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Abstract Ensemble learning methods are one of the
most powerful tools for the pattern classification prob-
lems. In this paper, the effects of ensemble learning
methods and some physical bone densitometry parame-
ters on osteoporotic fracture detection were investigated.
Six feature set models were constructed including differ-
ent physical parameters and they fed into the ensemble
classifiers as input features. As ensemble learning tech-
niques, bagging, gradient boosting and random subspace
(RSM) were used. Instance based learning (IBk) and
random forest (RF) classifiers applied to six feature set
models. The patients were classified into three groups
such as osteoporosis, osteopenia and control (healthy),
using ensemble classifiers. Total classification accuracy
and f-measure were also used to evaluate diagnostic
performance of the proposed ensemble classification
system. The classification accuracy has reached to
98.85 % by the combination of model 6 (five BMD +
five T-score values) using RSM-RF classifier. The find-
ings of this paper suggest that the patients will be able
to be warned before a bone fracture occurred, by just
examining some physical parameters that can easily be
measured without invasive operations.
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Introduction

Osteoporosis (OP) is the most common metabolic bone dis-
ease in the world. It is a major cause of morbidity and loss of
work due to osteoporotic fractures [1–4]. Benhamou et al. [5],
define OP as a disease Bcharacterized by low bone mass and
micro architectural alterations of bone tissue, leading to en-
hanced bone fragility and consequent in fracture risk^. Oste-
oporosis disease is also widely seen in the post-menopausal
woman due to a remarkable decrease in estrogen levels [6].

OP generally improves without showing any symptoms in
its early phases. In the patients with OP, losses of trabecular
bone and a consequent weakening of bone structure can be
seen [7]. As for Osteopenia (ON), it is the first phase of OP
which makes bones weak and fractures them easily. In the
diagnosis of the OP or ON, bone mineral density (BMD)
and T-score are vital parameters. BMD and T-score values
are fundamental part of the evaluation of patients with suspi-
cious osteoporosis. Definition osteoporosis after a World
Health Organization (WHO) report published in 1994, OP is
often diagnosed on the patient’s T-score value which differ-
ence of BMD from young adult mean normalized to the pop-
ulation standard deviation. However; the assessment of BMD
with in-patients is very difficult. Modern clinical methods
such as QCT, single photon absorptiometry and MRI are used
to measure these parameters.

Estimation of the osteoporosis could be considered as a
machine learning task. Ensemble learning methods are one
of the most attractive methods for data classification prob-
lems. Ensemble learning techniques consist of a combination
of various classifiers to perform a classification task jointly
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[8]. These techniques have preferred features which make
them proper form for datasets [9, 10] The main objective of
ensemble construction is to decrease the prediction error of a
individual learner based classification task for the learning
[11].

In this paper; bagging, gradient boosting and random sub-
space methods were incorporated in building IBk and RF
ensemble classifiers for the classification of osteoporosis dis-
ease. Six different feature set models were created to examine
the impact of osteoporotic parameters. Model 1 includes twen-
ty-one features (5 BMD +5 T-score+5 Z-score +5 bone area
and age of the patients). Model 2 consists of only five BMD
parameters. Model 3 has only five T-score values. Model 4
consists of five Z-score values. Model 5 has only five bone
area values. Model 6 was constructed according to a feature
selection algorithm. Gain ratio attribute evaluator [12] was
utilized as a feature selection method. According to this, five
T-score, five BMD values (Totally 10 features) were selected
and Model 6 feature set was created for these ten parameters.

Three hundred fifty post menopausal women participated in
the study. Since osteoporosis disease is mostly seen in post-
menopausal women population, post-menopausal women pa-
tients were purposefully included in the study. The partici-
pants of the study were divided into three groups as control,
OP and ON. At the end of the study; total classification accu-
racy and f-measure of the real data set were calculated as
performance measures of the proposed ensemble classifica-
tion system.

Related works

Automatic diagnosis systems to classify osteoporosis disease
have attracted more attention in the last decade. Some classi-
fication methods to diagnose osteoporosis disease were re-
ported in the past years. Sapthagirivasan et al. [13] showed a
Support Vector Machine (SVM) based computer-aided diag-
nosis (CAD) system for osteoporotic risk detection using dig-
ital hip radiographs. They utilized five morphologic features
extracted from digital hip radiography, five demographic fea-
tures and five DXA features (totally 15 features) in order to
input of the SVM classifier. Sapthagirivasan et al. [14] in their
latest study, they demonstrated a new framework to automat-
ically calculate the trabecular bone strength from femur CT
images. Besides, they also extracted three trabecular bone

features, such as solidity delta points, boundness and volume
fraction in order to estimate their correlation with femoral
neck BMD. Umadevi et al. [15] presented multiple classifica-
tion system for fracture detection in human bone x-ray images.
They used 12 features consists of texture and shape features
extracted from x-ray images. As classifiers, Artificial Neural
Network (ANN), k-NN and SVM classifiers were chosen.
Chan et al. [16] depicted an osteoporotic classification system.
They gathered 18 osteoporotic risk factors as input of the
CART decision tree classifier. Lemineur et al. [7] considered
both fractal and BMD parameters for inputs of ANN and they
applied ANN to discriminate the osteoporotic fracture and
control cases. Kim et al. [17] developed osteoporosis risk pre-
diction system using some machine learning methods. They
used some demographic (age, height, weight etc.) and clinical
characteristics (pregnancy, duration of menopause, hyperten-
sion etc.) as features. They predicted osteoporosis risk with
SVM, ANN, random forest (RF) and logistic regression clas-
sifiers using 15 features. Tay et al. [18] presented ensemble
based regression analysis for osteopenia diagnosis. Three dif-
ferent feature sets were created. Two sets derived from CT
scans and a set consists of physical and blood test. Totally,
18 features were utilized for regression test. Several ensemble
methods (ensemble RF and ensemble ANN) were also per-
formed. Liu et al. [19] predicted hip bone fracture using en-
semble ANN technique. They usedmany risk factors (over the
50) for features and constructed different ensemble ANN
model.

In this study, we generated six features sets to improve
estimation of osteoporotic fracture. We are aiming to deter-
mine best feature set in order to classify osteoporotic fracture.
Additionally, some ensemble learning algorithms like bag-
ging, gradient boosting and RSM were utilized to reduce the
variance of errors. As weak learners, IBk with several distance
functions and RF classifiers were performed for the ensemble
classification.

Materials and methods

Subjects

In the study, 350 post-menopausal women’s data were ana-
lyzed. The study population was divided into three groups as
follows: (1) control (n=115, mean ± SD age=55.0±5.65);

Table 1 Mean ± SD of the studied bone densitometry parameters

Patients L1 L2 L3 L4 Total

Control 0.84±0.021 0.95±0.07 1.07±0.02 0.96±0.07 0.96±0.002

ON 0.75±0.04 0.92±0.03 0.91±0.007 0.92±0.007 0.88±0.02

OP 0.53±0.03 0.610.004 0.71±0.001 0.74±0.03 0.66±0.012

61 Page 2 of 10 J Med Syst (2016) 40: 61



(2) ON (n=144, age=61.4±9.2) and (3) OP (n=91, age=
62.8±12.72). Control group refers healthy people. These
datasets were acquired from the hospital of Cerrahpasa
Medical Faculty, Istanbul University in Turkey.

Evaluation of bone densitometry

BMD, T-score, Z-score and bone area were measured for the
whole body, at the lumbar spine by dual-energy X-ray absorp-
tiometry with a QDR 4500 densitometer (Hologic, Waltham,
MA, USA).

Data analysis

In this study; age of the patient and bone densitometry param-
eters; L1, L2, L3 and L4 spine (BMD, area, T-score, Z-score,
total BMD, total T-score and total Z-score) were analyzed.
These parameters were considered as input of the osteoporotic
fracture classification system. Lumbar vertebrae can be
viewed differently shaped in the DXA. For example, L1, L2
and L3 have a U or Y shaped appearance whereas L4 has a
block H or X shaped appearance. Furthermore, on AP DXA
lumbar spine studies L1 through L4 are quantified. Besides;
L1 generally has the lowest BMD value; L3 has the highest
BMD value between the first four lumbar vertebrae. However;
areas of the vertebrae from L1 to L4 increase [20].

Ages of patients were considered as one of the input pa-
rameters regarding the effect of age on osteoporosis. In control
group, mean and standard deviation (SD) of age is as; 55±
5.65. ForON group, age is 61.5±9.2 while it is 62.8±12.7 for
OP group.

In bone densitometry parameters; L1, L2, L3 and L4 spine
(BMD, area, T-score, Z-score, total BMD, total T-score and
total Z-score) were chosen. BMD could be measured to mon-
itor response to treatment for osteoporosis. Mean and SD
values of the patients for BMD (in g/cm2) parameters are
given in Table 1.

Another main bone densitometry parameter group is
T-scores. T-score measures the departure of the subject’s
BMD value from the mean BMD for a young adult population
in units of the standard deviation about the mean for the young
adult age range. The young adult mean and SD are usually
derived from a group of healthy subjects aged 20 to 35 years,
matched for sex and race [21]. Mean and SD values of the
patients for T-score parameters are given in Table 2.

One of the bone densitometry parameter groups is
Z-scores. The deviation from the mean bone density of adults
of the same age and gender is named Z-score. Mean and SD
values of the patients for Z-score parameters are given in
Table 3.

The two-dimensional projected area in cm2 of the bones
was also measured in the study. Mean and SD of the area of
the bones for L1, L2, L3, L4 and total are depicted in Table 4

Ensemble learning

Ensemble learning is a machine learning technique which uses
multiple base learners to increase predictive accuracy. An en-
semble of classifiers is a set of classifiers whose individual
decisions are combined in several methods such as majority
voting and averaging to classify new samples [22–24]. Due to
the fact that combining predictions of an ensemble are often
more accurate than the individual classifiers, ensemble
methods were applied in the study. Ensemble learning ap-
proach could be divided into two ensemble methods as gen-
erative and non-generative. Non-generative ensemble
methods mostly are based on the former feature of ensemble
methods. However, generative ensemble methods mainly fo-
cus on the latter. Non-generative methods are classified as
ensemble fusion (majority voting, fuzzy fusion, Meta learning
etc.) and ensemble selection (forward-backward selection, test
and select, clustering based selection etc.). However, genera-
tive ensembles are partitioned in Resampling, Feature selec-
tion, Mixture of experts, Output Coding, and Randomized

Table 2 Mean ± SD of the
studied T-score parameters Patients L1 L2 L3 L4 Total

Control −0.8±0 −1.6±0.56 −0.15±0.21 −1.35±0.63 −0.8±0
ON −1.55±0.49 −0.9±0.42 −1.55±0.07 −1.75±0.07 −1.45±0.21
OP −3.5±0.28 −1.7±0.84 −3.4±0.28 −3.4±0.28 −3.5±0.14

Table 3 Mean ± SD of the
studied Z-score parameters Patients L1 L2 L3 L4 Total

Control 1.55±0.21 1.9±0.42 2.6±0 1.45±0.91 1.85±0.21

ON −1.5±0.42 −0.9±0.42 −1.5±0 −1.75±0.07 −1.45±0.21
OP −1.7±0.42 −1.7±0.84 −1.125±0.90 −1.1±0.70 −1.4±0.70

J Med Syst (2016) 40: 61 Page 3 of 10 61



ensembles methods [25]. The most popular ensemble tech-
niques are bagging, boosting, stacking and random subspace
method [26].

Bagging

Baggingmethod proposed by Breiman in 1996, also known as
boostrap aggregating is one of the most popular ensemble
techniques [27]. Bagging creates separate samples of the train-
ing data set and uses a classifier or base learner for each sam-
ple. The results of these multiple classifiers are then assigned
to the class based on majority voting rule. The structure of the
bagging ensemble model used in the study is depicted in
Fig. 1.

Gradient boosting

Gradient Boosting is an approach to learning theory by com-
bining many weak learners. Boosting is a classification meth-
odology which applies weighted training data to classifier
algorithm, thereby taking weighted majority voting results of
the sequentially modifying classifiers [28]. The main idea of
the boosting algorithm is to change the model of the samples
during the training depending on the error probability of se-
lection [29]. The structure of the gradient boosting ensemble
model is given in Fig. 2.

Random subspace method

Random subspace method is one of ensemble construction
techniques. It was proposed by Ho in 1998. Despite the other
ensemble techniques such as bagging and boosting, RSM uses
modified feature space to construct ensembles of learner in

order to improve the generalization error [30]. The structure
of the RSM ensemble model is displayed in Fig. 3.

Instance based learning algorithms

Instance-based learning algorithms (IBk) are one of the
lazy classifiers. IBk learners carry out little work when
learning from the dataset, but consume more effort dur-
ing the classification process of the new examples [31].
IBk algorithms are derived from nearest neighbor clas-
sifier. By saving and using only selected instance, they
produce classification predictions. The advantage of IBk
learners is that they can learn quickly from a very small
dataset. IBk learners can also work well for numeric
data [32]. IBk algorithms have several types such as
IB1, IB2 and IB3.

IB1 is the simplest instance-based learning algorithm.
IB1 is same to the nearest neighbour algorithm except that
it normalizes its attributes’ ranges, process instances in-
crementally, and has a simple policy for tolerating missing
values [31]. IB1 uses a distance or similarity function to
decide which neighbors are closest to an input vector. In
this study; Euclidean, Manhattan and Chebyshev distance
function are used. These functions are defined follows
respectively:

D x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X m

i¼1
xi−yið Þ2

r

ð1Þ

D x; yð Þ ¼
X m

i¼1
xi−yij j ð2Þ

D x; yð Þ ¼ max
i¼1

xi−yij j ð3Þ

where m is the number of input attributes, xi and yi are the
input values for input attribute i.

Table 4 Mean ± SD of the studied area of the bones

Patients L1 L2 L3 L4 Total

Control 14.87±1.81 15.35±0.35 15.94±0.67 17.76±3.02 63.87±0.17

ON 11.56±0.23 12.22±0.41 14.13±0.95 18.55±0.13 56.48±1.47

OP 11.23±1.24 12.81±1.30 14.53±2.17 17.17±1.73 55.755±6.45

Fig. 1 The structure of the
bagging ensemble model for 10
iterations
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Random forest classifier

Random Forest (RF) is a tree based and fast running classifier.
It is composed of a plurality of decision trees. Random forest
is providing very good competition to ensemble techniques on
various machine learning tasks. Detailed information could be
given in [33, 34].

Performance measures

There are various ways to evaluate the performance of classi-
fication systems. Accuracy and f-measure were used to eval-
uate proposed ensemble classification system as performance
measures. Accuracy is the common performance technique
which depicts the overall performance of the classification
system. It is formulated by:

Accuracy ¼ True positives þ True negatives

Number of data
ð4Þ

f-measure is the harmonic mean of precision and recall. It
utilizes both precision and the recall to compute [35]

F−Measure ¼ β2 þ 1
� �� precision� recall

β2 � precisionþ recall
ð5Þ

precision ¼ TP

TP þ FP
ð6Þ

recall ¼ TP

TP þ FN
ð7Þ

where β is the bias value.

Experimental results

In this study, each subject contains 24 numeric attributes; age,
five values (L1, L2, L3 L4 and Total) of BMD, T-score,
Z-score, bone area and three class attributes (control,
osteopenia, osteoporosis). Six feature set models were con-
structed as the inputs of proposed ensemble classification sys-
tem in order to determine which feature group is vital to clas-
sify osteoporosis disease. In model 1; all attributes except
classes were chosen. In model 2; only five BMD (L1, L2,
L3, L4 and Total) values were used as features. In model 3;
only five T-score (L1, L2, L3, L4 and Total) values were uti-
lized as features. In model 4; only five Z-score (L1, L2, L3, L4
and Total) values were selected as features. In model 5; only
five bone area (L1, L2, L3, L4 and Total) values were used as
the inputs of the classifier. An attribute selection technique
was also used to create model 6 feature set. Gain ratio attribute
evaluator [12] was performed to all attributes in the data set.
Importance of the features were ranked by gain ratio attribute
evaluator as follows: 1-Total T-score; 2- Total BMD; 3-L3
BMD; 4-L3 T-score; 5-L2 BMD; 6-L2 T-score; 7- L4 BMD;
8-L4 T-score; 9-L1 BMD; 10- L1 T-score; 11-L3 Z-score; 12-
Total Z-score; 13-L1 Z-score; 14-L4 Z-score; 15-L2 Z-score;
16-Total area; 17-L1 area; 18-L2 area; 19-L3 area; 20- L4 area
and 21-Age of the patients. This ranking showed that BMD
and T-score values are very important features to classify os-
teoporosis disease. Therefore; five BMD and five T-score pa-
rameters were taken as model 6 feature set.

Entire data set which consisted of 350 subjects was classi-
fied into three groups as control, OP and ON. 10-fold cross
validation procedure was used in the classification system in

Fig. 2 The structure of the gradient boosting ensemble model

Fig. 3 The structure of the RSM
ensemble model for 10 iterations
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order to obtain better network generalization. Ensemble learn-
ing techniques such as bagging, gradient boosting and RSM
were applied to six different feature sets mentioned above. IB1
and RF classifiers were utilized as the base learners of the
ensemble learning techniques. The block diagram of the pro-
posed classification system is given in Fig. 4.

The performance of proposed IB1 classification system
was measured by assigning k value between from 1 to 15.
Themean values of the performancemeasures of the proposed
system were calculated in order to obtain better generalization
results. Three different distance functions such as Euclidean,
Manhattan and Chebyshev were performed for the IB1 classi-
fier. The number of base learner was selected as 10 to avoid
over fitting for bagging, G. boosting and RSM ensemble al-
gorithms. Overall performance measures of the IB1 classifiers
with Euclidean, Manhattan and Chebyshev distance functions
were shown in Tables 5, 6 and 7 respectively.

When comparing performance measures of the IB1 classi-
fier, most suitable distance function was determined as Man-
hattan distance. In constrst, worst suitable distance function
was found as Chebyshev distance using ensemble IB1 classi-
fier. Furthermore; RSM ensemble technique was determined
to be the most efficient to classify osteoporosis. Moreover;
model 6 feature set was obtained as the best feature model

among the six feature groups. Finally, combination of IB1
with Manhattan distance function, model-6 feature set (five
BMD + five T-score) and RSM ensemble technique were de-
termined as the best combination of IB1 osteoporosis classifi-
cation system.

The accuracy of the best combination of IB1 classifier has
been computed for varying k value between 1 and 15. The
comparison graph of the effect of k value on accuracy of IB
classifier is shown in Fig. 5.

Ensemble learning algorithms usually perform better with
tree based classifiers. Therefore; RF which is one of the tree
based classifiers was used as a base learner to estimate osteo-
porotic fractures. In RF structure, number of tree was selected
as 10. Furthermore; 10 RF base learners were utilized for
ensemble RF classification system. Overall performance mea-
sures of the RF classifiers were depicted in Table 8.

As shown in Table 8, the best combination of the RF clas-
sifier was found as RSM ensemble technique and model-6
feature set. Accuracy of the RSM-RF classifier with model-6
feature set was calculated %98.85 and f-measure was found as
0.986. Confusion matrix was also presented in Table 9 for the
best combination.

Discussion

In this study, two different ensemble classifiers (IB1, RF) and
six different feature groups were performed together in order
to determine the best combination of osteoporotic fracture
classification system. At first; IB1 ensemble classifier using
three different distance function was performed over several
feature set. Comparing the results of the IB1 ensemble in
Tables 5, 6 and 7, the most effective distance function was
found as Manhattan distance for almost all combination of
IB1 classifier. Considering the feature sets created, model-6
which consists of five BMD and five T-score values was found
as the most important feature group to classify osteoporotic

Fig. 4 Block diagram of the proposed classification system

Table 5 Overall performance measures of the IBK with Euclidean distance classifier

Model type constructed according to features

Model-1 Model-2 Model-3 Model-4 Model-5 Model-6

RSM IBK (Euclidean Distance) F- Measure 0,90±0.02 0.928±0.07 0.947±0.15 0.66±0.01 0.39±0.01 0.96±0.04

Accuracy 90.49±2.5 93.13±0.86 94.85±0.52 66.39±1.33 40.23±1.68 95.85±3.12

Bagging IBK (Euclidean Distance) F- Measure 0.88±0.04 0.91±0.005 0.93±0.006 0.641±0.02 0.39±0.03 0.956±0.03

Accuracy 89.35±4.32 91.71±0.57 93.8±0.7 64.35±2.43 39.55±3.5 95.78±4.4

G. Boosting IBK (Euclidean Distance) F- Measure 0.868±0.04 0.88±0.01 0.92±0.01 0.637±0.02 0.38±0.02 0.94±0.02

Accuracy 87.31±4.19 89.32±1.65 92.64±1.59 63.96±2.99 39.42±2.44 94.27±4.05

IBK (Euclidean Distance) F- Measure 0.876±0.04 0.90±0.01 0.935±0.01 0.638±0.02 0.38±0.02 0.95±0.03

Accuracy 88.13±4.49 90.33±1.13 93.74±0.85 63.99±2.96 39.43±2.44 95.06±3.72
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fracture. Besides, RSM ensemble technique was determined
to be the most suitable ensemble technique for almost all com-
bination of proposed IB1 classification system. As shown in
Table 7, while the best accuracy and f-measure values were
obtained from the combination of model-6 and RSM-IB1 with

Manhattan distance as 96.33 %, 0.961, the worst accuracy and
f-measure values were calculated from the combination of
model-5 and gradient boosting as 41.16 %, 0.41, respectively.

When comparing the IB1 and RF classifiers, performance
measures show that ensemble RF classifier is more successful

Table 6 Overall performance measures of the IBK with Manhattan distance classifier

Model type constructed according to features

Model-1 Model-2 Model-3 Model-4 Model-5 Model-6

RSM IBK (Manhattan Distance) F- Measure 0,937±0.03 0.932±0.04 0.95±0.06 0.665±0.02 0.426±0.02 0.961±0.02

Accuracy 93.92±3.10 93.42±1.14 95.10±0.82 66.96±1.56 42.97±1.32 96.33±1.56

Bagging IBK (Manhattan Distance) F- Measure 0.93±0.02 0.932±0.05 0.95±0.004 0.66±0.04 0.42±0.03 0.957±0.05

Accuracy 93.25±3.48 93.42±1.23 95.10±1.86 66.12±2.64 42.28±1.76 95.88±3.42

G. Boosting IBK (Manhattan Distance) F- Measure 0.921±0.04 0.918±0.02 0.93±0.03 0.648±0.03 0.41±0.03 0.943±0.02

Accuracy 92.10±4.23 92±2.86 93.25±3.32 64.56±1.88 41.16±2.86 94.42±4.12

IBK (Manhattan Distance) F- Measure 0.92±0.03 0.925±0.03 0.946±0.02 0.642±0.01 0.41±0.02 0.957±0.04

Accuracy 92.6±4.12 92.71±1.85 94.85±0.72 64.42±3.23 41.23±4.12 95.63±2.85

Table 7 Overall performance measures of the IBK with Chebyshev distance classifier

Model Type constructed according to features

Model-1 Model-2 Model-3 Model-4 Model-5 Model-6

RSM IBK (Chebyshev Distance) F- Measure 0,87±0.04 0.903±0.02 0.938±0.05 0.636±0.02 0.393±0.03 0.941±0.02

Accuracy 87.6±4.12 90.57±1.02 94.17±3.27 63.87±1.12 39.44±0.77 94.28±3.56

Bagging IBK (Chebyshev Distance) F- Measure 0.83±0.02 0.895±0.04 0.925±0.01 0.63±0.03 0.39±0.03 0.94±0.04

Accuracy 83.09±2.86 89.74±1.14 92.9±1.24 63.34±3.78 39.10±3.32 94.14±2.44

G. Boosting IBK (Chebyshev Distance) F- Measure 0.81±0.03 0.88±0.01 0.91±0.03 0.608±0.04 0.38±0.03 0.916±0.03

Accuracy 81.06±3.92 88±1.42 91.02±2.86 61.06±2.56 38.22±1.24 91.56±3.74

IBK (Chebyshev Distance) F- Measure 0.81±0.03 0.89±0.02 0.917±0.03 0.61±0.02 0.38±0.02 0.93±0.03

Accuracy 81.3±2.54 89±2.35 91.96±0.64 61.23±3.12 38.35±2.76 93.60±4.42
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IB1based Manhattan distance
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than ensemble IB1 classifier in the OP decision. As seen in
Table 8, the best accuracy and f-measure values were obtained
from combination of model-6 and RSM-RF as 98.85 % and
0.986. However, the worst results were obtained from the
combination of model-5 and single RF classifier. Considering

all the results, the best feature group was found to be model-6.
On the other hand, these results demonstrate that combination
of T-score and BMD values are vital parameters in OP deci-
sion. Besides, Z-score and bone area values were not suffi-
cient enough to classify the osteoporosis. Hence, by the use of
only ten physical parameters (T-score and BMD) that can
easily be measured without invasion, osteoporosis patients
could be classified with high accuracy as OP, ON or control
group.

Upon comparing the ensemble learning techniques, RSM
ensemble technique emerged as the most effective technique
for the decision of OP among the others. Additionally; in the
study, RSM and bagging ensemble techniques were found to
be more effective than gradient boosting and individual IB1 or
RF classifiers to diagnose osteoporosis disease. In addition,
this study has demonstrated that ensemble learning techniques
confirms a relation between individual densitometry results
and the outcome of investigation for osteoporosis case.

The comparison of this study with previous studies, in
terms of the methodology, number of features and accuracy
was reported in Table 10. It is difficult to make a fair compar-
ison of the effectiveness of previous studies because their
feature selection, validation procedure and classifier tech-
niques are different. Besides, most of studies given in
Table 10 have two-class classification problem, but this study
has 3-class classification problem which makes it difficult to

Table 8 Overall performance
measures of the RF classifier Model type constructed according to features

Model-1 Model-2 Model-3 Model-4 Model-5 Model-6

RSM RF F- Measure 0.971 0.969 0.983 0.81 0.402 0.986

Accuracy 97.4286 97.14 98.57 81.22 40.43 98.85

Bagging RF F- Measure 0.972 0.977 0.983 0.786 0.391 0.981

Accuracy 97.428 98 98.57 78.57 40 98.28

G. Boosting RF F- Measure 0.957 0.972 0.981 0.771 0.40 0.98

Accuracy 96 97.42 98.28 77.14 40.14 98

Random Forest (RF) F- Measure 0.929 0.974 0.98 0.799 0.379 0.974

Accuracy 93.143 97.71 98 80 38.28 97.71

Table 9 The confusion matrices of the ensemble RF classifiers for
Model-6

Actual Predicted Classifier types

Control (Healthy) ON OP

Control (Healthy) 113 2 0 RF
ON 2 139 3

OP 0 1 90

Control (Healthy) 113 1 1 G. Boosting-RF
ON 2 139 3

OP 0 0 91

Control (Healthy) 114 1 0 Bagging-RF
ON 2 141 1

OP 0 0 91

Control (Healthy) 114 1 0 RSM-RF
ON 2 141 1

OP 0 0 91

Table 10 Comparison of
proposed study with previous
studies

Authors Methodology The number of features Accuracy (%)

Sapthagirivasan et al. SVM 15 90

Umadevi et al. ANN, k-NN and SVM 12 91.89

Chan et al. ANN, decision tree 18 65

Lemineur at al. ANN 6 81.66

Kim et al. SVM, ANN and RF 15 77.8

Tay et al. Ensemble RF and Ensemble ANN 18 0.946 (AUROC)

Liu et al. Ensemble ANN Over 50 85

Proposed study RSM-IB1 with Manhattan distance 10 96.33

RSM-RF 10 98.85
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obtain better accuracy score. However, the results of this study
compare favorably to the others in total accuracy as 98.85 %
using combination of model-6 and RSM-RF ensemble
classifier.

Conclusion

In this study, the effects of six different osteoporotic features
model and ensemble learning methods on osteoporosis dis-
ease decision support system were investigated. In order to
carry out the study, six feature set models were considered as
inputs to ensemble classifiers (gradient boosting, bagging and
RSM). By using model-6 feature sets, high diagnosis accuracy
was obtained with RSM ensemble techniques. These results
illustrate that both T-score and BMDvalues are very important
parameters to estimate osteoporosis disease. Otherwise, the
accuracy and f-measure rates dramatically decreased by the
use of model-4 and model-5 features for the all classifiers.
Thus, these results show that bone area and Z-score values
were less effective parameters to classify osteoporosis disease.
Likewise, this study also emphasizes that RSM-RF ensemble
classifier is the most effective method to classify osteoporosis
disease.

IBk Instance based learning, RF Random forest, RSM Ran-
dom subspace method, BMD Bone mineral density, OP Oste-
oporosis, ON Osteopenia, QCT Quantitative computed to-
mography, MRI Magnetic resonance imaging, SD Standard
deviation, TP True positive, FP False positive, FN False neg-
ative, ANN Artificial neural network, SVM Support vector
machine, CAD Computer aided diagnosis, k-NN k- nearest
neighbor, WHO World health organization.
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