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Abstract The classification and analysis of data is an impor-
tant issue in today’s research. Selecting a suitable set of
features makes it possible to classify an enormous quantity
of data quickly and efficiently. Feature selection is generally
viewed as a problem of feature subset selection, such as
combination optimization problems. Evolutionary algo-
rithms using random search methods have proven highly ef-
fective in obtaining solutions to problems of optimization in a
diversity of applications. In this study, we developed a hybrid
evolutionary algorithm based on endocrine-based particle
swarm optimization (EPSO) and artificial bee colony (ABC)
algorithms in conjunction with a support vector machine
(SVM) for the selection of optimal feature subsets for the
classification of datasets. The results of experiments using
specific UCI medical datasets demonstrate that the accuracy
of the proposed hybrid evolutionary algorithm is superior to
that of basic PSO, EPSO and ABC algorithms, with regard to
classification accuracy using subsets with a reduced number
of features.
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Introduction

The production of data throughout the world every second of
every day puts us in the era of big data. In the past, medical
data, such as X-ray images, the medical history of patients,
disease characteristics, and gene sequences had to be collected
and analyzed manually [1]. However, recently data mining
techniques have been developed to identify the relevance of
features in medical datasets in a rapid and efficient manner.
Data mining is particularly effective in obtaining valuable
information from huge quantities of data [2]. Machine learn-
ing is widely applied in data mining for tasks involving search
and analysis [3]. These developments have largely eliminated
the need to perform these actions manually.

Raw data may contain non-essential features, which can
increase computational complexity and decrease classifica-
tion. This explains why feature selection [4] is so important
in machine learning in fields such as image recognition, med-
ical information [5], botnet characteristics [6] and the classifi-
cation of files [7]. Feature selection [8] makes it possible to
focus on data with high correlation characteristics, thereby
improving the efficiency of classifiers, increasing classifica-
tion accuracy, and reducing computational costs. The purpose
of feature selection is to identify the characteristics of data
within multiple dimensions. We used continuous selection
and screening to collect features with a high degree of corre-
lation to produce feature subsets with the aim of improving
efficiency in the classification of data.

An increase in the number of data dimensions leads to an
exponential increase in the complexity and subsequently the
difficulty of assembling an effective feature subset. Thus, we
employ evolutionary computation to assemble the feature sub-
set, in which an adequate feasible solution can be found using
a wrapper under certain conditions. The evolutionary ap-
proach is intended to overcome problems of optimization.
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Evolutionary algorithms are based on natural phenomena, in
which a random search process is guided by the goal of im-
proving search results from one generation to the next, ulti-
mately leading to an optimal solution. The most famous ex-
ample is the genetic algorithm (GA) [9], based on Darwin’s
theory of natural selection. Another technique involves simu-
lated annealing (SA) [10], similar to a process found in the
atomic lattice structure of metallurgy.

In this study, we developed a hybrid evolutionary algo-
rithm based on endocrine-based particle swarm optimization
(EPSO) and the artificial bee colony (ABC) algorithm using a
support vector machine (SVM) for the selection of an optimal
feature subset to facilitate the classification of data.

In Section 2, we introduce the concept of SVM and evolu-
tionary algorithms. In Section 3, we outline our hybrid algo-
rithm based on EPSO and the ABC algorithm with SVM.
Section 4 presents our experiment methods, results, and the
dataset used in the experiment. Conclusions are drawn in
Section 5.

Related work

Support vector machine

Support vector machine (SVM) is a supervised learning meth-
od that was proposed by Vapnik in 1995 [11]. It is widely used
in regression analysis and statistical classification. SVM in-
volves the construction of a multi-dimensional hyper-plane
for the classification of data. As shown in Fig. 1, the distance
between the hyper-plane and the data is referred to as the
margin. This space may also exist on multiple hyper-planes;
however, a single plane provides the greatest margin to the
nearest data.

Difficulties in the classification of labels are generally char-
acterized according to the dimensions and complexity of the
data; i.e., not all of the data are linearly separable. In the case
of linearly inseparable problems, the kernel of the support
vector machine maps the input space into a Vapnik-
Chervonenkis dimension, thereby rendering problems that

were linearly non-separable in the original input space as lin-
early separable problems in a high-dimensional space. Before
building a classification model using the support vector ma-
chine, we must select the type of core functions and their
parameters as well as penalty factor C. Three common core
functions are radial-based functions (RBF), polynomial func-
tions, and sigmoid functions, as shown in Eqs. (1), (2), and (3):

RBF kernel:

Φ xi−x j
� � ¼ exp −γ∥xi−x j∥

2
� �

ð1Þ

Polynomial kernel:

Φ xi−x j
� � ¼ 1þ xi⋅x j

� �d ð2Þ

Sigmoid kernel:

Φ xi−x j
� � ¼ tanh k xi⋅x j

� �þ δ
� � ð3Þ

Kernel parameters are selected based on the core functions.
For example, the RBF kernel used in this experiment includes
parameter γ, which must be adjusted to find the optimized
hyper-plane. Penalty factor C affects the complexity
and ultimately the accuracy of the model. When the
value of C is relatively small, the accuracy of the model will
tend to be poor; however, generalizability will be improved.
Conversely, a higher value for C will increase the accuracy of
the model, the tolerated error will become smaller, and the
generalizability will decline. Thus, we also searched for C
and γ during the search for feature subsets in order to maxi-
mize the effectiveness of the classification model.

Evolutionary intelligence

Evolutionary intelligence is a behavior of natural or artificial
organization among individuals. This notion was inspired by
observation of natural phenomena, wherein individual entities
share information for the sake of survival. One classic example
of this behavior is the division of labor among bees in a hive.
Similarly, in ant colonies information related to the location of
food is shared through the secretion of chemicals as a form of
signal transmission. Flocks of birds and schools of fish are other
examples of group behavior among animals. The algorithm
proposed in this study is intended to simulate the foraging be-
havior of animals involving the search for biological formation.

Particle swarm optimization

The particle swarm optimization algorithm [12] was proposed
by Kennedy and Eberhart in 1995. PSO has been successfully
applied in a variety of fields to obtain optimal solutions more

Margin 

Hyper-plane 

Fig. 1 Margin between hyper-plane and data
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rapidly than can be achieved using other algorithms, such as
GA or SA. PSO involves a group of potential solutions called
particles, which move around within a search space at a spe-
cific velocity in search of better solutions. Each particle has a
memory of the best location it has previously visited, which is
regarded as its individual best (pbest). In cases where this
solution is the best within the entire population, then it is
denoted as the global best (gbest).

Endocrine-based particle swarm optimization

Endocrine-based PSO [13] combines particle swarm intelli-
gence with the mechanism involved in the regulation of hu-
man hormones. Particles with poor adaptability are provided
hormones aimed at increasing the amount of variation in the
displacement of the particle, thereby increasing its search
range. In contrast, particles displaying better adaptability re-
ceive only a small amount of hormone and thereby undergo
only subtle changes. The particles in an endocrine system are
simultaneously affected by the global best particle as well as
neighboring particles, the effects of which can be calculated as
follows:

EM Sð Þ ¼ f un1
f max− f i
f max− f avg

 !
⋅
π
2
þ f un2 f i−

f i−1 þ f iþ1

2

� �� �

ð4Þ

EM (S) represents the hormone concentration of particle,
fmax is the best global fitness, fi is the fitness of the i-th particle,
favg is the average fitness of all particles. Where fun1()=atan(x),
when the fitness fi becomes worse, the value of fun1 increases
the hormone concentration of particle i. In cases where fi is less
than favg, the amount of administered hormone is reduced.
fun2()=atan(−x), wherein the value of the i-th particle is affect-
ed by the nearest particle. The equation used for hormone
updating is as follows:

Ei k þ 1ð Þ ¼ c4Ei kð Þ þ c3rand 0; 1ð ÞEM Sð Þ ð5Þ

The hormone concentration of next generation Ei(k+1)
equals the sum of the hormones concentration of this genera-
tion Ei(k), and the variation of EM(S); C3 is the hormone
updating constant, C4 is the inertia constant, and rand ranges
between 0 and 1.

Equation (6) used for updating speed in PSO is also used
for this purpose for EPSO and the equation for updating po-
sition in EPSO is as follows:

vi j k þ 1ð Þ ¼ wvi j kð Þ þ c1r1 xpbest−xi j
� �þ c2r2 xgbest−xi j

� � ð6Þ

xi j k þ 1ð Þ ¼ xi j kð Þ þ vi j kð Þ þ Ei k þ 1ð Þ ð7Þ

Artificial bee colony

The artificial bee colony (ABC) algorithm [14] is an intelli-
gence algorithm proposed by Dervis Karaboga in 2005. It was
inspired by the concept of bees looking for nectar and their
hierarchical behavior. The ABC algorithm regards the solution
space as foraging space, in which each solution (food source)
symbolizes a quantity of nectar and bees exchange messages
in order to guide one another to a better source of food.

A number of parameters must initially be set, such as the
number of food sources, trial limit, and termination condi-
tions. In the initialization phase, n food sources are generated
at random and expressed as solution xi, where i ∈ {1, 2, …,
N}; xi is a vector with D dimensions, with D determined by the
problem. At the same time, xi denotes the ith food source.
Each food source is produced as follows:

xi j ¼ xmin þ rand 0; 1ð Þ xmax−xminð Þ ð8Þ

Here xmax and xmin are the upper and lower boundaries of
xij. The trial limit here is initially a constant during the initial-
ization phase for all of the bees (employed bees as well as
onlookers). When the number of times that food source has
not been updated reached this number, the food source is
abandoned.

In the second stage, only employed bees search for a food
source in order to generate new food vij using the following
equation:

vi j ¼ xi j þ rand 0; 1ð Þ xi j−xk j
� � ð9Þ

where j ∈ {1,2, …, D} and k ∈ {1,2, …, N}, j and k are not
identical. A greedy choice is made between xij and the new
food source vij. If the fitness of vij is better than that of xij, vij
will replace as xij the food source. Conversely, when the fit-
ness of vij does not exceed that of xij, the number of the failed
attempts of the current food source is increased by 1.

In the third stage, employed bees provide onlooker bees
with information related to the location of food sources. The
onlooker bees follow the food source according to probability
function Pi (10) based on the fitness of the food and decide
whether to search randomly for food sources.

Pi ¼ f iti xið ÞX N

i¼1
f iti xið Þ

ð10Þ

When xi is selected by onlooker bees, the bees search
around xi in accordance with Eq. (10) in order to generate
new vi and perform the same greedy choice phase and update
the number of failed attempts as the employer bees do.

In the following phase, scout bees determine whether food
sources need to be abandoned. In cases where the number of
failures is equal to or greater than the pre-set number of
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allowable attempts, scout bees abandon the associated food
source and randomly generate a new solution in accordance
with the new food Eq. (8).

Hybrid methods

Multiple technologies can be merged in order to solve prob-
lems. For example, when figuring out the best answer to a
problem and proving that it is the best solution, using a single
approach can significantly increase time costs. Data transmis-
sion in networks, for instance, may be achieved via a number
of protocols: wired, wireless, packages, routing, and form
management, which present a hybrid solution for data trans-
mission applications.

The various calculation methods in evolutionary algo-
rithms possess distinct advantages and disadvantages.
Simulated annealing and the Tabu search method deal

with local search properties, whereas genetic algorithms
take an evolutionary approach to the problem of
performing global searches [15]. This study proceeded
under the assumption that these methods could comple-
ment one another or make up for the shortcomings inher-
ent in simpler approaches. Hybrid methods can help to
improve the convergence efficiency, robustness and reli-
ability [16] of the algorithm.

The PSO and ABC algorithms have proven effective in
a number of optimization applications; however, a number
of problems have yet to be eliminated. In a large dimen-
sional space, the ability of the PSO of find the optimal
solution begins to drop into local optimums, with a neg-
ative effect on the accuracy of the final results [17].
During searching processes with the ABC algorithm, the
direction in which the solution moves is generated based
on random neighbors, which enables the search to con-
verge in the search area more easily [18]. Literature has
also indicated that the ABC algorithm converges more
slowly in some unimodels and easily falls into local opti-
mums in some complex multi-models [19].

Many hybrid search methods have been proposed to over-
come these shortcomings by compensating for the deficien-
cies of a single algorithm. In [20], the population is divided
into two subgroups in each iteration. One of the subgroups
evolves via ABC while the other evolves via PSO. A search is
then performed to find the optimum solution for each of the
respective subgroups, whereupon the solution with the best
fitness is identified through a comparison of these candidate
solutions. ABC is effective in local searches but weak in glob-
al searches. The PSOABC chain [21] uses multiple algorithms
in the search for a global optimum. We employed the differ-
ential evolution method (DE) in the employed bee phase and
included the PSO global optimum reference method in the
onlooker bee phase so that the ABC algorithm maintains a
local search capacity in the employed bee phase. Global de-
velopment effects are also then enhanced in the onlooker bee
phase [22].

if (feature[i] >= 0.5) 

 set feature flag[i] = 1; 

else  

 set feature flag[i] = 0; 
Fig. 4 Pseudo code of continuous values converted into binary

F1 F2 F3 ….. Fn c 

0.8 0.3 0.9 ….. 0.4 38.5 2.1 

Fig. 3 Encoding of particles

EPSO_ABC Algorithm 

Initialization of EPSO_ABC with parameters 

Randomly generate populations 

Evaluate fitness and choose global optimal solution 

Repeat while at least one update occurs every hour 

For each particle 

update velocity and position 

update c and 

Update the global and individual positions 

Start employed bee phase with individual positions set 

as food sources. 

For each food source: 

search neighborhoods 

update food source if the new one is better or update 

the number of failed attempts 

Assign a probability r, if the food source with better 

fitness is more likely to be chosen. 

Initiate onlooker bee phase using selected food source 

For each food source: 

search neighborhoods 

update food source if the new one is better or update 

the number of failed attempts 

Scout bee phase when the number of attempts exceeds 

the limit constant 

For each food source that exceeds the limit  

randomly generate the new position 

Return the global optimal food source 

Output best solution with parameters c and 

Fig. 2 Pseudo code of EPSO_ABC
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Proposed hybrid evolutionary algorithm based on EPSO
and ABC

This study developed a hybrid approach combining the EPSO
and ABC algorithms. EPSO is used to search through the
entire solution space and then output individual best positions
as well as a global best position. The initial locations of the
food sources in the employed bee phase of the ABC method
originate from the individual bests in the EPSO phase. In
subsequent steps, onlooker bees and scout bees continue their
search to improve the quality of the overall solutions. Figure 2
presents the pseudo code of the EPSO_ABC algorithm.

Initialize population Generate the initial velocity of each
population as well as the initial position (solution) and the
initial hormone content. Then calculate the fitness of the initial
population by recording the individual as well as global fitness
values.

Calculate and update the velocity and position of each
population The changes in the hormones of the particles un-
der the influence of surrounding particles are as shown in
Eq. (4). The changes in their speed under the influence of
the global and local optimums are as shown in Eq. (6), and
the formula for the final position update is as shown in Eq. (7).

Evaluate the fitness of each populationUsing the evaluation
function to evaluate the fitness.

Update the best solution obtained from each individual
population If the fitness level of the current individual popu-
lation is superior to the previous individual fitness value, then

Table 1 UCI datasets

Dataset Number of
features

Number of
classes

Number of
instances

Ecoli 7 8 336

Breast 10 2 699

Heart 13 2 270

Parkinsons 22 2 195

CTGs 22 3 2126

SPECT 22 2 267

Dataset 

Training dataset Testing dataset 

SVM 

EPSO_ABC Algorithm 

Trained model Feature subset and 

Testing 

Fitness evaluation 

Termination are 

satisfied? 

Population initialization

Optimized feature subset 

and parameters

yes

no

Feature selection

Training dataset with 

selected features 

Testing dataset with 

selected features 

Fig. 6 Flowchart of EPSO_ABC
with SVM

0.8 0.3 0.9 …. 0.4 38.5 2.1 

1 0 1 ….. 0 38.5 2.1 

Fig. 5 Continuous values change to binary
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the current location of the individual population is identified
as the optimal individual population xpbest.

Update the global optimum The global optimum of this
generation is calculated with the fittest value among the global
optimum of previous generation and the local optimum of
each individual particle for this generation. In subsequent
steps, xpbest is set as the food source for further search
procedures.

Employed bees find new food sources Each employed bee
corresponds to only one food source, and it searches the vi-
cinity of its food source based on Eq. (9). The new food
sources replace the current food sources if they are better.
Otherwise, the failure count is updated.

Onlooker bees find new food sources Onlooker bees search
for food based on the roulette method using Eq. (9). They
search for new food sources based on Eq. (8) and perform
greedy comparisons. If the new solution is better than the
existing solution, then it is adopted as a replacement.
Otherwise, the failure count is updated.

Scout bees abandon food source Determine whether any of
the food sources have reached the maximum number of allow-
able failures. If the limit has been reached, then that particular

food source is discarded. Equation (10) is used to randomly
generate a new food solution.

Update the best food source The best food source is updated
after performing a comparison with the entire population. The
above process is repeated until the termination conditions are
reached, at which point the calculation results are output.

SVM classifier with feature selection based
on EPSO_ABC

In this study, we adopted SVM as a classifier for the classifi-
cation of known types of data for the prediction of unknown
data. However, these data may contain noise or redundant
features, which could disturb the classification process. This
is also why we need another method to perform the feature
selection and leave only the features with higher degrees of
correlation. We used the EPSO_ABC algorithm to increase or
reduce the number of features in order to produce a variety of
feature subsets for the training of SVM. The best feature sub-
set is then output when the termination conditions are fulfilled.

Initialization phase In the initialization phase, the particles
were randomly encoded as shown in Fig. 3. F1 to Fn refer to
features 1 to n; c and γ are the parameters used in SVM. The
range of the variables in each feature subset falls between 0
and 1. The parameters vary with the feature subset and influ-
ence the classification model. The velocity and location of the
particles as well as c and γ are continuous values.

EPSO_ABC algorithm phase The particles search for the
feature subset according to the EPSO_ABC procedure. All
features, c and γ are searched step by step in EPSO_ABC.
c and γ are a part of the population; these parameters will be
searched in the same way as features in this phase. The eval-
uation of fitness is conducted after the search process has been
completed.

Fitness evaluation In the fitness evaluation phase, the evalu-
ation is performed based on the selected feature subset and
parameters. The population is transformed to binary type with

Table 3 Results obtained with
and without feature selection Dataset Original number

of features
Number of
selected features

Full set of features:
average accuracy (%)

Selected features:
average accuracy (%)

Ecoli 7 4.6 86.87 91.35

Breast 10 3.4 96.71 98.71

Heart 13 5.2 82.59 93.33

Parkinsons 22 4.0 92.82 100.00

CTGs 22 6.2 97.88 99.67

SPECT 22 5.6 83.16 92.53

Table 2 Parameter settings used in evaluation tests

PSO & EPSO ABC EPSO_ABC

Parameter Value

N 20 20 20

C1 1.5 N/A 1.5

C2 1.5 N/A 1.5

C3 0.05 N/A 0.05

C4 0.05 N/A 0.05

w 0.7 N/A 0.7

MAX LIMIT N/A 100 100

c [0.01, 2048] [0.01, 2048] [0.01, 2048]

γ [0.00001,8] [0.00001,8] [0.00001,8]
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the boundary set to 0.5. As shown in Figs. 4 and 5, a feature
that is less than 0.5 is not selected, whereas a feature that is
equal to or exceeding 0.5 is selected.

In this part, only the selected data is kept, and the
remainder is discarded. Next, the data is divided into
two parts: a training set and a testing set. The SVM
reads the training set and establishes a classification
model. The testing set is then applied to the completed
classification set.

Output optimized subset of features The algorithm con-
tinues searching until the termination conditions are fulfilled.
The best solutions are iteratively updated with new popula-
tions presenting superior fitness values. In cases where the
fitness of the new population equals the current population
but with fewer features, it also replaces the current population.
When the termination conditions are reached, the outputs are
yielded, including the best feature subset, parameters c and γ,
and the accuracy of classification. Figure 6 presents a detailed
flowchart of the EPSO_ABC with SVM.

Experiments

In this section, we describe the experiments used to verify the
effectiveness of the EPSO_ABC, including the computer
equipment, the development environment, and the datasets.
We also compare the proposed approach with the PSO and
EPSO algorithms.

The experiments were conducted on a computer with an
Intel Core i7 CPU running Windows 7 at 3.0GHz, with mem-
ory 4GB. The development environment is Dev C++ com-
bined with LibSVM [23] libraries and RBF as the SVMkernel
function. The datasets in Table 1 have been used in variety of
different fields for many years and were obtained from the
University of California, Irvine (UCI) [24].

Experiment parameters

We employed k-fold cross-validation [25] to test the search
ability of the algorithms. In k-fold cross-validation, the origi-
nal sample is randomly partitioned into k equally sized sub-
samples. Here k was set to five, which means 80 % of the

Table 5 The number of feature
selected Number of feature selected

5 4 3 2 1

Ecoli 7 f5 f6 f1 f2 f3 f7

Breast 10 f4 f2 f5 f8 f9 f3 f6 f7 f10

Heart 13 f12 f10 f13 f2 f3 f8 f9 f1 f4 f5 f6 f7 f11

Parkinsons 22 f1 f2 f14 f17 f19 f22 f5 f6 f11 f12 f18 f20 f21

CTGs 22 f22 f11 f20 f1 f2 f3 f7 f14 f17 f18 f4 f5 f9 f15 f16 f19

SPECT 22 f16 f21 f3 f7 f8 f10 f13 f20 f22 f1 f4 f5 f11 f14 f17 f19

Table 4 Results of comparison with other algorithms

Datasets Number
of original
features

PSO-SVM EPSO-SVM ABC-SVM EPSO_ABC-SVM

Number
of selected
features

Average
accuracy (%)

Number
of selected
features

Average
accuracy (%)

Number
of selected
features

Average
accuracy (%)

Number
of selected
features

Average
accuracy (%)

Ecoli 7 5.0 90.45 5.0 91.35 5.2 90.86 4.6 91.35a

Breast 10 3.4 98.28 4 98.28 4.2 98.44 3.4 98.71b

Heart 13 5.2 91.48 6 91.78 5.8 92.02 5.2 93.33b

Parkinsons 22 4.6 99.49 4.2 99.49 4 99.49 4.0 100.00c

CTGs 22 6.2 99.44 7 99.58 6.0 99.58 6.2 99.67b

SPECT 22 7.0 92.15 6.2 92.20 6.1 92.15 5.6 92.53c

Friedman test p-value=0.00657

aAccuracy is equal to the other method but fewer features are selected
bHigher accuracy
c Higher accuracy and fewer features are selected
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original data are randomly selected as training data and the
remaining are used as testing data. The parameter settings are
presented in Table 2. The termination condition is set to pre-
vent updating within 1 h. In the experiment, the population
size was set to 20, constants c1 and c2 were set to 1.5 (usually
between 1 and 2), and the parameter weight was 0.7 (usually
between 0.4 and 0.9) [26]. Constants c3 and c4 were set to
0.05 [13] and the limit in ABC phase was set to 100. The
range of c and γ are preset parameters of SVM.

Experiment results

Table 3 illustrates the difference between performance of the
proposed hybrid EPSO_ABC algorithm obtained with and
without feature selection. The experiment results clearly illus-
trate the superiority of the SVM classifier with feature selec-
tion mechanism with regard to classification accuracy using
subsets with fewer features (about 3.4~6.2). In fact, the clas-
sification accuracy with the Parkinsons dataset was improved
to 100 % using only 5.2 features. The classification accuracy
of Parkinsons, CTGs, and SPECT increased, and the number
of features decreased from 22 to 4.0, 6.2, and 5.6, respectively.

Table 4 presents a comparison of the proposed
EPSO_ABC-SVM and other algorithms pertaining to classi-
fication accuracy and the number of selected features. Overall,
the EPSO_ABC-SVM provides better classification accuracy
and fewer selected features. Using the Ecoli dataset, the accu-
racy of the proposed method was the same as that of EPSO;
however, fewer features were selected. Using the Breast and
Heart datasets, the EPSO_ABC provided higher classification
accuracy with fewer selected features. Using the Parkinsons
dataset, EPSO_ABC found 4.0 features and the accuracy was
superior to that of the other algorithm (100.00 % vs. 99.49 %).
Even when the classification accuracy was equal,
EPSO_ABC was able to assemble feature subsets using fewer
features. We also used the Friedman test to verify our exper-
iment result which shows at the bottom of Table 4. The p-
value is 0.00657 lower than 0.05 which means there are sig-
nificant differences between the methods.

Table 5 presents the relationship between the datasets and
the number of times that features are selected, ranging be-
tween 0 and 5. In the Ecoli dataset, the most important features
are as follows: chg and aac (selected 5 times) and sequence
name (selected 4 times). In the dataset Breast, uniformity of
cell shape was selected 4 times and clump thickness was se-
lected 3 times. These two important feature can help to deter-
mine whether cancer is benign or malignant. In Heart, the
number of major vessels was selected 5 times, and feature
13 was selected 3 times. Among the 22 features in the
Parkinsons dataset, only feature 1 was identified 3 times and
all others were selected fewer than 3 times. CTGs include
measurements of fetal heart rate (selected 5 times) and uterine

contraction features on cardiotocograms in which mean value
of long-term variability was selected 3 times and tendency
was selected 3 times. In the SPECT dataset, all features are
partial diagnosis or binary. Features 16 and 22 were selected 3
times and all others were selected fewer than 3 times.

Conclusion

This study presents a hybrid evolutionary algorithm based on
EPSO and ABC for feature selection and the optimization of
parameters for SVM. Experiment results demonstrate the su-
periority of the SVM classifier with feature selection mecha-
nism with regard to classification accuracy using subsets with
fewer features (3.4~6.2), compared to the SVM classifier
without feature selection. Experiment results also demonstrate
the superiority of the proposed hybrid evolutionary algorithm
with regard to classification accuracy using subsets with fewer
features than in the basic PSO, EPSO and ABC algorithms.
Moreover, as the experiment results shown in Table 5, the
selected feature subset can help the clinical diagnosis.
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