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Abstract This study examines wireless sensor network
with real-time remote identification using the Android study
of things (HCIOT) platform in community healthcare. An
improved particle swarm optimization (PSO) method is
proposed to efficiently enhance physiological multi-sensors
data fusion measurement precision in the Internet of Things
(IOT) system. Improved PSO (IPSO) includes: inertia weight
factor design, shrinkage factor adjustment to allow improved
PSO algorithm data fusion performance. The Android plat-
form is employed to build multi-physiological signal process-
ing and timelymedical care of things analysis.Wireless sensor
network signal transmission and Internet links allow commu-
nity or family members to have timely medical care network
services.
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Introduction

The Internet of Things (IOT) predicted the global informa-
tion industry would be integrated into national and regional
information strategy. The IOT concept was stated in 1999 by
MIT’s Kavin Ashton that the wisdom of rapid identification
and management would come to pass. The Internet media
Read-Write-Web key technologies of things involves three
points: sensors, radio frequency tags and smart handheld

devices (mobile phones). In the system architecture, network-
ing consists of three dimensions: (1) sensing side: as the object
recognition or sensing use, such as sensors or RFID tags. (2)
Network transport layer: data transmission over the Internet to
the terminal platform. (3) Applications and server: platform by
the end of the attribute information for data processing, appli-
cation sharing and follow-up services [1].

IOT have a wide range of application areas, covering the
need to identify and manage objects included in the appli-
cation scope of things, such as environmental monitoring,
transportation, medical care, industrial monitoring, public
safety, agriculture, coupled with extensive wireless network
coverage. The geographical scope of coverage of things will
one day reach far and wide. In the past five years the world
has become optimistic about medical care of things appli-
cation, launching pilot projects to validate services and
promotion measures. The following is a list of major devel-
opment projects related to state of things: (1) United States:
proposed by IBM in 2009, “Earth Wisdom Program” (Smart
Earth), by U.S. President Barack Obama as a national strat-
egy to invest 30 billion dollars in health care information
technology and smart grid project. (2) Europe: i2010 policy
proposed in 2009, aims to improve the wider use of economic
efficiency and promote information and communications
technology (ICT) development. Through the implementation
of i2010, the EU hopes to enhance economic competitiveness
and improve the quality of life, reduce social problems, help
people build a future “intelligent environment” society. The
medical applications include electronic health and medical
care for an aging population. (3) Japan: 2009 Japan E-Japan
and the U-Japan plan proposed based on the i-Japan 2015
program for telemedicine and electronic medical records. (4)
South Korea: U-Health in 2010 to expand pilot sites with
SmartCare invested 30 billion won to provide tele-medicine
for chronic disease and intelligent health care services. (5)

W.-T. Sung (*) :Y.-C. Chiang
Department of Electrical Engineering,
National Chin-Yi University of Technology, Taiwan,
No.57, Sec. 2, Zhongshan Rd., Taiping Dist.,
Taichung 41170, Taiwan
e-mail: songchen@ncut.edu.tw

J Med Syst (2012) 36:3755–3763
DOI 10.1007/s10916-012-9848-9



Mainland China: In August 2009, China Premier Wen Jiabao
put forward the “Experience China” concept, under the impe-
tus of the government the networking industry has been of
paramount importance. Medical applications in which the
wisdom in Wuxi, Suzhou, Hangzhou, Shandong, Beijing,
Chongqing, Fujian and other provinces and cities have
launched a pilot used in tele-medicine, chronic health care
and pharmaceuticals logistics [2].

The android medical care IOT system for multi- physio-
logical signals fusion issues such as node signal processing,
WSN localization, anti-collision and information-aggregation
are often formulated as optimization subjects. This study
employs improved particle swarm optimization (IPSO) to
solve the convergence accuracy, convergence speed and
global optimization. PSO is a swarm based intelligence opti-
mization approach that solves optimization topics by simulat-
ing the social behavior of bird flocks. IPSO is a popular multi-
physiological signals fusion for optimization technique design
on the inertia weight factor and shrinkage factor adjustment.
This paper uses IPSO to increase the measurement radio effect
precision for multi- physiological signals fusion in android
medical care IOT system computing.

The critical IOT technologies are a wireless sensor net-
work, RFID, various sensors and embedded system. The
current application of medical care IOT there are still several
technical problems to be resolved: (1) dynamic network of
nodes with large-scale network mobility management:
When the monitoring system to a community, city or even
country, its huge network and monitoring nodes and base
stations have a certain mobility. Therefore, we must design
an appropriate management network topology and node
mobility management structure. (2) data integrity and data
compression: the node can take up to 24 h of monitoring
body parameters, the volume of data collected, the storage
capacity is small, often using compression algorithms to
reduce data storage and transmission capacity. Traditional
data compression algorithms are not suitable for the high
cost of sensor nodes. The compression algorithm must not
damage the original data; otherwise it will result in misdi-
agnosis. (3) Data Security: wireless sensor network nodes
form a self-organized network vulnerable to attack; in addi-
tion, the patient’s information is kept confidential. Very
limited computing power sensor nodes, traditional security
and encryption technologies are not applicable. Therefore,
the IOT system must design an algorithm for sensor nodes
and multi- physiological signals fusion [3].

Literature survey

PSO is an optimization approach for global optima solution
and evolutionary computation methods. This approach has
been developed through a simulation of simplified social

models. The features of this method are based on research on
swarms such as fish schooling and bird flocking. It is based on
a simple concept. It works in two steps, calculating the particle
velocity and updating its position. Therefore, the computation
time is short, requiring little memory. The PSO algorithm has
a certain stagnation probability in a number of local minimum
points. Many foreign scholars are committed to improv-
ing PSO algorithm performance. There are representative
references: [4, 5] In 1998 ShiY proposed adaptive inertia
factor for the particle swarm optimization algorithm.

The IOT system employs ZigBee technology to establish
the measurement environment among various types of sen-
sor nodes. ZigBee is a low cost, low power, low transmis-
sion rate, short-range wireless transmission system. It is
generally defined in the IEEE 802.15.4 protocol standard,
which is also on the IEEE 802.15.4 standard. It would
separately define the Medium Access Control Layer
(MAC) and Physical Layer (PHY) as the underlying system
[6]. The IOT system based on ZigBee sensor network will
be widely used in smart homes, medical care, factory mon-
itoring, environmental control and other applications. Since
2000, many scholars have joined the ranks of those seeking
to improve the PSO algorithm. Each year much literature is
published in various journals on the PSO algorithm
improvements. References [7, 8] are representative of this
work. In 2003 Natsuki used a Gaussian variation of the
proposed particle swarm optimization algorithm to improve
the algorithm’s ability to jump out of local convergence. In
2005 the Harbin Institute of Technology proposed a PSO
algorithm based on chaotic thinking, which used a fast
convergence PSO algorithm and chaotic transport ergodicity,
randomness, etc., to improve the standard PSO algorithm.
PSO algorithm parameters include inertia weight, acceleration
factor, the convergence factor, population, etc., a large number
of experimental analysis shows that these parameters for
particle swarm optimization perform greatly. In different types
of optimization problems PSO parameter settings are not the
same. Optimization problems have different particle swarm
optimization models and the model parameters may also be
different. In 2005 Wuhan University of Technology XIONG
Sheng Wu proposed a multi-objective optimization problem
to solve the improved PSO algorithm using the PSO algorithm
information transmission mechanism. The introduction of a
multi-objective evolutionary algorithm, commonly used in
archiving technology, using SPEA2 algorithm environment
selection and matching options strategies, giving the entire
group the ability to maintain an appropriate selection pressure
in the Pareto optimal solution set convergence. Particles in the
PSO velocity update formula, in addition to the inertia weight
and acceleration factor there is a random parameter that must
be adjusted [9, 10].

As rapid advances in semiconductor processing technology
and embedded system technology occur, high-speed, high-
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density programmable logic-element (Programmable Logic
Device, PLD) are constantly being developed. These chips
possess small size, low price, strong function, real-time com-
puting, data storage applications; which makes chip design
critically important. The SoC trend induces IC design compa-
nies to integrate a large number of IP into a single chip. This
greatly increases the value and function of the chip. In re-
sponse to this trend, domestic and international research insti-
tutions, industry and schools have introduced systematic
integrated chip technology development and applications.
“Biomedical Technology” is one of the key development
projects in China. Many scholars at home and abroad are
dedicated to biomedical engineering and biological informa-
tion technology development and research. The interdisciplin-
ary integration of multi-disciplinary research methods have
migrated into medicine and social sciences technology re-
search and development. For example, Feng Chia University
developed physiological wisdom clothing; Yuan Ze Universi-
ty R & D developed wireless communications technology for
the elderly in a home environment long-distance care system.
Currently portable wireless medical monitoring technologies
are the development focus. The American scholar Lewis [11]
said that the future direction of medicine development will
include monitoring various types of remote sensing techni-
ques, such as video, blood pressure, medication systems,
gradually replacing the costly, time-consuming clinical inqui-
ry model. Dixie [12] pointed out that a home environment
health care system, under the premise of risk-free security,
patients will have the self-care ability with medical tests (such
as blood glucose, ECG, blood pressure, etc.). The integration
of medical and social resources into the home environment
saves the elderly from the aggravating interrogation, travel
time and expensive medical costs. This system also provides
early detection directly from the body more efficiently at the
earliest symptom stage. Simple, long-term, sustained health
monitoring can be clearly recorded and transferred to a tradi-
tional clinical setting to detect deteriorating signs of diseases
and physiological conditions. Internationally renowned
“future people periodicals (The Futurist)” has shown a signif-
icant change by predicting the future of human life through
technology products, “the family with the health monitoring
system (Home health monitors)” will become mainstream.
The IOT system monitoring your bowel, liver function, hor-
mones, etc., as simple as the amount of weight at home, by
analyzing your breathing, urinating, etc. The IOT system will
be able to give you basic health information [13].

Android IOT system architecture and development
platform

Figure 1 illustrates the scope of this study, physiological
signal processing of multi-source Android remote medical

care system, called the HCIOT system. Our research
includes: analysis of physiological signals and measure-
ment; the Android platform using FPGA design computing
physiological signal processing unit; collection of informa-
tion signals to extract accurate physiological signals; RFID
identification system; ZigBee wireless module able to return
physiological signals to the database and network PC.
Multi-source sensor data fusion is accomplished based on
multi-sensor collection and analysis processing module.
RFID and ZigBee technology is used to build a remote
medical care system for wireless network research. This
system can be used in hospitals to collect personal data to
monitor the physical health care information systems. The
Institute developed RFID and ZigBee wireless sensor net-
work systems technology to help medical institutions and
organizations with their employee medical care and physical
data consolidation [14, 15].

The system can be used in hospitals to monitor users
from a simple standard instrument. This allows the hospital
to reduce the medical manpower burden, reduce the work-
load on medical staff and increase efficiency. Personal care
home users can perform their own self-health check. In long
term care facilities and elderly care center organizations the
control center can monitor the patient’s body. If companies
have improved self-care health examination equipment, the
staff will be able to understand the warning and respond
accordingly. This will reduce deaths from staff overwork
and chronic diseases such as cardiovascular disease. RFID is
used to confirm patient identity. This will reduce to inci-
dence of wrong medicine being administered to patients,
reducing medical negligence and strengthening drug con-
trol. The system uses the standard physiological measure-
ment equipment and measuring instruments to measure
blood pressure, blood oxygen, heart rate, body weight and
body fat. A weight and body measurement is the mean
patient values.

The Criticare 506DXN2 system is a physiological mon-
itor, (as shown in Fig. 2), used to measure blood oxygen
(SpO2), heart rate and non-invasive blood pressure (NIBP)
measurement. Heart rate measurements are determined by
the volume change. Without oxygen, such as timing, the
heart rate is measured using the blood pressure data display.
Criticare 506DXN2 optional type system provides internal
thermal printer 506DXNP2 model, with a temperature
gauge 560DXT2 and printer 506XNTP2.

In this study, physiological measurement system to mea-
sure the user’s physiological signals, and further was do
remote monitoring system for this study in Fig. 3 flow chart.
Users first use RFID for identity recognition, and then
perform the physiological signal measurements. This system
has the following types of physiological signal measure-
ments, body weight, body fat, blood pressure, blood oxygen
and heart rate. ZigBee is used to send and receive the
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measurement data. This system is standard medical equip-
ment. The measurement results are accurate, provide a doctor
or hospital with prolonged disease tracking and observation
[16, 17].

Improved PSO Algorithm

Data aggregation in the multi-physiological signal fusion
system is based on a common source. Certain allocation
strategies will be grouped into multi-sensor observations.
This paper proposes an improved PSO (IPSO) algorithm to
solve multi-dimensional distribution. The multi-objective
expression data association problem for a class of combina-
torial optimization problems to solve constraints is con-
firmed using a measurement sensor [18]. Assume the

search space is n-dimensional, particle swarm particle ve-
locity in the i-th position of xi(xi1, xi2, …, xin), the speed of
the i-th particle is expressed as vi(vi1, vi2, …, vin), The i-th
particle so far the best search position is expressed as pbes-
ti(pi1, pi2, …, pin), the particle swarm so far search the best
position so far recorded as gbesti(gi1, gi2, …, gin). The next
generation of particle positions and velocity according to
Eqs. (1) (2) is updated using:

viðt þ 1Þ ¼ viðtÞ � w þ c1 � Rand1 � pbesti � xiðtÞð Þ
þ c2 � Rand2 � gbesti � xiðtÞð Þ ð1Þ

xiðt þ 1Þ ¼ xiðtÞ þ viðt þ 1Þ ð2Þ
In the above formula; t represents the current generation

t-th iteration, acceleration constant c1, c2 are two non-

Fig. 1 Physiological signal processing as much as the Android source telemedicine care system diagram (HCIOT) in this study

Fig. 2 Criticare 506DXN2
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negative, Rand1, Rand2 are uniformly distributed random
number between[0 and 1]. To make the particle velocity not
too large this study set the speed limit at vmax, that is, when
Eq. (1) is|vid| > vmax, to take|vid| 0 vmax. This ω is the inertia
weight which determines the particle speed prior to the
current velocity and thus functions as a balancing algorithm
global search and local search capacities. Large inertia
weight enables the IPSO algorithm to have better global
search ability and fast convergence speed, but the accuracy
is not high. A smaller inertia weight gives the search algo-
rithm higher accuracy, but the convergence is too slow. The
inertia weight factor can be calculated to improve IPSO
algorithm performance.

The basic particle swarm algorithm Eq. (1) is rewritten as
(3):

viðt þ 1Þ ¼ G1 þ G2 þ G3 ð3Þ
Where

G1 ¼ viðtÞ
G2 ¼ c1 � Rand1ðpbesti � xiðtÞÞ
G3 ¼ c2 � Rand2ðgbesti � xiðtÞÞ

ð4Þ

The speed of entry for the originalG1, G2, G3 said the
amendment to the original speed, which G2is the best posi-
tion to consider the particle impact history on the current
position, and G3 is the best position to consider the particle
group history, the impact on the current position, first type
(3) to modify:

viðt þ 1Þ ¼ G1 ð5Þ
Particles speed will remain unchanged at this time, flying

along the direction of the border until it makes the particles

difficult to search optimal solution. Equation (3) is then used
to modify:

viðt þ 1Þ ¼ G2 þ G3 ð6Þ
Particle speed will depend on the optimal location at its

history and the history of the optimal location of groups,
resulting in the speed non-memory. The basic particle
swarm algorithm has a global search capability, which
shows the particle velocity equation G1item evolution, used
to ensure the global search algorithm has a certain capacity,
G2, G3 give the IPSO algorithm local convergence.

Determining the local search ability and the ratio between
the global search capability for the solution process is very
important, so YuhuiShi proposed improvements with the
inertia weight particle algorithm. Some literature suggested
that when the inertia weight range is ω 0 [0.8, 1.2] the
algorithm converges the fastest. However, when ω > 1.2
the results will fall faster into local minima. Inertia weight
ω is similar to simulated annealing in temperature. A larger
ω has better global convergence, while a smaller of ω has
strong local convergence. As the number of iterations
increases, the inertia weight ω should continue to decrease,
thus making the particle swarm algorithm in the early stages
have strong global convergence. The latter has strong local
convergence. This study will satisfy the equation ω correc-
tion (7):

wðtÞ ¼ 0:9� 0:5� t

MaxNumber
ð7Þ

Where the MaxNumber is the maximum number of iter-
ations, so that the inertia weight ω can be viewed as a
function of the number of iterations and can be from 0.9 to
0.4 . The study also introduces decreasing index and

Fig. 3 Flow measurement system operation
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iteration threshold particles swarm optimization algorithm
for linear decreasing weighting strategy to improve the
optimization process, the inertia weight with the current
iteration, the index rate and decreasing the threshold value
of non-linear iterative of change, that:

wðtÞ ¼ t � 1

T � 1

� �l

ðwf � wiÞ þ wi ð8Þ

Where l is a decreasing index; T is the iteration thresh-
old; ωi is the inertia weight of the initial value; ωf is the
inertia weight value when the iterations are to reach the
threshold value. When the number of iterations are t to
T,ω(t) 0 ωf, and the search ends. Throughout the iterative
process, because the introduction of l, ω(t) increases with
the number of iterations in a nonlinear decrement, the local
extreme points are helped. The early iterations that the ωis
larger particles and faster flight speed over the entire search
space to determine the approximate range of the optimal
value, with the iteration forward and the ω non-linear de-
crease, the majority of particles gradually reduces the search
range and concentrate in the neighborhood of the optimal
value range. The iteration threshold value is reached at the
end, the inertia weight is limited to ωf, and particles with
almost the same flight speed in the neighborhood of the
optimal value to improve the convergence speed.

Experimental Simulation and Result Analysis

This study employed the Android platform for a family
community health care of things. The IOT system employed
the RFID and ZigBee wireless sensor network technology to
build a remote medical care system. a sensor network of
nodes is used to collect and process the physiological sig-
nals and analyze the results through ZigBee wireless devi-
ces. The users will be able to use smart phones to make
medical queries. Because a variety of home users use a
variety of physical devices with RS-232/485 serial

communications interface, this study will be based on this
interface. This will allow home users to set up the system in
the existing environment. Wireless sensor networks can
monitor a variety of physiological signals, such as blood
pressure sensors, ECG monitoring, pulse and temperature.
The Android computing management platform combines
database systems allowing remote supervision and manage-
ment. Although sensor data fusion research has been quite
extensive, but the basic theoretical framework and an effec-
tive generalized model and algorithm fusion problem has
not been solved. Still, researchers have made many more
mature and effective integration algorithms. The measure-
ment sensor is usually assumed that a statistical model
includes independent additive Gaussian noise statistics and
the sensor measurement errors are independent. In this
study, using the Android platform a family community
health care of things, the multiple physiological signals
weighted average method is used, which is one of the most
simple and intuitive multiple sensor methods providing
redundant information. This method can deal with dynamic
real-time raw data, but the determination of weights has a
certain subjectivity. For example, a test target for detection
of N times, the average x is:

x ¼
PN
i¼1

kixi

PN
i¼1

ki

ð9Þ

kj is assigned to the i-th test weights [19].
In the IOT, the data integration step are very important

role, mainly in the energy of the entire network to enhance
the accuracy of the information collected and gather infor-
mation to improve the efficiency and so on. Nodes in the
same region of the information collected with great redun-
dancy in the net for information integration, to a certain
extent, the overall Internet data collection efficiency is im-
proved. Using local computation and raw data integration in
multi-hop data transmission to a certain level of treatment,

Fig. 4 Schematic diagram of the remote control handset
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Fig. 5 Schematic diagram of the system measurements

Fig. 6 Multiple physiological signal fusion function convergence based
on improved PSO: multi-sensor data fusion error probability is below 0.
1 % a. Best fitness returned for improved PSO iterations for a given ω

parameter. b. Comparison the general PSO with improved PSO in data
fusion error probability. c Improve PSO when various medical behaviors
in error probability. (ns0 50; ΔE 0 0.1 %, SNR016 dB)
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only to send useful information, reducing the need to trans-
fer the amount of data, can reduce the transmission network
congestion and reduce the data transmission delay. Even if
effective the amount of data is not reduced. By merging
multiple data packets to reduce the number of data packets,
the transmission collision conflicts can be reduced, improving
wireless channel utilization.

Figure 4 shows the body measured by physiological
signals. The developed measurement system intercepts the
initial electro-physiological analog signals because such a
relatively weak signal is subject to noise interference. The
FPGA is used to design signal processing related to the
DAC circuits. After signal conversion we designed a finite
pulse response filter (FIR Filter) to rebuild to the system as a
follow-up treatment. The system start-up based on RFID-
based wireless identification by caregivers through a brace-
let on the TAG chip to communicate with the cloud plat-
form. We also synchronized the image transfer so that the
patient can be viewed. In addition to the portable system
design features to suit local conditions the signal can be
transmitted over the wireless network to monitor the host for
further diagnosis. Android phones can be used with local
biomedical platform RS232 ZigBee CC2530, BT via WiFi,
3 G wireless Internet access (Figs. 5 and 6).

The proposed IPSO performance was evaluated using the
basic PSO for comparison. The parameter x is recommen-
ded by Shi and Eberhart [20] with a linearly decrease which
changes from 0.3 to 0.8. The acceleration constant c1, c2 is
both 1.8. This xmax and vmax are set equal. In our case the
following values are used as default: p04; m02q, where p is
the number of sub-swarms, m is the number of points in
each sub-swarm, q is the particle population size selected
from the points in the sub-swarm. The ZigBee CC2530 chip
with RFID for IOT was used for the experimental simula-
tion. The program was compiled using IAR Embedded
Workbench software and then coded. Development board
through the JTAG Debugger multi emulator interface to
USB interface connected to the computer. The code was
then burned to each sensor node’s battery plate and sensing
element according to the type of node burned with the
appropriate code. The experimental simulation environment
is the general home environment.

In the IOT system experimental analysis, nsequal 50 was
used as the number of multiple wireless sensors, the ω
parameter between 0.5 to 0.8 is the most suitable for the
operation of the system performance. When using the im-
proved PSO 20 to 30 iterations were used to obtain the first
system improvement. The situation becomes more obvious
from the final integration of physiological signals that the
oxygen concentration measurement status is a relatively
small error condition. It is relatively stable because the
oxygen measurements is the heartbeat measurement project,
which is a more difficult measurement.

Conclusions and Future Work

This study presented various types of physiological meas-
urements through the ZigBee technology to establish a
wireless physiological health care system. We applied this
system to monitoring the human body. Long-term trace
detection of the body itself is possible for monitoring com-
mon health problems. This system allows users to better
understand their physical condition, providing early detec-
tion by the hospital for further treatment. The IOT system
uses ZigBee wireless sensor network technology combined
with RFID technology to monitor the status of a given
healthcare region. This paper proposed better IOT system
improved issues than the traditional optimal solution. The
general PSO multi-sensor data fusion computing error prob-
ability is below 0.1 %. This improved PSO IOT system is
effective due to its simplicity, high solution quality, fast
convergence and insignificant computational burden, better
than existing PSO approaches. The iterative nature of the
improved PSO can be used in high-speed real-time applica-
tions, especially if optimization needs to be carried out
frequently.

The proposed system can be applied to employees in the
technology industry for body health check. In accordance
with each patient monitored, a more simple and rapid meth-
od of medical early warning function is contained, so that
medical resources can be used more appropriately to avoid
waste. In the future real-time data processing and analysis of
the results transmitted by the wireless network system to the
medical center will be possible. Physical measuring instru-
ments for conditions such as diabetes, cholesterol, liver
function monitoring can be added so that users can get more
health information.
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