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Abstract The purpose of this research was evaluating
novel shape and texture feature’ efficiency in classification
of benign and malignant breast masses in sonography
images. First, mass regions were extracted from the region
of interest (ROI) sub-image by implementing a new hybrid
segmentation approach based on level set algorithms. Then
two left and right side areas of the masses are elicited. After
that, six features (Eccentricity_feature, Solidity_feature,
DeferenceArea_Hull_Rectangular, DeferenceArea_Mass_
Rectangular, Cross-correlation-left and Cross-correlation-
right) based on shape, texture and region characteristics of
the masses were extracted for further classification. Finally
a support vector machine (SVM) classifier was utilized to
classify breast masses. The leave-one-case-out protocol was
utilized on a database of eighty pathologically-proven
breast sonographic images of patients (forty-seven benign
cases and thirty-three malignant cases) to evaluate our
method. The classification results showed an overall
accuracy of 95.00%, sensitivity of 90.91%, specificity of
97.87%, positive predictive value of 96.77%, negative
predictive value of 93.88%, and Matthew’s correlation
coefficient of 89.71%. The experimental results declare that
our proposed method is actually a beneficial tool for the
diagnosis of the breast cancer and can provide a second
opinion for a physician’s decision or can be used for the
medicine training especially when coupled with other
modalities.
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Introduction

One of every ten women in Europe and one of every eight
women in the United States are affected by breast cancer
[1] and in conformity with the American National Cancer
Institute, every three minutes, one woman is concerned by a
breast tumor and every thirteen minutes, one woman dies
due to this disease. The cause of this disease has remained
unknown yet, but early detection is so significant for
successful control of this cancer with low costs, and
considerable decrease in the death rate [2].

The used frequently practical methods for the breast
cancer diagnosis are self-examination, sonography, mam-
mography and biopsy. Biopsy is the most precise method
for breast cancer detection, but it is an invasive and costly
procedure for patients and society [3] with the very low
positive rate between approximately 10% and 31% [4].
After biopsy, mammography is more accurate than other
methods, but the ionized radiation of mammography can
increase the health risk for the both patients and physicians.
Currently, sonography is an important alternative for
mammography. It is more comfortable, safer, and faster
than mammography and it is more sensitive to detect
abnormalities in dense breasts, for women younger than
35 years old [5].

Sonography is operator-dependent and the interpretation
of sonography images requires an experienced and expert
radiologist. Hence many studies have been done to
introduce computer-aided diagnostic (CAD) systems in
order to reduce unnecessary biopsies and assist inexperi-
enced radiologists in diagnosis [5].
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The previous researches in the field of CAD systems for
the breast cancer in ultrasound images has been introduced
and presented by Chang et al. [6, 7], Kuo et al. [8, 9], Chen
et al. [5, 10–12], Horsch et al. [13], Mogatadakala et al.
[14], Shankar et al. [15], and Behnam et al. [16].

In these researches, the mass region was located in the
region of interest (ROI) area and features were extracted
from this sub-image. In most cases, benign masses are well
circumscribed and compact with round or ellipsoid shape
and have smooth borders and homogeneous internal echoes
and malignant masses have branch patterns, irregular
shapes, spiculations, microlobulation, indistinct and angular
borders with heterogeneous internal echoes [17].

The most applied texture features are auto-covariance
coefficients [6, 11], occurrence matrix descriptors features
[17, 18], posterior shadow or posterior echo [19], hetero-
geneous echo texture [20], and fractal dimension [18]. The
global measures to describe morphological characteristics
of the masses which are utilized in these systems are non-
circumscribed or spiculated margins [20], normalized radial
gradient [13], number of lobulations [21], and the depth to
width ratio [21, 22].

One of the best results in this area was presented by
Chang et al. [7]. They reported excellent classification
results by applying the shape features (form factor,
roundness, aspect ratio, convexity, solidity, and extent),
that achieved overall sensitivity 88.89%, specificity
92.50%, positive predictive value 89.89% and negative
predictive value of 91.74%.

In our study, six novel features (Eccentricity_feature,
Solidity_feature, DeferenceArea_Hull_RectangularX,
DeferenceArea_Mass_RectangularX, Cross-correlation-left
and Cross-correlation-right) with an automatic segmenta-
tion are extracted and a support vector machine (SVM)
classifier is utilized to categorize the breast masses to
benign or malignant classes. The introduced features have
never been employed in the breast mass classification
previously, but in the micro calcification classification field,
the first proposed feature was used with different meaning
for the characterization of the shape of micro calcification
clusters in [23].

In this study, we present novel shape features which can
characterize breast sonographic masses better than the
proposed features in other researches, and introduce two
other regions which contain information about behavior of
masses, specially their effects on surrounding tissues image.
Extraction of previous texture features, like spatial gray
level dependence matrices features, from these regions and
their combination with other features also can be used in
breast mass classification. These regions are considered by
physicians in diagnosis, but haven’t been used in CAD
systems. Cross correlations of these regions are utilized
because of smaller dependency on parameter adjustment of

sonographic machines. The obtained results declare that our
proposed system is actually a beneficial tool for the
diagnosis of the breast cancer and can be used as a
secondary opinion for a physician’s decision or for the
medicine.

Subject and methods

Study subjects and image data acquisition

A breast pathologically -proven sonographic image data-
base containing eighty cases (thirty-three malignant and
forty-seven benign) was used for evaluating the perfor-
mance of our method. The smallest diameter of each mass
was larger than 1 cm. The age range of patients was
between 18 to 64 years.

These images were recorded from February 19, 2006 to
August 22, 2008 by using an Antares sonographic machine
(Siemens Company, Germany) with a VFX 13–5 (Multi-D)
linear array transducer by The Radiology Department of
Imam Khomeini Hospital, Tehran, Iran.

Segmentation and mass extraction

Segmentation step is almost always necessary for feature
extraction, and may affect strongly on the quality of the
elicited features. Whereas some of the most important
information is found in the transition region between the
mass region and its background surrounding tissue, if the
segmentation method cannot correctly identify the bound-
ary between a mass and its background, the classification
features may not comprise the significant transition region
information [24].

Segmentation techniques face a great deal of challenges
due to the characteristics of the ultrasound images: speckle
noise, poor image contrast, weak boundaries and boundary
gaps [17].

We introduce a new strategy which combines the
gradient vector flow (GVF) and geodesic active contour
(GAC) models which were developed by Paragios et al.
[25] and Corsi et al. [26] respectively. The benefit of this
method is that it permits for relatively free and simple
initialization of the deformable model, while avoiding
leakage at gap boundaries and weak edges. The formulation
of this method is as follow:

@φ
@t

¼ g"k rφj j � ð1� sÞ½b1 u!ðx; yÞ; v!ðx; yÞ� �
:rφ�

þ sb2rgrφ ð1Þ

Where ε, β1 and β2 denote constant coefficients, φ is
initial contour, t shows iteration, r is the gradient operator
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and g is a border stopping function that is approximately
one in homogeneous regions and is close to zero on the
object edges. κ is curvature function, the vector field
u!; v!� �

is the GVF field, and (x, y) are the coordinate axes
[27].

S function operates as a function of the edge map and
iteration (time) named activation function calculated as
follow:

sð f ðx; yÞ; tÞ ¼

0 if for all t0 < t :

E
φðx;y;t0Þ¼0

ðf ðx; yÞÞ < Tthresh

0:5 if for all t0 < t :

Tthresh < E
φðx;y;t0Þ¼0

ðf ðx; yÞÞ <
Tthresh þ 2

0:9 otherwise

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð2Þ

Where f is the edge map function with x and y coordinates,
and E index denotes expectation value. Tthresh is the
threshold value, and t shows iteration.

This function changes the effect of each part in the
Eq. (1) with evolution. In the homogenous region, the
average value of the edge map function is less than the
threshold value therefore the second term in (1) equation
which shows the external filed leads to converging the
initial curve to the subject boundaries with the appropriate
speed.

With closing the curve to the subject boundaries, in
the evaluation process, sometime some parts of the curve
are close to the object boundaries, while other parts is far
from these boundaries. Now if edges that are close to
evaluated curve are weak with gaps, high leakages can
occur in these parts. The second and third terms of
equation with S value 0.5 can help not to leak in weak

edges. Not passing across the weak edges is afforded by
adding stronger stopping term which forces the evaluated
curve into mass boundaries, the third term of the (1)
equation.

Finally, in the vicinity of object boundaries, S value will
be 0.9. Hence the effect of second part of Eq. (1) that shows
external field is negligible. So the high power of the third
term can evince an appropriate stop on the actual
boundaries. This definition of activation function can
present a satisfied segmentation with appropriate control
in gaps and weak edges.

Value 0.9 in the activation function was chosen because
of appropriate speed and control of leakage in evaluation
process. The threshold value was calculated by the two-
third of the edge map function average value at the first
iteration by experience [28].

In this research, vector field convolution (VFC) is
utilized instead of GVF field as external forces to
evolve the initial contour. It has been demonstrated that
the VFC snakes converge to boundary concavities the
same as the GVF snakes. In addition, it needs fewer
computations and is more robust to noise with better
initialization [29].

In the segmentation step, the size of breast images are
big, therefore the boundary curve evaluation can takes a
long time. To get a satisfied speed in this step, before
selecting an initial curve, the region of interest (ROI) sub-
image that contains mass region and a little of the
surrounding tissues were chosen by a radiologist then
explained segmentation algorithm was applied to these sub-
images.

An example of selecting a ROI sub-image is shown in
Fig. 1, and two examples of the extracted ROI sub-images
with results of the segmentation algorithm are displayed in
Figs. 2 and 3 for a benign and malignant mass respectively
in the breast sonographic images.

Fig. 1 ROI sub_image selected
from primary image for a
malignant mass
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Feature extraction

In general, feature extraction and selection are significant
stages in supervised learning classification methods and
particular features are required in any image processing and
analysis applications.

The purpose of the feature extraction and selection is to
maximize the distinguishing performance capability of
them on the interested database [13], hence The consid-
erations for choosing significant features principally include
discrimination, optimality, reliability and independency
[30]. For certain classification methods, like support vector
machine and artificial neural networks, the dimension of
feature space not only affects on their performance, but also
determines the algorithm training time so that using too
many features increase the classifier complexity and
reduces the system performance and using not enough
features increases miss-classification results.

In recent years, many kinds of features have been
reported for breast mass classification like texture based
features, region based features, image structure features,
position related features, and shape-based features which
are described and utilized in the CAD systems [31]. In our
study a set of six novel features based on texture, region,
and shape characteristics were extracted from the original
images which are not applied in breast mass classification
before and are defined as follows:

1. Eccentricity-feature: It is a scalar that describes the
eccentricity of the ellipse which has the same second
moment as the mass region.

The eccentricity value is obtained from the ratio of the
distance between the foci of this ellipse to its major axis length.

2. Solidity-feature: It is a scalar that describes the
proportion of the pixels in the mass region to the
pixels in the convex hull including the mass. It is
computed as (Mass’s area)/ (Convex hull’s area).

3. DifferenceArea-Hull-RectangularX: It is absolute value
of convex hull’s area minus convex RectangularX’s area.

4. DifferenceArea-Mass-RectangularX: It is absolute val-
ue of convex RectangularX’s area minus mass’s area.

5. Cross-correlation-left: It is the cross correlation value
between the RectangularX region and the Left-side
region.

6. Cross-correlation-right: It is the cross correlation value
between the RectangularX region and the Right-side
region.

In Fig. 4 the convex hull which is the smallest convex
polygon that contains the mass region is displayed. Mass’s
area is the actual number of pixels in the mass region and
convex hull’s area is the actual number of pixels in the
convex hull region. RectangularX region is the smallest
convex rectangular that its corner pixels are calculated from
the coordinates of the most external pixels of the mass
boundaries in y axis and x axis. According to the Fig. 5,
RectangularX region’s corner pixels of the segmented mass
are calculated as below:

M ¼ c1; a2ð Þ; N ¼ d1; a2ð Þ; L ¼ c1; b2ð Þ;
P ¼ d1; b2ð Þ

ð3Þ

Fig. 2 a) An example of benign mass, b) automatic mass segmentation, c) manual mass segmentation by radiologist

Fig. 3 a) An example of malignant mass, b) automatic mass segmentation, c) manual mass segmentation by radiologist
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Left-side region and Right-side region mentioned in cross-
correlation features are the regions that have the same depth
and maximum half- width as the mass region in the left and
right sides of the mass respectively. Figure 6 shows these
regions.

Mass classification by support vector machine classifier

Support vector machine learning is a powerful machine
learning tool which is capable of representing non-linear
relationships of the features and to producing models that
generalize well to a wide range of real-world applications
including recognition, speaker identification, face detection,
text categorization [23].

The basic idea of SVM classifier in pattern classification
field can be expressed briefly as follows. First, the input
vector is mapped into a feature space, either linearly or non-

linearly, which is related to the kernel function selection.
Then, the feature space is divided into two classes by the
best constructed hyper plane by support vectors.

Lots of variety kernels can be employed for mapping
function that has strong effect on the classification results,
but the frequently used, useful kernel functions are
Gaussian, Polynomial and Sigmoid kernels [31].

In our study, the Gaussian radial basis function (RBF)
kernel was utilized because of its excellent results reported
in many practical problems. Best results are obtained by
sigma value −1.5 for leave-one-out protocol. The extracted
features are applied as an input vector for this classifier in
order to categorize the masses into benign and malignant
cases. A complete description of SVMs theory for the
pattern recognition field can be found in [32].

Result

In our experiments, we used a database of pathologically-
proven digital breast sonographic images collected by the
Department of Radiology at Imam Khomeini hospital. The
analysis on this database were implemented in Matlab 2008
(MathWorks, Inc., Natick, MA), and results were achieved
by testing the system with the leave-one-case-out protocol
[33].

In the training phase of the classifier, in leave-one-case-
out protocol, one case was leaved out in turn, while
remaining cases were utilized to train the classifier; then
the trained classifier were applied to classify the leave-out
case. This procedure was repeated, until the classifier was
tested on all cases in the dataset. Finally; these results were
used for evaluating system’s performance.

Fig. 5 An example of benign mass with its RectangularX region- Red
line is RectangularX boundaries by (M, N, L, P) corner points; (A, B,
C, D) are the most external points of the mass contour

Fig. 4 An example of malignant mass with its Convex Hull- Yellow
line is mass’s boundaries, Red line is Convex Hull’s boundaries

Fig. 6 An example of benign mass with Right_side, RectangularX,
Left_side Regions
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Six objective indices—accuracy, sensitivity, specificity,
positive predictive value, negative predictive value and
Matthew’s correlation coefficient [30]—were utilized to
appraise the performance of our proposed system.

1. Accuracy ¼ TPþ TNð Þ= TPþ TNþ FPþ FNð Þ:

2. Sensitivity ¼ TP= TPþ FNð Þ:

3. Specificity ¼ TN= TNþ FPð Þ:

4. Positive predictive value ¼ TP= TPþ FPð Þ:

5. Negative predictive value ¼ TN=ðTNþ FNÞ:

6. Matthew’s correlation coefficient

¼ ðTP� TN� FP� FNÞ=½ðTPþ FPÞðTPþ FNÞ
� ðTNþ FPÞðTNþ FNÞ� ^0:5

Where TP index shows the number of true positive
cases, TN index shows the number of true negative cases,
FP index indicates the number of false positive cases and
FN index indicates the number of false negative cases.

The last formula, Matthew’s correlation coefficient
(MCC), has rarely been utilized for breast CAD system
performance evaluation, but it is a powerful accuracy
evaluation measure particularly when the numbers of
negative and positive cases are unbalanced and it can
give a better evaluation rather than overall accuracy
[30].

Table 1 shows the performance of the SVM classifier for
leave-one-out protocol. The percentage values of six
evaluation indexes are shown in Table 2. We implemented
the introduced features in [7] by Chang et al. on our
database and the obtained results are also shown in Table 3.

The attained results declare the high discrimination
ability of the proposed features. Hence, we can conclude

that our proposed approach is indeed a beneficial tool for
diagnosis of breast cancer and medicine training.

Discussion

Many CAD systems have been recommended in breast
mass classification field which utilized a wide range of
features (morphological features, textural features and etc).
In our study, a combination of the textural features which
are less dependent on the transfer function of sonographic
machines and machine’s settings with shape features are
introduced. In feature extraction the accuracy value of the
segmentation algorithm is so important. We got approxi-
mately to the same results by automatic and manual
segmentations that it shows the high accuracy of the
proposed segmentation method.

In this study, the first four features based on shape
characteristics describe irregularity, elongation, extension,
and spread manners of the masses in surrounded tissues,
hence, these features are adequate to classification of most
benign masses from malignant masses because of the oval
and regular shape of benign masses as compared with
malignant ones. The last two features is the cross
correlation of the three regions with the same depth, hence
changing on sonographic machine settings (like gain) at
each depth is similar for these regions. These features

Table 3 The objectively indices result for the proposed system by
Chang et al. [7]

Index SVM

Accuracy (%) 87.50

Sensitivity (%) 84.85

Specificity (%) 89.36

Positive predictive value (%) 84.85

Negative predictive value (%) 89.36

Matthew’s correlation coefficient (%) 74.21

Table 2 The objectively indices result for the proposed system

Index SVM

Accuracy (%) 95.00

Sensitivity (%) 90.91

Specificity (%) 97.87

Positive predictive value (%) 96.77

Negative predictive value (%) 93.88

Matthew’s correlation coefficient (%) 89.71

Table 1 Classification of breast tumors with the SVM classifier

Sonographic classification SVM

Benign Malignant

Benign 46 TN 3 FN

Malignant 1 FP 30TP

Total 47 33

1626 J Med Syst (2012) 36:1621–1627



illustrate how masses influence on the image of healthy
surrounded tissues.

By achieved results, it can be expressed that proposed
features are excellent for breast mass classification and it can
be easily executed on commercial sonographic machines.

In the future research, other novel features can be
extracted and evaluated in order to reach better classifica-
tion results. Also introducing an optimal Left-side and
Right-side regions extraction method for each mass will be
useful. As well, investigating effects of other classifiers on
output results can be considered as subjects in order to
achieve a more precise and reliable system for clinical
examinations.
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