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Abstract Physical therapy, hemodialysis and radiation
oncology departments in which patients go through lengthy
and periodic treatments need to utilize their limited and
expensive equipment and human resources efficiently. In
such departments, it is an important task to continue to treat
current patients without any interruption along with
incoming patients. In this study, a patient scheduling
approach for a university radiation oncology department is
introduced to minimize delays in treatments due to potential
prolongations in treatments of current patients and to
maintain efficient use of the daily treatment capacity. A
simulation analysis of the scheduling approach is also
conducted to assess its efficiency under different environ-
mental conditions and to determine appropriate scheduling
policy parameter values. Also, the simulation analysis of
the suggested scheduling approach enables to determine
appropriate scheduling parameters under given circum-
stances. Therefore, the system can perform more efficiently.
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Introduction

Patient scheduling in hospitals includes a high amount of
complexity due to inherent dynamics of the processes and the
distributed organization structure of hospitals. For treatment,
patients visit different units according to their illness.

The patient scheduling approaches in literature can be
classified according to their solution methodology as
analytical, perceptional solution approach and simulation.
In one of the initial studies on this topic was performed by
Fetter and Thampson [3]. They examined the appointment
intervals on the waiting times for the patients and the waste
times for physicians by using computer simulation. Soriano
[14] mentioned that the system had more advantage to give
an appointment for two patients at the same time to use
physicians efficiently. It was assumed that patients came to
policlinic on time and the patients’ inspection times
matched up to the Gamma distribution. Rising et al. [12]
advised to program the appointment periods that straighten
the patients’ arriving manner and the demand curve when
the demand was uncertain. In this study, the waiting line
computer simulation models were used to plan receiving of
patients. Babes and Sarma [1] put forward the simulation
approach as an alternative method for the analytic methods
in the case of limited resource quantity, quantity of the
beginning patients at random, non-exponential distribution
of the service times, the service units with late beginning
times. Jeang [6] developed a simulation model as a tool to
describe the behavior of the inpatient admission system in
hospital. Due to the complex system, the author used
SIMAN software to develop a simulation model.

Brahmi and Worthington [2] used the queue model M(t)/
G/s which allowed the patient arriving frequency depend on
time for the outpatient treatment policlinics. In a similar
study, Ho and Lau [4] compared some kind of appointment
rules in terms of total cost. Ho and Lau [5] evaluated the
impact of operating conditions on the performance of
appointment scheduling rules in service systems. Rohleder
and Klassen [13] used simulation approach to examine the
performance of dynamic appointment scheduling rules.

Standridge [16] described a structure for an expert
system that modeled patient appointment scheduling and

J Med Syst (2009) 33:233–239
DOI 10.1007/s10916-008-9184-2

S. N. Ogulata :M. O. Cetik : E. Koyuncu (*) :M. Koyuncu
Faculty of Engineering and Architecture,
Department of Industrial Engineering, Cukurova University,
01130 Adana, Turkey
e-mail: ekarakas2@hotmail.com



the integration of such an expert system within a simulation
model. Expert system for a small animal veterinary clinic
was presented. Su and Shih [15] used simulation approach
to understand the effect of various scheduling policies on
patients and to determine throughput and waiting times of
patients.

Paulussen et al. [7] proposed an agent based approach in
which the patients and hospital resources were modeled as
autonomous agents with their own goals, reflecting the
decentralized structures in hospitals. In this multi-agent
system, the patient agents competed over the scarce hospital
resources. Paulussen et al. [8] considered the situation in
which the necessary medical treatments were often not
completely determined at the beginning of the treatment
process. Further, they took the duration of the treatments as
stochastic. The contribution of this paper was the introduc-
tion of a novel multi-agent based distributed approach to
patient scheduling under variable pathways and stochastic
process durations. Paulussen et al. [9] described a hospital
simulation system which allowed the benchmark of
different coordination mechanisms including the current
practice in hospitals.

Podgorelec and Kokol [11] developed a powerful
automated scheduling method for highly constrained
situations based on genetic algorithms and machine
learning. They applied the described method to a problem
of scheduling patients with different therapy needs to a
limited number of therapeutic devices, but the algorithm
can be easily modified for use in similar situations.

The main differences of this study are to advise the slack
capacity approach for the patients scheduling problem and to
determine the suitable working circumstances by simulation
approach. Our purpose is to minimize delays in treatments
due to potential prolongations in treatments of current
patients and to maintain efficient use of the daily treatment.
Efficient utilization of human resources and limited expen-
sive equipment are very crucial in some department such as
hemodialysis and radiation oncology where patients go
through lengthy and periodic treatments. So, it is an
important task to continue to treat current patients without
any interruption along with incoming patients.

Materials and method

Materials

The patients that come to the radiation oncology depart-
ment have been diagnosed in other departments or operated
before. The arrivals of the patients are at random and it is
possible to suggest a model by using Poisson Processes. As
an implementation location of this study, the treatment unit
of Radiation Oncology Department of Medical Faculty of

Cukurova University, which works on all weekdays, is
chosen. According to patient receiving policy, incoming
patients are only accepted on Monday, Tuesday or
Wednesday. The number of patients to be treated is
determined with regard to the number of patients whose
treatments would end that week. Because of the random
treatment times, the number of patients changes every
week. Service authorities mentioned that there is a seasonal
trend in the quantity of applications for treatments; however
the average quantity of daily receiving new patients is about
five. Since the hospital is a regional hospital, the patients
who apply for the treatment can generally be given
appointments for the next 5 months.

The flow diagram of patients in Radiation Oncology
Department is given as a summary in Fig. 1.

The patients who come from other departments go into
the simulator device that proves the treatment method and
the region of cancer. The patient is treated by Cobalt
Device, Linear Accelerator or Demapan Device according
to the kind of cancer and the features of the patient. After
treatment is completed, tests are performed in order to find
out whether patients need any more treatments.

In this system, there is a bottleneck in Cobalt Device,
because most of the patients are treated by this device.
Therefore, in this study, scheduling of Cobalt Device is
considered. The treatment times of patients change accord-
ing to the kind of cancer as mentioned in Table 1.

The patients who need palliative treatment involve
shorter treatment periods (10–15 days). After first ray
period, as a result of tests done, there may be need for a
second ray period with a low probability (approx. 3%). But

Applications from other services

Complete the diagnosis

Simulator

Linear Accelerator

Tests

Discharge

Demopan
DeviceCobalt Device 

Periodical Control

Fig. 1 The flow diagram for patients
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a third ray period is not considered because of the both
weak structure of patient and a low probability of necessity.

In a system with a low frequency of patients, the
deterministic factor is maximum waiting time and taking
this time high causes delays at appointments.

Method

Scheduling approach

The slack capacity approach is suggested for scheduling of
the patients who apply to the Radiation Oncology Depart-
ment. According to this approach, some part of the daily
patient capacity is reserved as a slack capacity (cs) in order
to prevent the treatment delays. Data belonging to current
patients have been gathered from the policlinic record
during 60 sequent weekdays to determine patient coming
process. The K–S test that is more powerful to determine
which distribution matches to the daily patient quantity has
been preferred to the χ2 test. The K–S test shows that the
Poisson arriving process is appropriate at significance level
of p<0.05. The patients applied are divided in to two
groups as palliative and normal in respect of treatment
times. The palliative patients are in less serious conditions
and needs shorter treatment times.

The variables, which have been used in this study, are
explained below;

i Daily sitting number. i=1,....60
l Current patient’s arriving frequency
fi The day when the ith treatment slice is emptied
cs Slack capacity (patient)—control parameter
tmax The maximum time that is allowed between

application day and appointment date as day—
control parameter

cn Normal capacity (patient)
ta Patient application day
t0 Existent day
tr Appointment day
tt Time of a ray treatment
k Course number of patients

The patient algorithm that based on reserving a slack
capacity has been explained step by step below;

Step 1: According to application date, determine the next
patient.

Step 2: If max {min {fi}−ta, 0}≤ tmax,

i≤60−cs

tr=min {fi} and determine the sitting number (k),

i≤60−cs
go to the third step.
Otherwise do not accept the patient and stop.

Step 3: fk= tr+tt
Step 4: If there is a necessity for second ray,

If fk≤ t0 , go to the same sitting slice,

Otherwise, assign to the first empty slack sitting
slice.

Step 5: Go to the Step 1.

Simulation analysis

In fact, the system examined is a waiting line. However, the
analytic waiting line models in the literature should not be
applied owing to the complex working logic of the
scheduling algorithm applications that have been developed
in this study. Therefore, the dynamic discrete-event simu-
lation is the most appropriate one to test the scheduling
approach in different circumstances due to the systems’
stochastic structure. The SIMAN simulation model and
experiment file, which has been developed for this target, is
submitted in additions.

In the simulation analysis, the influence of high
frequency patients on the system performance has been
examined considering different daily patient arriving
frequency. Moreover, some suggestions have been put
forward to choose the slack capacity and maximum waiting
time that are two parameters for the scheduling approach.
The variation ranges belong to all the parameters that were
used in the experiments are summarized as following;

Patients’ arriving frequency (l) 1–10 patients/day
Slack capacity (cs) 2, 4, 6, 8 patients
Maximum waiting time (tmax) 2, 4, 6, 8 days
The ratio of normal and palliative patient 80% and 20%
The probability of second ray 3%
Treatment time (normal, palliative) 30 and 10 days

These parameters are determined according to physi-
cians’ view in the department of Radiation Oncology in
Cukurova University. It has been used an exact factorial
experimental design that includes the levels of mentioned

Table 1 The variation of treatment times and doses in respect to the
kinds of cancera

Kinds of cancer Daily dose
(cgy)

Treatment times Total dose (cgy)

Breast 200 5 weeks 5,000
Brain 200 5–7 weeks 5,000–7,000
Pelvics 200 5–7 weeks 5,000–7,000
Lungs 200 5–7 weeks 5,000–7,000
Lungs palliative 300 10–15 days 3,000–4,500
Brain metastasis 300 10 days 3,000

a Adapted from Perez and Brady [10]
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parameters to examine the influence of slack capacity and
maximum waiting parameter on the performance statistics.
In each experiment, five replications have been individually
done and the long term performance of the system was
examined by using average values of the replications. It is
thought that five individual replications are sufficient
because it is not to be aimed to make a confidence range
for all experiment points. In addition, the effectiveness of
the system for the long term has been estimated by means

of starting each replication for 20,000 days. The time of
1,000 days at the beginning are reserved for warming up
period. The length of warning up period has been
determined by examining the graphic that gives the relation
between the pilot simulation results and time.

Results of the simulation

The influence of the scheduling parameters and various
patient frequencies on the system performance has been
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Fig. 2 The influence of the scheduling parameters on the ratio of the
patients not to be accepted to the system (l=10 patients/day)
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Fig. 3 The influence of the scheduling parameters on the ratio of the
patient not to be accepted to system (l=2.5)
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Fig. 4 The influence of scheduling parameters on the treatment
delays (l=10)
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examined by the method of simulation modeling. The
detailed analysis of the performance variables is given as
follows.

i) The percentage of unaccepted patients: As seen from
the Fig. 2, when the number of patient needing
treatment in the system is much more than the existing
capacity, slack capacity is not an important factor that
affects the percentage of unaccepted patients. It is
reasonable because the number of patients needing for
this service exceeds total capacity, and slack capacity

occupies a small part of the total capacity. So, impact of
slack capacity is very slight. However, the percentage of
unaccepted patients is mostly determined by maximum
waiting parameter (tmax). This means that the main
factor is how long the patients will accept to wait before
the treatment starts. It is reasonable that if the value of
maximum waiting increases, the number of rejected
patient decreases.

Also, as seen form the Fig. 3, in the systems where the
frequency of patients is too low, the percentage of the
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rejected patients increases when tmax decreases. However,
in this system which has low frequency of patient, the
impact of slack capacity on the percentage of rejected
patient is also important as different from the system
having high frequency of patient. Figure 3 shows that
unnecessarily increased slack capacity causes increased
percentage of rejected patients in this system. The ratio of
the rejected patients is rather low in case of low patient
frequency when compared to in case of high patient
frequency (about 10–18%).

ii) Treatment Delay (day): This variable shows the
average delay that has occurred by the capacity already
reserved for other patient that needs (need of second
ray) a longer treatment than expected. In the systems
with a high frequency of patients, the treatment delay
is completely determined by the slack capacity. As
seen from the Fig. 5, the slack capacity should be about
four in order not to delay for treatment (Fig. 4).

In the systems with low frequency patients, the main
factor that affects the treatment delay is maximum waiting
time and taking this parameter high causes delays in
appointments (Fig. 5).

When the patient arriving frequency and slack capacity
are evaluated together (Fig. 6), it can be proved that the
slack capacity should be increased as the patient arriving
frequency increases.

iii) The quantity of the patients waiting in queue: this
statistic is naturally affected by maximum waiting
parameter (tmax) (Fig. 7). Decreasing the maximum
waiting time to the acceptable levels dispatches
patients to the alternate hospitals and prevents the
excessive increasing in the quantity of the patients
waiting in queue.

iv) Normal Capacity Usage Ratio (%): Examining Fig. 8;
it is proven that normal capacity usage ratio is highly
determined by the patient arriving frequency. In the
cases of the patients arriving frequency is low,
capacity usage ratio decreases to 60%. On the other
hand, the systems with the capacity usage rate at 100%
have a long patient waiting time.

v) Slack capacity usage ratio (%): In Fig. 9, it seems that
taking the slack capacity higher than required causes
inefficient usage of total capacity. It is not also
forgotten that taking the slack capacity too high causes
the treatment delays. In Fig. 9, it seems that the most
appropriate value is four patients for the slack capacity.
The slack capacity usage ratio decreases approximately
below 40% for the higher values than 4.

Conclusion

In this study, the slack capacity approach is developed for
scheduling patients in the services that involve periodical
treatment. The aim of slack capacity approach is to prevent
the appointment postponements that occur because of the
uncertainties in treatment times. Additionally, the influence
of the scheduling parameters and various patient frequen-
cies on the system performance has been examined by
simulation modeling.

Simulation analysis has shown that in the systems with
high frequency, the percentage of unaccepted patients is
mostly determined by maximum waiting parameter rather
than slack capacity. However, in the systems with low
frequency, unnecessarily increased slack capacity causes
increased percentage of rejected patients in the system.
Moreover, the other important performance variable that is
examined in both systems is the treatment delay. In the
systems with a high frequency of patients, the treatment
delay is completely determined by the slack capacity.
However, in the systems with low frequency patients, the
main factor that affects the treatment delay is maximum
waiting time and taking this parameter high causes delays
in appointments. The other important consequences from
the simulation analysis is also that decreasing the maximum
waiting time to the acceptable levels dispatches patients to
the alternate hospitals and prevents the excessive increasing
in the quantity of the patients waiting in queue and the
usage of slack capacity highly diminishes the appointment
postponements. However, choosing this capacity too high
causes a low capacity usage.

The simulation analysis of the suggested scheduling
approach enables to determine appropriate scheduling
parameters under given circumstances. Therefore the
system performs more efficiently using the appropriate
scheduling parameters and this causes minimizing the
percentage of unaccepted patients, treatment delay, and
the quantity of the patients waiting in queue.
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