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Abstract

We develop flux globalization based well-balanced central-upwind schemes for hydrody-
namic equations with general free energy. The proposed schemes are well-balanced in the
sense that they are capable of exactly preserving quite complicated steady-state solutions
and also exactly capturing traveling waves, even when vacuum regions are present. In order
to accurately track interfaces of the vacuum regions and near vacuum parts of the solution,
we use the technique introduced in Chertock et al. (J Sci Comput 90:Paper No. 9, 2022) and
design a hybrid approach: inside the no vacuum regions, we use the flux globalization based
well-balanced central-upwind scheme, while elsewhere we implement the central-upwind
scheme similar to the one proposed in Bollermann et al. (J Sci Comput 56:267-290, 2013) in
the context of wet/dry fronts in the shallow water equations. The advantages of the proposed
schemes are demonstrated on a number of challenging numerical examples.
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1 Introduction

The goal of this paper is to develop a highly accurate, robust and well-balanced (WB) finite-
volume method for the one-dimensional (1-D) hydrodynamic equations with general free
energy. The studied system reads as

p[+mx:03

m; + (pu® + P(p)), = —pHy —ym — p / Yx —y) [ulx) —u(]py)dy,
R

(1.1)

where x is the spatial variable, ¢ is the time, p = p(x,t) is the density, u = u(x,?) is
the velocity, m(x,t) = p(x,)u(x,t) is the momentum, P(p) is the pressure satisfying
P(0) = 0and P'(p) > 0 for p > 0 (typically, P(p) = op” with positive parameters o and
v, which will be specified in numerical examples), and y > 0 is the damping coefficient. The
potential term H (x, t) on the right-hands side (RHS) of (1.1) may contain the external field
V as well as the interaction potential W (both V and W are assumed to be continuous), and
in general it takes the following form:

Hx,t) =V(x)+ W(X)*p. 1.2)

Finally, ¥ (x) is a nonnegative symmetric smooth function called the communication function
in the Cucker—Smale model [2, 22] describing collective behavior of systems due to alignment
[9]. Other applications of the system (1.1) and (1.2) include the Keller—Segel model of
chemotaxis [5] and generalized Euler—Poisson systems [10]; it also arises in modeling of a
wide variety of physical problems such as colloidal suspensions and polymers [24, 27, 28],
relaxation dynamics of microscopic films [47] and capillary prewetting [48].

The system (1.1) and (1.2) is a hyperbolic system of balance laws. It is well-known that
such systems may admit nonsmooth solutions even the initial data are smooth. This makes the
development of numerical methods for (1.1) and (1.2) a challenging task. In addition, a good
numerical method should be able to accurately respect a delicate balance between the flux and
source terms in the second equation of (1.1). In particular, one is interested in developing WB
numerical schemes, which are capable of preserving (some of) steady states of the studied
system. The WB property is important as many of the physically relevant solutions of (1.1)
and (1.2) are, in fact, small perturbations of the corresponding steady states.

In general, smooth steady-state solutions of (1.1) and (1.2) satisfy the following time-
independent equations:

m(x) = m = Const,

(1.3)

2
P (% + I (p) + H) =—ym— p/w(x — ) @) —u(]p(y)dy,
X R

where the function I1(p) is such that

eIl (p) = P'(p). (14)

When m # 0 and thus p # 0, the steady states (1.3) can be rewritten in terms of the
equilibrium variables m and E:

m(x) = i = Const, E(x) = E = Const, (1.5)
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where
2 X
E = %—l—l‘[’(p)—i—H—i—Q, 0 :=/[yu($)+\ll(§)]d$, (1.6)
w(E) :=/w@—y> W€ — u(y)] p(y) dy. (L.7)
R

We note that there is a free-energy functional

1
Flp] = / [M(o) + Vp(0dx + 5 / f Wx — y)p(op(y) dx dy,
R R2

associated with the system (1.1) and (1.2), and its variation with respect to the density p is

aF ,
CIZB*ZH(PH—H(XJX (1.8)
0

In the case when u = 0, the steady-state (1.3) can be written as

a
u=0, ¢= B—]: = IT"(p) + H(x, 1) = Const on each connected component of supp(p), (1.9)
0
where the constant can vary on different connected components of supp(p).
When the damping coefficient y = 0 and V(x) = 0 in (1.2), then another particular
solution a good numerical scheme should be able to capture exactly is a traveling wave
satisfying

u(x,t) =Const, p(x,t) = po(x —ut), TII'(po(x))+ H(x,t) = Const, (1.10)

where pg(x) = p(x, 0) is the initial datum.

It should be observed that if T1(p) = %pQ with p being a water depth and g being the
acceleration due to gravity, H(x) = V(x) with V(x) representing the bottom topography,
y = 0, and ¥ = 0, then the system (1.1) and (1.2) becomes the Saint—Venant system of
shallow water equations. In the past decades, many WB schemes for the Saint—Venant system
have been developed. Some of them are capable of preserving still-water (“lake-at-rest”)
steady-states only (see, e.g., [1, 3, 4, 25, 31, 37, 43]) and others can preserve moving-water
equilibria as well (see, e.g., [15, 17, 18, 21, 39, 42, 46]). We also refer the reader to recent
review papers on WB schemes for shallow water models [14, 33, 45].

First- and second-order WB schemes for the system (1.1) and (1.2) have been recently
developed in [12]. These schemes are capable of exactly preserving motionless steady states
(1.9) only and their WB property hinges on a special approximation of the discrete free
energy functional and a special treatment of the source terms. High-order extensions of the
schemes from [12] have been introduced in [7].

In this paper, we develop a WB scheme which is capable of exactly preserving general
steady states (1.3) (including motionless steady states (1.9)) as well as accurately capturing
traveling waves (1.10) at the discrete level. Our scheme is based on the flux globalization
approach, which was introduced in [13, 20, 23, 26, 40] and has recently been applied to
a variety of hyperbolic systems of balance laws in [6, 17, 19, 21, 34, 35]. We incorporate
the source terms of the momentum equation into its flux and rewrite (1.1) in the following
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equivalent form:

+my =0,
Pr (1.11)
m;+Kx:0,
where
K :=pu®*+ P(p) — R (1.12)

is a global flux with

R(x,1) = —f lﬂ(é,t)Hx(S)-i-VM(SJ)+p(§,t)/1/f(€ =M [u@E 0 —uly.nlply, dy ¢ dé,
X R

(1.13)

where X is an arbitrary number. Notice that both steady states (1.5) and (1.9) can be written
as

m =it = Const, K = K = Const.

The system (1.11)—(1.13) is quasi-conservative and thus it can be solved in a rather
straightforward way using a Riemann-problem-solver-free numerical method designed for
hyperbolic systems of conservation laws. We follow [6, 17, 19-21, 34, 35] and use the semi-
discrete finite-volume central-upwind (CU) scheme. More precisely, we use the technique
recently introduced in [34] and design a new quadrature rule to approximate the global
term given by (1.13). This allows us to develop a WB scheme capable of preserving both
K = Const and E = Const (or (1.9) if the vacuum areas where p = 0 are present, which,
according to [12], may occur when the parameter v > 1), which are equivalent in the contin-
uous case, but not equivalent in the discrete case. As demonstrated in [6, 34], preserving both
discrete version of the steady states helps to preserve a wider variety of physically relevant
steady states and thus to improve the stability property of the resulting scheme.

In addition, our new flux globalization based WB CU is able to accurately capture inter-
faces of the vacuum regions and near vacuum (p =~ 0) parts of the solution. This is achieved
by following a hybrid approach recently introduced in [21]: inside the no vacuum regions, we
use the flux globalization based CU scheme, while elsewhere we implement the CU scheme
similar to the one proposed in [3] in the context of wet/dry fronts in the shallow water equa-
tions. The latter scheme is based on a special subcell finite-volume reconstruction of the
equilibrium variable ¢ and a proper approximation of the source terms appearing on the RHS
of (1.1). We prove that the resulting hybrid scheme is capable of exactly preserving the steady
states (1.9) even in the presence of vacuum regions. We emphasize that the flux globalization
based WB CU scheme from [6, 34] used inside the no vacuum regions is different from the
one used in [21] and this makes it easier to treat the vacuum region interface and thus to
design a reliable and robust hybrid scheme.

In order to stress the major differences between the proposed flux globalization based WB
CU schemes and the existing WB CU schemes, we would like to emphasize the following two
points. First, unlike the WB CU scheme from [21], our new scheme is capable of preserving
both K = Const and E = Const discrete steady states. Second, unlike the WB CU schemes
from [6, 34], our new scheme relies on a hybrid approach, which helps to capture the interfaces
of the vacuum regions and near vacuum regions and thus to accurately capture solutions that
contain such regions.
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We finally turn our attention to traveling wave solutions (1.10). We proceed as in [32] and
develop a moving framework approach. To this end, we modify the studied system (1.1) by
adding a linear advection terms —u* p, and —u*m, to the left-hand side (LHS) of the p- and
m- equations, respectively:

pr+my —u¥py =0,

e+ (o + P@)) = s = —pHy = P/Vf(x ~ D) —uppydy. (1D
R

Here, u* is a constant, which will be varied at every time step of the numerical discretization.
Obviously, solutions of (1.14) are obtained from the corresponding solutions of (1.1) by the
change of variables x — x — u*t. The constant u*, however, provides us with an additional
degree of freedom, which we choose in such a way that the traveling wave (1.10) reduces to
motionless steady states in the introduced moving framework. We then apply the new flux
globalization based WB CU scheme to the system (1.14).

The rest of the paper is organized as follows. In Sect. 2, we introduce a hybrid flux glob-
alization based WB CU schemes. In Sect.3, we test the proposed schemes on a variety of
numerical examples and demonstrate their ability to compute numerical solutions of several
models described by the hydrodynamic equations (1.1) and (1.2) in an accurate and robust
manner.

2 Hybrid Flux Globalization Based WB CU Schemes

In this section, we introduce a hybrid flux globalization based WB CU scheme. To this end,
we will discretize the system (1.11)—(1.13) in the no vacuum regions only, while elsewhere
we will numerically solve the original system (1.1) and (1.2).

The computational domain is split into the finite-volume cells C; = [x JERE ! ] of size
Ax centered at x; = (xjf% +xj+%)/2 with j = 1,..., N. We assume that at a certain time
level ¢, the cell averages,

— 1
Uj ~ A—X/U(x,t)dx, U:=(p,m’,
Cj

are available. Note that E,/’ like most of the index quantities below depends on #, but we
omit this dependence for the sake of brevity. Following the approach proposed in [37] in the
context of the Saint—Venant system with nonflat bottom topography, we replace the potential
function H (x) defined in (1.2) with its continuous piecewise linear approximation

Hj+%—H~ 1

. EY |
A =Hy_y+ 2 2 (x=x1). xecy, @1

where H ) = H (xj +1 ), and the convolution integral in the computation of H (x j+l ) is
computed using the midpoint rule:

N
Hipr =V (xp0) + W (x50 ) 5 p = Vi 4 Ax D W, 15 2.2)

i=1
Here, Vj+% = V(xj+%) and Wi,j+$ =W — xH%) in the case the interaction potential
W is smooth, or W; i+l is an average value of W over the interval of length Ax centered
’ 2
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Fig. 1 Sketch of the combined “vacuum-no vacuum” steady state. The cells Cj, | and Cj, 1| are semi-
vacuum; the cells C g C j, are no vacuum; other cells are fully vacuum

atx; — X, 1 in the case of general locally integrable potentials W. We then introduce the

following notations:

Hj:=H(xj) = 2.3)

As indicated in [7, 12], when v = 1, that is, in the isothermal case with P(p) = op, the
density does not develop vacuum regions during the temporal evolution, while when v > 1,
vacuum regions can be generated. Therefore, in the case when v > 1, we identify the vacuum
and no vacuum regions using the following definition.

Definition 2.1 We say that the cell C; at time ¢ is:
(1) vacuum if

pj <= (24)

where ¢ is a small positive number chosen in such a way that the magnitude of density present
in the cell C; can be considered as negligibly small according to the scales of the studied
problem (in the numerical examples reported in Sect. 3, we have chosen ¢ = 10~1?);

(1) semi-vacuum if

p;>¢& and ¢ :=T1(p;) + Hj < max (Hj_%,HH%), 2.5)
(ii1) no vacuum if neither (2.4) nor (2.5) is satisfied.

Based on this definition, the computational domain may contain vacuum and/or near
vacuum regions. In Fig. 1, we present a typical case of the steady state (1.9), which con-
tains vacuum and no vacuum regions. This steady state will be referred to as a combined
“vacuum-no vacuum” steady states. We assume that the cells are numbered as follows: cells
Cj,,...,Cj, are no vacuum, while cells C; with j < j, and j > j, are either semi-vacuum
or fully vacuum. Inside the no vacuum regions, ¢; = Const, while this is not, in general, true
in the semi-vacuum and vacuum cells; see Fig. 1 and Sect.2.2, where we design a special
piecewise linear reconstruction of ¢, which preserves the steady states (1.9).

2.1 Flux Globalization Based WB CU Scheme in No Vacuum Regions

In this section, we introduce the flux globalization based WB CU scheme, which is a modified
version of the scheme first developed in [34] and then extended in [6] to several shallow water
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models. We emphasize that this scheme is only implemented inside the no vacuum regions,
which correspond to the cells Cj, 41, ..., Cj,—1 in the setting shown in Fig. 1.

In the flux globalization based WB CU scheme the cell averages are evolved in time using
the following semi-discretzation:

Uj=—212 2 oot 2.6)

&lea
>
=

T
where IC L= (K(l) 1> IC;i) > are the CU numerical fluxes from [36]:

J+3
+ - - + -
N e S s Y 2z ¥ oz BT ae 2 ae N 01
K= - + — P 1 =P 1]
Itz at | —a at | —a7 , +2 Jt2
Jt+3 J+3 J+3 Jt+3
n _ _ n L 2.7
a,+1K_+, —a,+1K‘+1 a,+,a_+1
2 JT3y JT3 JT3y JT3 JT3 J —
IC(): 2+2 /T2 2++2 2 mJ-r1_m-1-
3 a g —a. a,—a. Itz itz
JT3 JT3 JT3 JT3

Here, K ﬁr , are the one-sided point values of the global flux function (1.12), which are given
2
by

2
m*E |
KE, =~ 2 p(o* R 2.8

]+§ . 2
:0]_,’_%

where U = (pj:_ mji+ )—r are the left/right-sided point values at the cell interface
2 2

X=X Jr1 which will be computed later. In (2.7), a ! are the one-sided local propagation

speeds, which can be estimated using the elgenvalues of the Jacobian of the original system
(1.1). The simplest estimate is

+ _ + / -
Gjy) =X {u p1+‘ + d (p/”f%)’o}’

- mi + ’ + - _ ’ -
aj+% _mln[uH_é | P (pj+%>,uj+% | P (pj+;>’0]’

where u = m/p should be computed using a proper desingularization procedure. In the
numerical experiments presented in Sect. 3, we have used

V2pE  m*
ut | = e T , (2.9)

]+§ 4 4
(752) + (mos{oryo})

with the desingularization parameter t = 10~°. For alternative desingularizations introduced
in the context of shallow water models, we refer the reader, for instance, to [33, 37].

In order to apply the flux globalization based WB CU scheme from [6, 34], we begin with
computing the point values of the equilibrium variable E at x = x; out of the available cell
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averages {,T)j} and {m;}. We use formulae (1.6) and (1.7), and obtain

W mpo ,
Ej=—o +W )+ Hj+ Q) uj==" j=je- s (2.10)
J
As it was done in [6], we first rewrite the expression of Q in (1.6) in a recursive way and
then apply the trapezoidal rule to evaluate the global integral term Q ;. Namely, we set

xj
A
Q./=Q_/>1+/(Vu+‘1’>dx%Q_/71+7x[y(u./71+Mj)+‘1’./71+‘1’./]’ J=Jet L
xj*l
(2.11)
where
N
W)= W) & Ax Y P (xg — xi) () — ) p. (2.12)

i=1

In order to use formula (2.11), we provide the starting value Q j,, which is computed by
taking X = x je—d and applying the trapezoidal rule so that

Xjg
Ax
0 = / (yu+ W) drv—= I:y(uj[ g )+ + \Ilj(_%] L @13
X, 1
Je—7
where u je—t and thus W je—t = \If(xjé_ 1 ) are determined based on the prescribed boundary

conditions.
Equipped with {m;} and {E}, we obtain second-order piecewise linear reconstructions

A(x) =mj+(my)j(x—x;), E@x)=E;j+ (Ex)jx—xj), xeCj, (2.14)

which are used to compute the one-sided point values m* , and E + , at the cell interfaces
2

i+
x=xj+%:
_ ~ — Ax + ~ _ Ax
mj+% ::m(xﬁ_%—) :mj-i-T(Wlx)j, mj+% ::m(xj+%+> =mj+1—7(mx)j+1,
E’1:=E(x- 1—>=E‘+E(Ex)~ ET ::E(;L 1+)=E- A B
j+§ jt3 J 2 7’ j+% jt+3 Jj+1 D) x)j+1

(2.15)

In (2.14) and (2.15), (my); and (Ey); are the slopes which should be computed using a

nonlinear limiter to ensure a non-oscillatory nature of the piecewise linear reconstruction. In

the numerical experiments reported in Sect. 3, we have used the generalized minmod limiter

[38, 41, 44]

Myt =y My oy
Ax ’ 2Ax ’ Ax ’

Ejit1 —Ej Ejqr1—Ej P Ej—Ej_
Ax ’ 2Ax ’ Ax ’

(my); = minmod <6
0 €[l,2], (2.16)

(Ex); = minmod <0
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with 8 = 1.3, and the minmod function given by

min(zy, z2,-++), ifz; >0 Vi,

minmod(z;, z2, -+ ) := { max(zy,z22,---), ifz; <0 Vi,
0, otherwise.
After obtaining the left- and right-sided values mjil and E* Tl we compute the
2 2

corresponding values of p by numerically solving the following nonhnear equations:

p]+%>+H]+%+Qj+%’ j:jl,-~-,jr—2,

E =7+H’(p.‘l>+H+l+Q,+1, j=det =1

2.17)

for pT il and p~ |, respectively. Here, Q j+h is computed using the definition (1.6) and the

ity
rnrdpornt quadrature which result in

j+l =Qj7%+ (VM+‘I’)dx=Qj7%+(Vuj+‘1’j)Ax, J=Jts-eesr

Details on solving the nonlinear equations in (2.17) are provided in Appendix 1.
Equipped with the reconstructed one-sided point values p]i , and mj,t+ 1 » we then follow
2 2

the method in [6, 34] to compute Rj 41

R. 1=0, R. 1 =R. +Bj, Bj:=7/(pHx+ym+plIf)dx, j=Je+1,....jr— 1.

Cj

(2.18)

However, there is a major difference between the computation in (2.18) and similar compu-
tations in [6, 34], where R was not assumed to be continuous at x = x ! and two values
R;—:_l were considered there. The difference between R+ , and R I was attributed to a

2 2
jumpin H atx = x; b which is not the case in this paper as H is assumed to be continuous,

which justifies the use of the continuous piecewise linear interpolant in (2.1). In order to
make the scheme WB, one needs to design a WB quadrature for B; in (2.18). To this end,
we first notice that the steady states of (1.11)—(1.13) satisfy

my =0, Ky=2um,— usz + P/(p)px +pHy +ym+ pV =umy + pEy,
(2.19)
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which is derived using (1.4), (1.6), and (1.7). We then follow the method introduced in [6,
34] and rewrite (2.19) in the following matrix form:

m 0
PO == (0 i) + (i s ym s o) = MOEe 220

{0 (10 _(m
R:= <R>, MU) = (u p), E = (E> 221

Next, we integrate (2.20) over the cell C; to obtain

[R dx _[F(U)x dx—/M(U)E dx _F(U— 1) F(U+ l) —/M(U)Ex dx,
J=3
Cj

C/ C/ ./

where

and then applying the trapezoidal rule to the last integral on the right results in

1
/Rxdx%F<Uf]>7F(UJT]>77[M<U+ >+M<U >]<EJT]7Ef1>.
J i*t2 j=2/) 2 3 i3 jt2 U+

J

(2.22)
Finally, we substitute (2.20) and (2.21) into (2.22) and end up with
o ~m— u—  —mt ot - _ p+
Bi _/Rx dx T T !
Cj
- + - +
u. o +u. . 1tTpP.
_ It szfl_erl_H‘z /=3 Efl_E+l’
2 J+3 J=3 2 J+3 J=3
(2.23)
whereP 1_P( )andP+1=P(+1)
J=2

At the end we compute K £ ! using (2.8) and write down the semi-discrete flux

globalization based WB CU scheme (2.6) and (2.7) inside the no vacuum regions:

M ) @ @
= K'Y —K = K —K
doj Ty -y dmy o e g (2.24)
B d

dt Ax

_ =

Ax

’

where Ile_:_ , and IC(/?_ , are given by (2.7).
2 )

We now prove that in the no vacuum case, the flux globalization based WB CU scheme

(2.24), (2.7) is WB in the sense that it is capable of exactly preserving the steady states (1.9)

and (1.5).

Theorem 2.2 [f there are no vacuum regions, that is, if p; > 0 for all j and the discrete data
are at a steady state, namely, if either

mj=u; =0, ¢ =Const, Vj, (2.25)
or
mj =i =Const #0, Ej=E=Const, Vj, (2.26)

where E; and u; are given by (2.10), then the RHS of (2.24) will vanish. This implies that
the designed flux globalization based scheme is WB.
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Proof If (2.25) is satisfied, thenm; = 0 and E; given by (2.10) reduces to ¢; given by (1.8).
We therefore only prove that the scheme is WB provided (2.26) is satisfied. As we perform
the piecewise linear reconstruction (2.14), (2.16), we immediately conclude that in this case

E, Vj. (2.27)

mt  =mT ,=m, ET, =E,
Jt+3 Jt+3 Jt+3 Jt+3

Thus the nonlinear equations in (2.17) for p;:_ , and ,oj_+ , are identical and hence
Itz 2

+ - . + _ p— _.
Next, from (2.23), (2.27), and (2.28) we conclude that
~2 )
m m
Bj = — +Pj+l_P/_l- (2.29)
10‘/'.5_% pj_% 2 S2
We then use (2.8), (2.27), and (2.28) to compute
N i +P R KT
il = +3 TN T s
J+3 p/+% J JT3 jt+
so that KJ'_:_% — Kj_+% = 0, and also, taking into account that Ujpl = n’i/pji%, we obtain
~2 )
K?1_KJ.F1(2é8)m7+P-l_R 1= m _P_L+R<_l
jt+3 Jj=3 PH_L Jt+3 J+3 ,Ol'_l J=3 J=2
PO : (2.30)
m m (2.39)
= — +P., 1 —P,_1—B; =0
Pivl  Pj_L T2 T

Finally, we substitute (2.27), (2.28), and (2.30) into (2.7) and (2.24) to obtain % = 0 and
% = 0 for all j. This completes the proof of the theorem. O

Remark 2.3 1In order to use (2.20)—(2.22) to derive a WB quadrature for B; in (2.18), one
needs to guarantee M (U) is an invertible matrix, which is true for p > 0. However, in the
presence of semi-vacuum and vacuum regions, where p =~ 0, one cannot use (2.20)—(2.22)
to compute B}, as the equilibrium variable E is not necessarily constant on the entire domain
at the steady state. We therefore design a hybrid approach in Sect.2.2.

Remark 2.4 Asin [7, 12], we assume that H is continuous and only consider smooth steady
states of several models, which can be described by the hydrodynamic equations with free
energy. We note that if P(p) = § p? with p being a water depth and g being the acceleration
due to gravity, H(x) = V(x) with V(x) representing the bottom topography, y = 0, and
¥ = 0, the studied system reduces to the Saint—Venant system of shallow water equations,
which admits interesting discontinuous steady states. A possible way to design a scheme
capable of exactly preserving some of the discontinuous steady states is by incorporating the
path-conservative technique into the flux globalization approach (this has been done in [6,
34]).
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2.2 WB CU Scheme in the Semi-Vacuum and Vacuum Regions

Unfortunately, the flux globalization based WB CU scheme described in Sect.2.1 does not
apply in the case when vacuum regions are present. This is attributed to the fact that £ defined
in (1.6) is constant at steady states in the no vacuum regions only. We therefore develop a
special WB CU scheme for vacuum and/or semi-vacuum regions. First, we note that when
v = 1, there are no vacuum regions, and therefore we only consider the case of v > 1, in
which

'(p) = i (2.31)

v—1
Our goal is to design a WB scheme capable of preserving the steady states (1.9) with vacuum
regions, similar to those sketched in Fig. 1. The scheme will be designed for the original
studied system (1.1) and (1.2), which we rewrite in a vector form as

U+ FU), =8SU), (2.32)

with

m
_(° _ 2 _ 0
U‘(m)’ R ROy S(U)_(—PHx—Vm—p‘I’(x))’

(2.33)

where W is defined by (1.7). The semi-discretization of (2.32) and (2.33) results in the
following system of time-dependent ODEs:

d — Fipd = Fir - .
an:—#+Sj, JE e+, g —1), (2.34)

. . <@
where F j4) are the numerical fluxes to be specified, Sj(- ) = 0, and

-2 1
[ p— f (pH, + ym + pW) dx, (2.35)
Ax

Cj
which needs to be computed using a special WB quadrature.
We follow the approach introduced in [3, 21] and proceed as follows. For simplicity of
presentation, we will consider a special “vacuum—no vacuum” setting sketched in Fig. 1. A
generalization for a general combination of vacuum and no vacuum regions will be quite

obvious. First of all, in the semi-vacuum cells, we define the following continuous piecewise
linear function:

H(x), ifx <x*,
Ci(x) =1~ -
i, otherwise,

where x;f is the location of the vacuum/no vacuum interface in the cell C;. Here, we assume

that ﬁ’(x) < 0in C; as in Fig. 2 (left). The case ﬁ’(x) > 0, which corresponds to Fig.2
(right), is treated in a similar symmetric way. As a result, using the definitions (1.8) and
(2.31), the density function p;(x) in the cell C; has the following form:

0, if x <x7,

j
pj(x) = |:v—l

1

@ — ﬁ(x)):| - , otherwise.
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Fig.2 Sketch of the semi-vacuum cells

The values x;‘ and ¢; can be determined using the mass conservation requirement, which
gives

i+} ieh
piAx = / p;(x)dx = / [—( H(x):| dx
5y e (2.36)

1 v
_ <_(Hx)j>”’l . (v— 1Ax’f>H ’
o v J

where Ax;k T x}k. It then follows from (2.36) that

% 1 v — 11 -V
5=y~ ot oy A ' (B~ Hy)
(2.37)

G=Hun=H . +or—— |5 (H_y —Hpy)]

2
see Fig.2 (left). From Fig. 1, it is clear that (2.37) is valid for j = j, — 1. However, for
j =Jr+1, (Hy)j+1 > 0and thus we have

£ _ P Ax(p)' (H o)
xj—xj_%—l—avﬁ X()Oj) U( ]+%_ ]_%) )

1LvoT_
e [ ()
there; see Fig.2 (right).

Equipped with the values ’g\ﬂ,] and Z/}H , we proceed as in [21] and use the following
piecewise linear reconstruction in the semi-vacuum and vacuum cells C; with j < j, — 1
or j > jr + 1 as well as in the no vacuum cells and C;, and C},, which have semi-vacuum
or vacuum neighbors. Given p; and m; in those cells we first compute the values {; =
'(p;) + Hj and uj := m;/p; (the latter computation needs to be desingularized using
a formula similar to (2.9)) and then perform the piecewise linear reconstruction (2.14)—
(2.16) but applied to ¢ and u rather than E and m. This results in the one-sided point
values, which we denote by Eﬁr ! and u]i e Then, from formulae (1.8) and (2.31) we obtain

~t Tyl L . .
,onr L= ["m} ({ —H;, ! )] I'. These point values of p, however, may be unreliable and

@ Springer



95 Page 14 0f 38 Journal of Scientific Computing (2023) 95:95

thus they should be modified before being used in the numerical flux evaluation. We proceed
according to following algorithm.

Algorithm 1 (Modified Reconstruction of ’Oj‘t-r )
2
Case 1 (Ej >H. 1 andE- > H. 1): Vacuum does not occur.
J=32 J Jjt3

CaselA (¢, >H, 1and ¢, > H, 1) : No correction is needed and we set
j—3 ) jt3 Jjt3

+ o~
PH_% = :0/.+%~

Case 1B(Ej+, < H _yor {H_, < H 1) : We make the following corrections:

~ -2 2
zf;j %<Hj +h thenweset

1

- =0, ¢t =2;,—-H d ot =" (et —n -
loj+% =Y, ;17% = {j — iyl an )0]7% - oV g]f% - ]_% s
zf2+1 < H._1, then we set

J—3 J73

4 _ _ - v—1 _ _ v—1
pj7% =0, §j+% =2 Hj*% and ,0 ! |: o (;H% Hj+%>j| .
Case 2 (ij% > Ej > Hj+%): Semi-vacuum as in Fig.2 (left).

Case 2A (the neighboring cell C; | satisfies Case 1A): We set

_ v—1 _ v—1
Case 2A1 (Zﬁj - ’Oj_+1 0): We setp | =2p;—p
2 —2 ‘
Case 2A2 2p; — p;+1 < 0): We set,o , =0.
2 -2
Case 2B (the neighboring cell C; | does not satisfy Case 1A): In this case, the
semi-vacuum cell Cjy\ does not have a reliable reconstructed linear piece of ¢;
see Fig.3. We therefore perform the piecewise linear reconstructions (2.14)—(2.16)
applied to the variable p to obtain
Ax

+ - _ _ Ax
IOjJr% = Pj+1 — 7(px)j+lv PH% = pj +7(px)j-

v~

We note that this part is a modification of the algorithm in [21, §3.1]. The robustness
of the new approach is demosntrated in the numerical examples reported in Sect. 3.

Case 3 (Hj_% < g:j < Hj+%): Semi-vacuum cell as in Fig.2 (right).
This case is analogous to Case 2.

Equipped with the one-sided point values p L1 and u™ +1,we obtain mﬁrl = p]+ jir
2
and then following the approach in [3, §4], we wrlte down the CU numerical fluxes in (2. 34)
at o om>  —a m’ al a;
PUNNYAS s S LS SAS S AS WA ( ¥ 1)
jt+3 t—a7 t o _aT s Fii )
2 aj+% aj+% aj+% aj+% 2 2 (238)
_7:(2) ::/:'(2) a +f(2) P
j+3 j+3 J+y
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.

/

o ” * o
Ti-3 % Tits  Tj+ Ti+3
Fig.3 Sketch of Case 2B in Algorithm 1
where
a’ \m. u. ,—a. m u
@,a _ J¥3 J¥3 Jt3 Ity Jt3 Jt3
its at | —a7 | '
Jt+3 J+3
. . (2.39)
a; Plp  )—a Plp at a7
@.p Jt2 ( Jta J*a Jt3 J it " _
F = o~ — +— = m’ o —m_ ).
Itz at | —a. at | —a. Jt3 Itz
J+3 Jt3 Jt3 J+3

In order to make the resulting scheme WB, we approximate the cell average of the source
term (2.35) using the following WB (see the proof of Theorem 2.6 below) quadrature:

S;” = —pl(Hy)j — yimj — p;V;, (2.40)
where
Plp  ,)-P|p"
(pﬁ%) (pf—% g o
, W j=jJ¢e Or J=Jr,
/Oj = 8l - . + (24])
Pivl Pi-i
Pjs if j < je—1 or j = jryr1.

In order to preserve the aforementioned combined “vacuum-no vacuum” steady states,
we develop a hybrid approach: inside the no vacuum regions, namely, in the cells
Cj+1,...,Cj,_1 as plotted in Fig. 1, we use the flux globalization based WB CU scheme
(Sect.2.1) for the equivalent system (1.11)—(1.13). Outside of these regions, we utilize the
CU scheme (Sect.2.2) for the original system (1.1) and (1.2). The resulting hybrid scheme
is WB provided the one-sided reconstructed point values coincide at the interfaces between
these areas (these interfaces are marked by the red dashed line in Fig. 1). If the discrete data

satisfy (1.9), we immediately have m~ | = m* | =0andm~ , =m" | =0, which
L . . /i+§ Jeta Jr—x Jr—7
imply E- =7 and E- =¢* ,andhence pT , =p" ,andp” , =pt .
PY By = v P | Pjory = Piay Py TPt
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Remark 2.5 Due to the presence of vacuum regions, one needs to ensure that the proposed
hybrid scheme has the positivity-preserving property. We achieve this goal with the help of
the “draining time step” technique, which was introduced in [4].

We now prove that the use of the numerical fluxes (2.38) and (2.39) and the source terms
approximation (2.40)—(2.41) leads to a WB scheme in the vacuum and semi-vacuum regions.

Theorem 2.6 Assume that the discrete data are at a combined “vacuum—no vacuum” steady
state, namely, the discrete data satisfy the following relations:

pj=0forj<ji—lorj>jr+1, Cjp1=¢jy = =8, =241 =05 mj=u;=0,
(2.42)

for all j (see Fig. 1), where ¢* is a constant. Then, the proposed CU scheme (2.34), (2.38)—
(2.41) is WB.

Proof In order to prove this theorem, we need to show that the RHS of (2.34) vanishes for
Jj < jeand j > j, as long as the data satisfy (2.42).

First, we note that in the vacuum cells C; (j < j¢ — 1 or j > j, + 1) the RHS of (2.34)
vanishes since in those cells p; = 0 and mj = 0.

We then note that in all of the considered cells, m™ | = u* ;, =0and ¥; = 0, and

Jj+3 j+3
hence (2.38) and (2.39) reduce to
+ - + - -
a. (a. a’ (P(p. |)—a 1P(,0 )
FO it Jts + - FO@ _s@p_ Jts It it
A Rl = P 1 =P 1) 1 =Y. = ¥ = .
JT3 a. a. Jt3 Jt3 Jt3 Jt3 a | —a,
A EAS ) J+y s

(2.43)

Next, we consider the first no vacuum cell Cj, (the last no vacuum cell C;, is treated

similarly), in which ; = {J i = ¢*, and hence using Algorithm 1 we obtain that
+ L
Pl 1 =Pj-1 and 'Oje+§ Pjprl This implies
M m o
‘7:11—* ]:je+; =0, ]:j(:i:% - P('szi%)' (244)

At the same time, the source term approximation (2.40)—(2.41) becomes

- P (pw%) - P (p/e—%)

s®_ _ (Hy)j,. (2.45)

Je
/ _ /
W (044) =1 (1)
H -H o - gy - (e,
ey et as (p/z+z) [5 (-/z—%)} _ (p-/ﬁ%) (p-/z—%)

Hy): = = =
(Hx) jg Ax Ax Ax

where

which can be substituted into (2.45) to obtain

5@ _ P ('OJH%) -F <pﬂ*%>. (2.46)

Je Ax

We then use (2.44) and (2.46) to verify that the RHS of (2.34) vanishes.
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Finally we cons1der the semi-vacuum cell Cj, 1 (the cell C, 11 is treated similarly), where
+

,oj 1= = 0 and p L= P L which is substituted into (2.43) to obtain
= -2 ¢
@O _ M () @ _
]://c‘—% - f./z—j 0, ]:j/—* 0, Fj/g—% =P ('OJ'(*%> : (2.47)

At the same time, the source term approximation (2.40)—(2.41) becomes

=) _
Sj21 = —pj—1(Hx) j—1- (2.48)

Therefore, according to (2.34), (2.38)—(2.41), in order to complete the proof of the theorem,
we need to show that

o)
j-y <@ @an Pi-3) <@

Ax +S8;,-1 = Ay +S;,-1=0. (2.49)
Indeed, since ;“ je—1 = ;“ = ¢*, and since
-3
v—1
~ (2.37) I v
Gt EVH o — 1[% 1<Hl_% —Hje_%)] (2.50)
- (18),23D) ov -
<y Hi y+ 1) @.51)
we obtain by equating the RHS of (2.50) and (2.51) and then using (2.52) that
v
_ o (i) Plrict)
= Pj—1(Hy) j—1 = A = (2.52)
Finally, we substitute (2.52) into (2.48) and obtain (2.49). This completes the proof of the
theorem. o

Remark 2.7 As shown in Theorems 2.2 and 2.6, the proposed CU scheme is designed to
exactly preserve particular discrete versions of the steady states (2.25), (2.26), and (2.42). This
is due to the fact that in (2.2), (2.11), (2.12), and (2.13), we have used particular quadratures
to approximate the point values used in the evaluation of the discrete steady states to be
preserved. Therefore, when the WB property is experimentally verified, the initial data should
be prepared so that they will satisfy the corresponding discrete steady states. This will be
further explained in Examples 4 and 10.

2.3 Capturing Traveling Waves

In this section, we consider the system (1.1) and (1.2) with y = 0 and V (x) = 0 and we are
concerned with improving the quality of the resolution of computed traveling wave solutions
(1.10). To this end, we modify the hybrid flux globalization based WB CU scheme presented
in Sects. 2.1 and 2.2 by applying the moving framework approach from [32]. To this end, we
numerically solve the modified system (1.14), which can be rewritten as

por+my =0,

m + (0w + P(p), = —pHy — p [ Y — ) [0 —u@)]p()dy. 33
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Here,
m
mi=m—u'p, u:i=—=u—u" (2.54)

where u™ is a constant being computed at every time step in the following way:

1 N
u* = ¥ > uj. (2.55)
j=1

In order to apply the flux globalization approach to the system (2.53), we first incorporate
the source terms into the flux and end up with the following quasi-conservative system:

Pt +my = 0,
(2.56)
m; + .ﬁx = 0,
where
m2
Ri=—+4+P@(p —-R 2.57)
o

is a global flux with the global variable

X

Rx. 1) ::—/lp<s,z>Hx<s>+p<s,z>/w<s—y)[u(s,z)—u<y,r)]p<y,r>dy dz. (2.58)
R

X

We then use the flux globalization based WB CU scheme presented in Sect. 2.1 to numerically
solve the system (2.56)—(2.58) from a certain time level ¢ to the next time level r + Az, where
At is an adaptive time step being computed by (3.2) below. Once the numerical solutions
{o ;(f + Ar)} and {m; (r + Ar)} are obtained, we shift all spatial grid mesh cells C; centered
at x; to the new locations centered at x; + u™At, and prescribe the obtained solutions on the
shifted cells. Finally, we compute the velocities u ; = u; 4 u* by (2.54), and this completes
one time step of the resulting method.

We note that the traveling wave solutions (1.10) corresponds to the motionless steady-state
solution of (2.56)—(2.58):

m=0, K= Const.

As the flux globalization based WB CU scheme proposed in Sect. 2.1 is capable of preserving
these steady states, it is also capable of exactly capturing the traveling waves (1.10). This
makes our scheme superior to its counterparts in [7, 12], where the magnitude of traveling
waves was affected by numerical diffusion.

Remark 2.8 In this section, no vacuum or semi-vacuum cells are taken into account. When
vacuum or semi-vacuum regions emerge, we will use the WB CU schemes introduced in
Sect.2.2 to numerically solve the system (2.53) in those areas. In addition, we will compute
u* using a modified version of (2.55), which takes into account no vacuum velocity values
only. For instance, in the situation that corresponds to the “vacuum-no vacuum” setting
sketched in Fig. 1, we will take

1 Jr
M*:i Uuj.
Jr—Jje+1 Z_. !

J=Je
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Notice that since the proposed hybrid flux globalization based WB CU schemes are able to
preserve the combined “vacuum-no vacuum” steady states, the traveling wave solutions with
vacuum or semi-vacuum regions can also be captured exactly.

3 Numerical Examples

In this section, we demonstrate the performance of the proposed hybrid flux globalization
based WB CU scheme on a number of numerical examples. In all of them, unless specified
differently, we set o = 1 and use the homogeneous Neumann boundary conditions for p and
homogeneous Dirichlet boundary conditions for 7, namely, we use the following ghost cell
values:

po = P1s PN41 = PN, Mo =0, myip=0.

Furthermore, the damping coefficient y = 0 in Examples 4, 5, 8, and 9, while the linear
damping term is present in the rest of the numerical examples: y = 0.001 in Example 1,
y = 1 in Examples 2, 3, and 7 (Test 1-4), y = 0.05 in Example 7 (Test 5), and y = 0.01
in Examples 6 and 10. The communication function ¢ (x) = 0 in Examples 2, 3, 7, and 9,
while the Cucker—Smale damping term with

Y(x) = 3.1

(1+ lez)% .

is used in Examples 1, 4-6, 8, and 10.

We have integrated the ODE systems (2.6) and (2.34) using the three-stage third-order
strong stability preserving (SSP) Runge-Kutta method (see, e.g., [29, 30]) with a time step
computed at every time level using the CFL number 1/2, namely, by taking

Ax
_ ._ + -
At = Y Amax ‘= mjax {max (aj_’_%, aj+%)} . (3.2)

Example 1: Accuracy Test

In the first example, which is a modification of an accuracy test used in [6, 18], we verify
the experimental rate of convergence. To this end, we take P(p) = p2, V(x) = sin?(rrx),
W (x) = 0, and the following initial data:

p(x,0) =54 ¢ C™)  p(x, 0) = sin(cos(2mx)),

prescribed in the computational domain [0, 1] subject to the 1-periodic boundary conditions.
We compute the solutions at the final time ¢+ = 0.1 by the proposed hybrid WB CU scheme
on a sequence of uniform meshes with Ax = 1/100, 1/200, 1/400, 1/800, and 1/1600 and
obtain the reference solution using the same scheme but on a much finer uniform mesh with
Ax = 1/12800. We then calculate the L!-errors and the experimental rates of convergence
for both p and m. The obtained results are summarized in Table 1. As one can clearly see,
the proposed scheme achieves the expected second order of accuracy.
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Table 1 Example 1: L!-errors

and experimental convergence Ax L!-error in P Rate L'-errorin m Rate

rates 1/100 1.01e—3 - 1.48¢—3 -
1/200 2.36e—4 2.09 2.94e—4 2.33
1/400 5.73e-5 2.04 6.8le—5 2.11
1/800 1.51e=5 1.92 2.07e-5 1.72
1/1600 3.83e—6 1.98 5.67e—6 1.86

Table2 Example 2: L 1_and L®-errors in m and ¢ computed by the hybrid flux globalization based WB CU
scheme and the CKPS scheme

L1-error in m L®°-error in m Ll-errorin ¢ L -error in ¢
WB CU scheme 9.09e—17 2.96e—16 1.73e—15 5.33e—15
CKPS scheme 1.27e—16 1.03e—16 6.95e—15 3.55e—15

3.1 Well-Balanced Property Validation: Motionless Steady States

In this section, we study three numerical examples. We first consider two examples taken
from [12], in which the initial data correspond to the motionless steady states (1.9), the
external field V(x) = %x2 and the interaction potential W (x) = 0. We then consider an
example with the initial condition satistfying (1.9) at the continuous level only and with the

external field V (x) = 0 and the interaction potential W (x) = %xz.

Example 2: Motionless Steady State Without Vacuum Regions

In the second example, we take P(p) = p and the following initial conditions:

2
e /2

Jo e=**/2dx’

It is easy to verify that this initial setting satisfies the steady-state condition (1.9) and its
discrete version (2.25).

We use N = 100 uniform cells in the computational domain 2 = [—5, 5] and run the
simulations until the final time ¢ = 20. The discrete L'- and L>-errors are reported in Table
2. As one can see, both the proposed hybrid flux globalization based WB CU scheme and
the scheme developed in [12], which will be referred to as the CKPS scheme from here on,
can preserve the steady-state solution within the machine error.

p(x,0) = m(x,0) =0. 3.3)

Example 3: Motionless Steady State with Vacuum Regions and Its Small Perturbation

In the third example, we take P(p) = p2, which supports the vacuum regions. We consider
the following initial conditions:

- %(x +V3)(x —V3) ifxe[=-V3, V3],

0 otherwise,

p(x.0) = peg(x) = m(x,0) =0,
(3.4)
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Table3 Example 3: L 1_and L% -errors in m and ¢ computed by the hybrid flux globalization based WB CU
scheme and the CKPS scheme

L'-errorinm L®-error in m L'-errorin ¢ L®-errorin ¢
WB CU scheme 7.31e—17 3.08e—16 1.04e—16 2.22e—16
CKPS scheme 1.78e—16 1.69e—16 4.44e—16 4.44e—16
g x10° t=0.5 g x10° t=2.5 x10° t=4
—wBcU | | —WBCU —WB CU
6F--NWB CU, | gl --NwB cU 6l---NwB CU
CKPS : CKPS . CKPS

2 2 2

-5 0 5 -5 0 5 -5 0 5
s %10 t=0.5 8 %107 t=2.5 8 %10 t=4

—WBCU —WB CU —WB CU
6~ --NWB CU 6l ---NWB CU 61---NwB CU
CKPS CKPS CKPS

4 4 4

2 2 2 r/\]
0 - 0 0
2 -2 -2

5 0 5 5 0 5 5 0 5

Fig.4 Example 3: The difference p — peq computed at times ¢ = 0.5 (left column), # = 2.5 (middle column),
and ¢ = 4.0 (right column) using the hybrid flux globalization based WB CU, NWB CU, and CKPS schemes
with N = 100 (top row) and 1000 (bottom row) uniform cells

prescribed in the computational domain [—5, 5]. We first run the simulations with N = 100
uniform cells until the final time = 20 and compute the discrete L' - and L*-errors, reported
in Table 3. As one can see, both the hybrid flux globalization based WB CU scheme and
the CKPS scheme are capable of preserving the steady state even in the presence of vacuum
regions.

We then test the ability of the proposed scheme to capture small perturbations of steady
states. To this end, we modify p (x, 0) in the initial data in (3.4) by adding a small perturbation.
The modified initial condition is

0.01 ifx e[-0.75, —0.25],

px.0) = peq(x) + { 0 otherwise.

We compute the numerical solutions at three different times ¢t = 0.5, 2.5 and 4 using both
coarse and fine uniform meshes with N = 100 and N = 1000. The differences p(x,t) —
Peq(x) are plotted in Fig. 4, where the results computed by the hybrid flux globalization based
WB CU scheme and the CKPS scheme from [12] are compared with those computed using
the CU scheme from [36], which is non-well-balanced (NWB) when directly applied to the
studied system (1.1) and (1.2). As one can see in the top row of Fig. 4, when the coarse mesh
is used, the solutions computed by the WB CU and CKPS schemes are very similar, whereas
the solution computed by the NWB CU scheme is very different. When the mesh is refined
(see the bottom row of Fig.4), they seem to converge to the same solution and we can see
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Table4 Example4: L'-and L®-errorsin p andm computed at the time r = 10 by the hybrid flux globalization
based WB CU scheme and the CKPS scheme with unprepared discrete initial data

Ll-errorin p L -error in p L1-error in m L®°-error in m
WB CU scheme 7.31e—10 3.0le—10 3.08e—11 9.38e—12
CKPS scheme 7.35¢e—10 3.03e—10 1.83e—11 5.56e—12

Table5 Example4: L!- and L% -errorsin p and m computed at the time t = 60 by the hybrid flux globalization
based WB CU scheme and the CKPS scheme with unprepared discrete initial data

L1-error in P L°-error in p L1-error in m L®®-error in m
WB CU scheme 7.48e—10 3.08e—10 1.72e—16 1.29e—16
CKPS scheme 7.48e—10 3.08¢—10 8.40e—16 4.66e—16

that the initial perturbation first splits into two waves propagating in the opposite directions,
which later merge into one wave due to the influence of the potential term. This suggests
that the use of a NWB scheme leads to the appearance of nonphysical waves (which are
large when the mesh is coarse and are still visible in the fine NWB solution at the early time
t = 0.5) and emphasizes the importance of the WB property possessed by the proposed flux
globalization based WB CU scheme. In addition, both the WB CU and CKPS schemes are
capable of exactly preserving the motionless steady states (1.9) and hence their results are
very close on both the coarse and fine meshes.

Example 4: Convergence to Motionless Steady State

In the fourth example, we consider the same pressure function, the same initial conditions
(3.3) as in Example 2, but different V (x) = 0 and W(x) = %xz. Our goal is to show that it is
essential to prepare discrete steady-state data in order to verify the WB property of studied
schemes. We first take the initial cell averages

2
eij/2

Jo e—**/2dx

which are not at a discrete steady state as they do not satisfy (2.25). We then use the proposed
hybrid WB CU and CKPS schemes to compute the numerical solutions until the final time
t = 10 on N = 200 uniform cells. The obtained discrete L!- and L®-errors, that is, the
norms of the differences {o; (10) —p; (O)}ﬁ-\’=l and {m;(10) —m; (0)}?’= | are reported in Table
4. As one can clearly see, neither of the two studied schemes can preserve the steady state
within the machine error since the initial data are not prepared and the values ¢; are not
initially constant.

It should be pointed out that it is a nontrivial task to construct prepared initial conditions
mentioned in Remark 2.7. We therefore run the simulations again with the same initial data
(3.5) but until a longer time ¢+ = 60 and report the differences {ﬁj (60) — ﬁj (0)}?':1 and

5 (0) = p(xj,0) = . mi(0) =0, (35)

{m; (60) —m; (O)}?’:1 in Table 5. As one can see, the errors in p are about the same as at the
time ¢ = 10, while the errors in m decay to the machine error.

In addition, at every time step we compute the L'-norm of the differences in p and m
between the current solution and the solution at the previous time step. From the obtained
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Fig. 5 Example 4: The L1-norm of the differences in p (left) and m (middle) between the current solution
and the solution at the previous time step, and the obtained discrete steady-state densities (right)

Table6 Example 4: L L and L®®-errors in p and m computed by the hybrid flux globalization based WB CU
scheme and the CKPS scheme with the prepared discrete initial data

L1 error in p L% -error in p L1 errorin m L -error in m
WB CU scheme 5.65e—16 3.89¢e—16 2.31e—16 2.22e—16
CKPS scheme 4.48e—16 421e—16 2.94e—14 1.55e—14

results shown in Fig. 5(left and middle), one can clearly see that by the final time the discrete
steady states have been already reached by both of the two studied schemes. In Fig. 5 (right),
we plot the obtained discrete steady-state densities, which are almost the same. Finally, we
use these discrete densities, which can be considered as “prepared” steady-state densities,
and m;(0) = O as initial data and repeat the simulation until the final time ¢+ = 10 to test
the WB property of the studied schemes. As expected, both of them can exactly preserve
the discrete steady state (2.25) within the machine error; see Table 6, where we compute
the differences between the numerical solutions at the final time # = 10 and the “prepared”
initial data, and compare them with the results reported in Tables 4 and 5.

3.2 Applications to Various Free Energy Models

In this section, we apply the proposed hybrid flux globalization based WB CU scheme to a
variety of models with different choices of the free energy. For most of these models analytical
results are limited. The examples considered in this section are taken from [7, 12].

Example 5: Model with the Cucker-Smale Damping Term and Attractive Potential

In the fifth example, we consider the model with the Cucker—Smale damping term, no linear
damping and attractive potential (H(x) = V(x) = %xz). We take P(p) = p and consider
the following initial data:

0.2+ 5cos (%)
Jq (024 5c0s (53)) dx

prescribed in the computational domain Q = [—5, 5]. We compute the numerical solutions
at two intermediate times ¢ = 0.7 and 2, and a large final time ¢ = 15 using N = 50, 200,
and 1000 uniform cells and plot the obtained results (p, m, and ¢) in Fig. 6. Our coarse mesh
(N = 50) results seem to be in a good agreement with those reported in [12, Example 3.2],
where a finer mesh with N = 200 was used. When we refine the mesh the solution becomes

p(x,0) =

Yz 2
. m(x,0) = —0.05sin (ﬁ)’
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5 0 5 o4 2 0 2 4 5 0 5

Fig. 6 Example 5: Time snapshots of p (left column), m (middle column), and ¢ (right column) computed
by the hybrid flux globalization based WB CU scheme using N = 50 (top row), 200 (middle row), and 1000
(bottom row) uniform cells

much shaper as it develops kinks in p and ¢, and a jump discontinuity in m at x = 0 at an
intermediate time # = 2. One can also observe some kinks at a smaller time ¢ = 0.7. This
type of the solution behavior may be attributed to the lack of linear damping term. Finally,
by the very large final time ¢t = 15, the solution has almost converged to the steady state with
m =0, ¢ = Const.

Example 6: Model with the Cucker-Smale Damping Term and Attractive Kernel

In the sixth example, we consider the same pressure function and the same initial conditions as
in Example 5, but we now take H (x) = W (x)* p with the interaction potential W (x) = %xz.
We compute the numerical solutions at two intermediate times ¢+ = 2.5 and 5, and a large
final time ¢ = 75 using N = 200 uniform cells and plot the obtained results in Fig. 7 (top
row). Since the presence of linear damping term (although with a small coefficient), the
results, especially the density and momentum fields, have quite smaller oscillations than
those observed in Example 5.

Compared with the results reported in [12, Example 3.3], our numerical solution seems
to faster converge to the steady state; compare the solutions at ¢ = 5 in Fig. 7 and [12, Figure
3]. In order to numerically investigate whether the faster convergence results are correct, we
refine the mesh and repeat the computation using N = 1000 uniform cells. The results are
reported in Fig. 7 (bottom row), where one can see that our fine mesh solution is very close
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Fig.7 Example 6: Time snapshots of p (left column), m (middle column), and ¢ (right column) computed by
the hybrid flux globalization based WB CU scheme using N = 200 (top row) and 1000 (bottom row) uniform
cells

to our coarse mesh solution. This suggests that the convergence dynamics computed by the
proposed hybrid flux globalization based WB CU scheme is quite accurate.

Example 7: Hydrodynamic Generalization of the Keller-Segel System

In the seventh example, we consider the hydrodynamic extension of the Keller—Segel model
proposed in [16] and takes into account the inertia of the biological entities. In this model,
the potential H (x) = W (x) * p and we consider different kernels W and different pressure
functions P(p) = op”. In Tests 1-4, we use the homogeneous kernels W(x) = |x|*/«,
where @ > —1 as introduced in [8], where by convention we set W (x) = In |x| for o« = 0.
In Test 5, we use the Morse-type potential as in [11] with W (x) = —e"x|2/2/2n. For the
studied generalized Keller—Segel model there are three possible regimes depending on « and
v (see [8]): diffusion dominated (v > 1 — «), balanced (v = 1 — «) in which a critical
mass separates self-similar and blow-up behavior, and aggregation-dominated (v < 1 — @)
regimes.

Test 1 We first take W(x) = 2./[x]| and P(p) = ,0%, which correspond to the diffusion-
dominated regime. We consider the following initial conditions:

e—4(x+2)2/10 +e—4(x—2)2/10

fQ(€74(x+2)2/10 + 674(/‘72)2/10) dx ) m(xy 0) = Os

p(x,0) =

prescribed in the computational domain Q2 = [—8, 8]. We compute the numerical solution
at two intermediate times + = 3.7 and 11, and a large final time t = 70 using N = 200
uniform cells and plot the obtained results (p, m, and ¢) in Fig.8. As one can see, the
solution approaches to a compactly supported steady state. As expected, at the steady state
the variation of the free energy with respect to the density p has a constant value only within
the support of the density. We note that our results are in good agreement with those reported
in [12, Example 3.8] though as in Example 6 our solution seems to converge to the steady
state somewhat faster; see the solution at time ¢t = 11 in Fig. 8 and [12, Figure 8].
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Fig. 8 Example 7, Test 1: Time snapshots of p (left), m (middle), and ¢ (right) computed by the hybrid flux
globalization based WB CU scheme using N = 200 uniform cells
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Fig. 9 Example 7, Test 2: Time snapshots of p (left), m (middle), and ¢ (right) computed by the hybrid flux
globalization based WB CU scheme using N = 200 uniform cells

Test 2 We then take a singular interaction potential W(x) = In|x| and P(p) = 3,0% (this
setting also corresponds to the diffusion-dominated regime). The initial data,

efx2/16

)= ———
p(x ) fg(e_x2/l6) dx

m(x,0) =0,

are prescribed in the computational domain 2 = [—8, §]. We compute the numerical solution
at times ¢t = 10, 20, and a large final time ¢ = 250 using N = 200 uniform cells and plot
the obtained results (o, m, and ¢) in Fig.9. We observe that the final compactly-supported
density profiles have slightly different shapes due to the balances between the attraction
from the local kernel W (x) and the repulsion caused by the diffusion of the pressure P(p).
Comparing the obtained results with their counterparts reported in [7, Figure 3.9], we observe
that the solution computed by our scheme converges to the steady state much faster. As one
can see, at t = 10 the density component of our solution is closer to the steady-state density
profile while the momentum is larger than the one reported in [7, Figure 3.9], which indicates
faster convergence. At a later time ¢t = 20, our solution is already almost at the steady state,
which once again indicates much faster convergence. These results are confirmed by the
mesh refinement study not reported here for the sake of brevity.

Test 3 Next, we take the same singular interaction potential W(x) = In|x|, but the linear
pressure P(p) = p. This scenario corresponds to the balanced regime, and there is a critical
mass separating the global-in-time from the finite-time blowup solutions. We consider the
following initial data:

Mo efx2/16
fQ(e—XQ/lé) dx

where My is the total mass of the system. We take Mo = 0.1, which is relatively small and
is expected to lead to the global-in-time solution.

p(x,0) = , m(x,0)=0,
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Fig. 10 Example 7, Test 3: Time snapshots of p (left), m (middle), and ¢ (right) at times ¢+ = 5, 15, and 60
computed by the hybrid flux globalization based WB CU scheme using N = 200 uniform cells
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Fig. 11 Example 7, Test 3: The profiles of p (left), m (middle), and ¢ (right) at a very large time ¢ = 200
computed by the hybrid flux globalization based WB CU scheme using N = 200 and 1000 uniform cells

We set the computational domain Q2 = [—8, 8] and use N = 200 uniform cells to compute

the numerical solutions attimes t = 5, 15, and 60. The obtained results (p, m, and ¢ ) are shown
in Fig. 10, where the numerical solution is clearly global-in-time and diffusion-dominated.
By the time ¢ = 60, the solution is already almost at discrete steady state, which is unlike
the steady density reported in [7, Figure 3.7(a)] is not uniform. This can be clearly seen in
Fig. 11, where we plot the numerical solution at even larger time t = 200 using N = 200 and
1000 uniform cells—these solutions are already at the discrete steady state and the density
is clearly nonuniform.
Test 4 For the next simulation, we select a larger total mass My = 3 while keeping the same
other settings as in Test 3. In this case, the total mass is above the critical one and the solution
(p) is expected to blow up within a finite time as supported by our numerical results presented
in Figs. 12—14. First, in Fig. 12, we show that the solutions computed using three different
meshes with N = 51, 201, and 801 uniform cells at times ¢t = 3, 6, and 7.5. One can observe
the aggregation phenomenon as the mass concentrates near x = 0. One can also see that the
obtained solutions have not reached the discrete steady state as both m and ¢ are far from
being uniform at t = 7.5. We note that though qualitatively p in Fig. 12 behaves similarly
to the density reported in [7, Figure 3.8], the aggregation in our simulations seems to occur
faster and by the time ¢ = 7.5 our solution is already close to the blowup as the maximum of
p grows roughly by a factor of 4 at every mesh refinement (notice that when é-functions are
represented using the finite-volume uniform cell approximation their magnitude are expected
to be proportional to 1/Ax).

We then perform a careful numerical blowup investigation. We begin with computing the
behavior of the maximum of p as a function of time using four consecutive meshes with
N = 51,201, 801, and 3201. The obtained results are reported in Fig. 13(left), where one can
clearly see that the maxima of all of the four discrete solutions keep to increase. In order to
more accurately predict the blowup time, we also plot the ratio || 2"V /110" |00 as well
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Fig. 12 Example 7, Test 4: Time snapshots of p (left column), m (middle column), and ¢ (right column)
computed by the hybrid flux globalization based WB CU scheme using N = 51 (top row), 201 (middle row),
and 801 (bottom row) uniform cells
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Fig. 13 Example 7, Test 4: The maximum value of p (left), the ratio || p4N -3 oo/l pN ||loo (middle), and the
maximum and minimum of m (right) as functions of time
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Fig. 14 Example 7, Test 4: The profiles of p at time # = 10 computed by the hybrid flux globalization based
WB CU scheme using N = 51 (left), 201 (middle), and 801 (right) uniform cells
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Fig. 15 Example 7, Test 5: Time evolution of p (left) and time snapshots of m (middle) and ¢ (right) computed
by the hybrid flux globalization based WB CU scheme

as the maximum and minimum of m as functions of time for different N in the middle and
right panels of Fig. 13. The 10 73|00 /11o™ |loo curves clearly approach 4 but the blowup
time cannot be predicted with a high accuracy just from this graph. We note that at post-
blowup times the computed solution may lose its symmetry and may exhibit a nonregular
behavior. Indeed, we can see this in Fig. 13 (left) as the maximum of p computed on the finest
mesh with N = 3201 starts oscillating after about + = 14, which means that the blowup has
already occurred by then. As an additional blowup indicator, we consider the behavior of the
maximum and minimum of m for different N as function of time; see Fig. 13 (right). In fact,
the maximum and minimum curves are supposed to be symmetric with respect to the line
m = 0. One can see that this is the case at pre-blowup times, but after the blowup occurs the
symmetry is lost and the magnitude of m starts increasing. This gives us an indication that
the blowup time is about ¢+ = 10. Finally, in Fig. 14, we show p computed at the time t = 10
using N = 51, 201, and 801 uniform cells, and the blowup can be clearly seen in this figure.
Test 5 In the final test, we consider a Morse-type potential W (x) = —e ™™ /2 /27, for
which the attraction between two bumps of density separated at a considerable distance is
quite weak. However, when enough time has passed and the bumps get closer, they merge
in an exponentially fast pace due to the convexity of the Gaussian potential, and a new
equilibrium is reached with just one bump. The interesting fact about this system is therefore
the existence of two timescales: the time to get the bumps of density close enough, which
could be very slow, and the time to merge the bumps, which is exponentially fast in time.

In order to verify that the proposed hybrid flux globalization based WB CU scheme can
capture this type of solution behavior, we use the setting from [12, Example 3.8 with Morse-
type potential] and consider the initial density containing three bumps. In particular, the initial
data,

1.2 (742 4 0=I/2 4 (550-0-897/2
Jo (emCH+37/2 4 o= (=392 4 0.55¢~(x=8.57%/2) dx

p(x,0) = , m(x,0) =0,

are prescribed in the computational domain Q2 = [—8, 12]. We take the pressure function
P(p) = p3 and compute the numerical solutions using N = 200 uniform cells at times
t = 100 and 270, and a large final time ¢t = 3000. The obtained results are depicted in Fig. 15
. As one can see, first the two central bumps of density merge after some time, and then the
third bump, with less mass, starts getting closer until it also blends. Notice that compared
with the results reported in [12, Figure 10] the evolution process is substantially faster in
our computations. This can also be seen in the evolution of ¢, whose initial profile is very
complicated, but eventually it converges to a simple steady state with constant value on the
compact support of p. One can observe that unlike the solution reported in [12, Figure 10(c)],
¢ is already near its steady state at the time r = 270.
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Fig. 16 Example 8: Time snapshots of p (left), m (middle), and ¢ (right) computed by the hybrid flux
globalization based WB CU scheme
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Fig. 17 Example 8: The difference between the computed and the background densities computed at times
t = 0.5 (left column), # = 1.5 (middle column), and ¢ = 3.0 (right column) using the hybrid flux globalization
based WB CU and NWB CU schemes with N = 100 (top row) and 1000 (bottom row) uniform cells

3.3 Traveling Wave

In this section, we demonstrate the ability of the hybrid flux globalization based WB CU
scheme to accurately capture a traveling wave and its small perturbation.

Example 8: Traveling Wave and Its Small Perturbation

In the eighth example, we first demonstrate that the proposed hybrid flux globalization based
WB CU scheme can capture the traveling wave solution (1.10) exactly. We take W (x) = %xz
and P(p) = p. Our goal is to capture the traveling wave solution given by

e—(x—ut)2/2

Jr e~ /2 dx’
We prescribe the initial data p j (0) = prw(x;) and u;(0) = 0.2 on the interval [-5, 5]. We
run the simulation using N = 200 uniform cells until the final time # = 30. The obtained

results are plotted in Fig. 16. As one can see, the exact density profile is simply advected to
the right with the constant velocity u, and ¢ is also kept constant. This is confirmed by the

p(x, 1) = prw(x —u*t) = ulx,t) =u*=0.2.
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Table 7 Example 8: L'- and L®-errors in u and ¢ computed by the hybrid flux globalization based WB CU
scheme at three different times

L' error in u L -error in u L' errorin ¢ L®-errorin ¢
t=10 7.31e—15 6.91e—15 8.75e—15 8.88e—15
t=20 5.17e—15 3.48e—15 9.52e—15 8.88e—15
t =30 5.28e—15 7.28e—15 1.04e—14 8.88e—15
o x10* t=10.05 g x107% g x10%

---N =400 ---N =400
— N = 4000 — N = 4000
4 [ 4 4
2 2 2
0 ! 0 0
-2 -1 0 1 2 -2 -1 0 1 2 -2 -1 0 1 2

Fig. 18 Example 9: The difference p — peq computed at times ¢ = 0.05 (left), 0.1 (middle), and 0.2 (right)
using the hybrid flux globalization based WB CU scheme with N = 400 and 4000 uniform cells

L'- and L>-errors reported in Table 7, where one can clearly see that the proposed hybrid
WB CU scheme is capable of accurately capturing the traveling wave within the machine
error. Notice that the computational domain translates in time as explained in Sect.2.3, and
at the final time ¢ = 30 the domain is [1, 11]. We also point out that the CKPS scheme fails
to maintain constant # and ¢; see [12, Example 3.5].

We then use the same initial velocity while add a small perturbation of size 1073 in the
interval [—2.25, —2] to the initial discrete density profile as it was done in Example 4, and
compute the numerical solutions by the hybrid flux globalization based WB CU scheme
and the NWB CU scheme at three different times + = 0.5, 1.5, and 3 using both N = 100
and 1000 uniform cells. The differences between the computed and background densities
are plotted in Fig. 17. As one can clearly see, the hybrid flux globalization based WB CU
scheme is capable of capturing the small perturbation without generating unphysical waves
both on the coarse and fine meshes. At the same time, the NWB CU scheme produces large
unphysical waves when the coarse mesh is used. Even though the magnitude of these waves
significantly reduces when the mesh is refined, the advantage of the proposed hybrid flux
globalization based WB CU scheme over its simpler counterpart seems to be obvious.

3.4 Well-Balanced Property Validation: Moving Steady States

In this section, our goal is to demonstrate that the proposed hybrid flux globalization based
WB CU scheme is capable of exactly preserving the moving steady states (1.5) with m # 0
and accurately capturing their small perturbation. We would like to point out that in the two
examples considered in this section (Examples 9 and 10), we only test by the proposed hybrid
WB CU scheme and do not compare it with the CKPS scheme, since the latter scheme cannot
preserve moving steady states.
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Table8 Example 9: L 1_and L®-errors in m and E computed by the hybrid flux globalization based WB CU
scheme at three different times

Ll-errorinm L®°-error in m Ll-errorin E L*®-error in E
t=10 1.55e—13 1.28e—13 6.04de—14 3.20e—14
t =30 4.30e—13 1.68e—13 6.80e—14 3.20e—14
t =50 2.60e—13 1.13e—13 8.40e—14 391le—14
4 m E
125.632800409985
4.03 60.000000000005 125.63280040998
125.632800409975
4.02 U o
60 ---=- I 125.63280040997 I
4.01 125.632800409965
59.999999999995 125.63280040996
4
2 -1 0 1 2 2 0 2 2 0 2

Fig. 19 Example 10: The profiles of the moving steady state (o (left), m (middle), and E (right)) computed
by the hybrid flux globalization based WB CU scheme

Example 9: Simple Moving Steady State

In the ninth example, we take P(p) = 2,0%, W(x) =0, and

2
cos“ (0.5 x), e [—1,1],
Vi) = ( x), xe€l ' ]
0, otherwise.

The initial data are given in terms of m and E:
m(x,0) =4, E(x,0) =20,

which are prescribed in the computational domain [—2, 2] and satisfy (1.5). Clearly, the
corresponding discrete initial data, m;(0) = 4 and E;(0) = 20, satisfy (2.26). The initial
values p ;(0) can then be obtained by numerically solving equations (2.10), which, since in
this example y = 0 and W (x) = ¥ (x) = 0, reduce to the following algebraic equations:

8
0=——54+6,/0;0)+V(x;), J=jts-ousr
(0 (0))? / ! '

We first set the free boundary conditions and apply the proposed WB CU scheme to
compute the solution at ¢+ = 10, 30, and 50 using N = 400 uniform cells and observe that
the errors in both m and E, that is, the norms of the differences {m;(t) —m; (0)}?':1 and
{Ej(t) - E; (0)}?': | remain very small in this long-time simulations; see Table 8.

We then modify the initial data by adding a small perturbation of size 107> to the cell
averages of the steady-state density in the interval [—0.1, 0.1] and compute the numerical
solutions on two uniform meshes with N = 400 and 4000 cells at three times t = 0.05, 0.1,
and 0.2. The differences p (x, 1) — peq (x), Where peq (x) is the background steady-state density,
are plotted in Fig. 18, where one can clearly see that the proposed hybrid flux globalization
based WB CU scheme accurately captures small perturbations of the studied steady state.
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Fig.20 Example 10: The difference p — peq computed at times ¢ = 0.01 (left), 0.05 (middle), and 0.1 (right)
using the hybrid flux globalization based WB CU scheme with N = 100 and 500 uniform cells

Table 9 Example 10: L!- and L®-errors in m and E computed by the hybrid flux globalization based WB
CU scheme

Ll errorinm L% -error in m Ll-errorin E L%>-errorin E

2.46e—13 2.27e—13 9.06e—13 7.96e—13

Example 10: Convergence to Moving Steady State

First, we would like to point out that when ¥ (x) 7% 0 and either y # 0 or W(x) # 0, it
is hard to analytically obtain the steady-state solutions as it was done in a simpler case in
Example 9. Therefore, in the final example, we proceed as in Example 4, namely, we first
study the convergence towards a moving steady state.

We take y = 0.01, P(p) = p%, W) = xe‘loxz, and

2 _
Vi) = cos“(rx), x €[-0.5,0.5],

0, otherwise.

We consider the following initial data:
px.0)=4+e " m(x,00=0,

which are prescribed in the computational domain [—2, 2], and set the following Dirichlet
boundary conditions:

00,1) =4, m(0,1) = 60.

We compute the numerical solution by the hybrid flux globalization based WB CU scheme
using N = 100 uniform cells until the final time = 150. By this time, the solution converges
to a moving steady state as can be clearly seen in Fig. 19.

We then use the obtained discrete steady-state solutions plotted in Fig. 19 as initial data
and run the simulations until the final time r = 5. We compute the discrete L'- and L>-errors
in m and E, and report the results in Table 9. As one can see, the errors are very small.

Finally, we add a small perturbation to the density of the obtained discrete steady-state
solution, which we denote by peq(x), and consider the following initial data:

1073, xe[-1.1,-0.9],
p(x,0) = peq(x) + : m(x, 0) = 60,
0, otherwise,
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subject to the homogeneous Neumann boundary conditions. We compute the numerical
solutions by the hybrid flux globalization based WB CU scheme at times ¢ = 0.01, 0.05, and
0.1 using N = 100 and 500 uniform cells and plot the obtained results in Fig.2Q As one can
observe, both the low- and high-resolution results are oscillation-free and the propagating
perturbation is well captured by the proposed scheme.

Funding Open access funding provided by University of Zurich The work of A. Kurganov was supported
in part by NSFC Grants 12111530004 and 12171226, and by the fund of the Guangdong Provincial Key
Laboratory of Computational Science and Material Design (No. 2019B030301001). The work of Y. Liu was
supported in part by SNF Grants 200020_204917 and FZEB-0-166980.

Data availability The data that support the findings of this study and FORTRAN codes developed by the
authors and used to obtain all of the presented numerical results are available from the corresponding author
upon reasonable request.

Declarations

Conflict ofinterest On behalf of all authors, the corresponding author states that there is no conflict of interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

A Solving the Nonlinear Algebraic Equations in (2.17)

In this appendix, we describe how to solve the nonlinear equations in (2.17) using Newton’s
method.
We first rewrite (2.17) as

2
(75.1)
ot == (ot V+H. 40, —E", =0, (A.1)
p]+1 R 2 p]+% j+l j+l j+; = .
2(v1.1)
2
m.
T m(p- H E-, =0 A2
— e TPy ) H i 40y - B, =00 (A
*(77)
Given the point values H e 0. i1 and the one-sided point values mjE ],E# | » We numer-
J Jt3 its

ically solve equations (A.1) and (A.2) for p ! and ,0 e respectively, following the lines

of [34]. Here, we describe how to solve (A. 1) only and the solution of (A.2) can be obtained
in a similar way.
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If m;‘l‘ = 0, then (A.1) admits a unique positive solution
2

ET —H. 1 —0.. 1
d T T C
exp A : - ifv=1,
o
+
p. 1= L
Jjt+3 (U_I)(E7+l_Hj+%_Qj+%) VT
-2 ifv>1.
ov

Otherwise, the solution of (A.1) may not be unique. A physically relevant solution will then
be chosen using the Mach number, which is defined as

gl
j+3 v+1
’ OVPji1
(when we solve (A.2), the Mach number will be given by M;% =14,/ /aup;“). Itis easy
to check that if MLI = 1, which corresponds to the sonic case, then the function ®(p)
2

vanishes precisely at the point of its local minimum ,oar , namely, at

mt
&f ifv=1,
Pl =py = c
Jt3 m* S\ T
Tt ify> 1.
AoV

If /\/l+ ! > 1 (/\/iJr ! < 1), that is, in the supersonic (subsonic) case, we use Newton’s

method to obtain the numerlcal solutions of (A.1). To this end, one needs to have a proper
initial guess p*. We look for p* in the domain where ®(p) is convex, that is, in

s
05,0<,0]+:= 32 ifv=1,
3o
mt )
0<p<py:= WZ—U) ifl <v <2,
p>0 ifv > 2.

Moreover, if ./\/l;_ , > 1, then we need to take p* < par . Thus, one can take

. {pr ifv=1,

2
,ozr ifl <v <2,

and if v > 2, we must ensure that ®(p*) > 0. If M‘/:l < 1, then we need to take p* > ,0(3F

and to ensure that ®(p*) > 0.
Finally, we provide the reader with the detailed algorithm for finding a proper initial guess
*

p*.
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Algorithm A.1 ( Selecting p*)
Choose § > 0, A1 € (0,1) and »p > 1.

° If./\/l;+l > 1 (supersonic case), then:
2

1. Ifv =1, take p* = p]'”';
2.If1 <v<2,takep*:p;';
3. Ifv > 2, then:
Step L. Set p* := min(par, Pjt1)s
Step II. Compute @ (p*);
Step IIL If ©(p*) < §, then set p* = A1 p* and go back to Step 1L

° If./\/l;_, < 1 (subsonic case), then:
2

Step L. Ser p* := max(p(')", Pjt1)s
Step II. Compute @ (p*);
Step IIL. If ®(p*) < &, set p* = hop™* and go back to Step IL

Remark A.1 In all of our numerical experiments, we have used § = 1074, A; = 0.9 and
A =1.1.

Remark A.2 When Eq. (A.2) is solved, p; | in Step I of Algorithm 1 should be replaced with
P

References

1. Audusse, E., Bouchut, F., Bristeau, M.-O., Klein, R., Perthame, B.: A fast and stable well-balanced scheme
with hydrostatic reconstruction for shallow water flows. SIAM J. Sci. Comput. 25, 2050-2065 (2004)
2. Barbaro, A.B.T., Caiizo, J.A., Carrillo, J.A., Degond, P.: Phase transitions in a kinetic flocking model of
Cucker—Smale type. Multiscale Model. Simul. 14, 1063-1088 (2016)
3. Bollermann, A., Chen, G., Kurganov, A., Noelle, S.: A well-balanced reconstruction of wet/dry fronts for
the shallow water equations. J. Sci. Comput. 56, 267-290 (2013)
4. Bollermann, A., Noelle, S., Lukid¢ova-Medvidova, M.: Finite volume evolution Galerkin methods for the
shallow water equations with dry beds. Commun. Comput. Phys. 10, 371-404 (2011)
5. Calvez, V., Carrillo, J.A., Hoffmann, F.: Equilibria of homogeneous functionals in the fair-competition
regime. Nonlinear Anal. 159, 85-128 (2017)
6. Cao, Y., Kurganov, A., Liu, Y., Xin, R.: Flux globalization based well-balanced path-conservative central-
upwind schemes for shallow water models. J. Sci. Comput. 92. Paper No. 69 (2022)
7. Carrillo, J.A., Castro, M.J., Kalliadasis, S., Perez, S.P.: High-order well-balanced finite-volume schemes
for hydrodynamic equations with nonlocal free energy. SIAM J. Sci. Comput. 43, A828-A858 (2021)
8. Carrillo, J.A., Chertock, A., Huang, Y.: A finite-volume method for nonlinear nonlocal equations with a
gradient flow structure. Commun. Comput. Phys. 17, 233-258 (2015)
9. Carrillo, J.A., Choi, Y.-P., Tadmor, E., Tan, C.: Critical thresholds in 1D Euler equations with non-local
forces. Math. Models Methods Appl. Sci. 26, 185-206 (2016)
10. Carrillo, J.A., Choi, Y.-P.,, Zatorska, E.: On the pressureless damped Euler-Poisson equations with
quadratic confinement: critical thresholds and large-time behavior. Math. Models Methods Appl. Sci.
26, 2311-2340 (2016)
11. Carrillo, J.A., Huang, Y., Martin, S.: Explicit flock solutions for Quasi—-Morse potentials. Eur. J. Appl.
Math. 25, 553-578 (2014)
12. Carrillo, J.A., Kalliadasis, S., Perez, S.P., Shu, C.-W.: Well-balanced finite-volume schemes for
hydrodynamic equations with general free energy. Multiscale Model. Simul. 18, 502-541 (2020)
13. Caselles, V., Donat, R., Haro, G.: Flux-gradient and source-term balancing for certain high resolution
shock-capturing schemes. Comput. Fluids 38, 16-36 (2009)
14. Castro, M.J., Morales de Luna, T., Parés, C.: Well-balanced schemes and path-conservative numeri-
cal methods. In: Xing, Y. (ed.) Handbook of Numerical Methods for Hyperbolic Problems, vol. 18 of
Handbook of Numerical Analysis, pp. 131-175. Elsevier, Amsterdam (2017)

@ Springer



Journal of Scientific Computing (2023) 95:95 Page370f38 95

20.

21.

22.
23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

37.

38.

39.

40.

41.

42.

43.

. Castro, M.J., Pardo Milanés, A., Parés, C.: Well-balanced numerical schemes based on a generalized

hydrostatic reconstruction technique. Math. Models Methods Appl. Sci. 17, 2055-2113 (2007)
Chavanis, P.H., Sire, C.: Kinetic and hydrodynamic models of chemotactic aggregation. Phys. A 384,
199-222 (2007)

Cheng, Y., Chertock, A., Herty, M., Kurganov, A., Wu, T.: A new approach for designing moving-water
equilibria preserving schemes for the shallow water equations. J. Sci. Comput. 80, 538-554 (2019)
Cheng, Y., Kurganov, A.: Moving-water equilibria preserving central-upwind schemes for the shallow
water equations. Commun. Math. Sci. 14, 1643-1663 (2016)

Chertock, A., Cui, S., Kurganov, A., Ozcan, SN., Tadmor, E.: Well-balanced schemes for the Euler
equations with gravitation: conservative formulation using global fluxes. J. Comput. Phys. 358, 36-52
(2018)

Chertock, A., Herty, M., Ozcan, S.N.: Well-balanced central-upwind schemes for 2 x 2 systems of balance
laws. In: Klingenberg, C., Westdickenberg, M. (eds.) Theory, Numerics and Applications of Hyperbolic
Problems I, vol. 236 of Springer Proceedings in Mathematics & Statistics, pp. 345-361. Springer, Berlin
(2018)

Chertock, A., Kurganov, A., Liu, X., Liu, Y., Wu, T.: Well-balancing via flux globalization: applications
to shallow water equations with wet/dry fronts. J. Sci. Comput. 90. Paper No. 9 (2022)

Cucker, F., Smale, S.: Emergent behavior in flocks. IEEE Trans. Autom. Control 52, 852-862 (2007)
Donat, D., Martinez-Gavara, A.: Hybrid second order schemes for scalar balance laws. J. Sci. Comput.
48, 52-69 (2011)

Duran-Olivencia, M.A., Goddard, B.D., Kalliadasis, S.: Dynamical density functional theory for
orientable colloids including inertia and hydrodynamic interactions. J. Stat. Phys. 164, 785-809 (2016)
Fjordholm, U.S., Mishra, S., Tadmor, E.: Well-balanced and energy stable schemes for the shallow water
equations with discontinuous topography. J. Comput. Phys. 230, 5587-5609 (2011)

Gascon, L., Corderdn, J.M.: Construction of second-order TVD schemes for nonhomogeneous hyperbolic
conservation laws. J. Comput. Phys. 172, 261-297 (2001)

Goddard, B.D., Nold, A., Savva, N., Pavliotis, G.A., Kalliadasis, S.: General dynamical density functional
theory for classical fluids. Phys. Rev. Lett. 109, 120603 (2012)

Goddard, B.D., Pavliotis, G.A., Kalliadasis, S.: The overdamped limit of dynamic density functional
theory: rigorous results. Multiscale Model. Simul. 10, 633-663 (2012)

Gottlieb, S., Ketcheson, D., Shu, C.-W.: Strong Stability Preserving Runge—Kutta and Multistep Time
Discretizations. World Scientific Publishing Co Pte. Ltd., Hackensack (2011)

Gottlieb, S., Shu, C.-W., Tadmor, E.: Strong stability-preserving high-order time discretization methods.
SIAM Rev. 43, 89-112 (2001)

Jin, S., Wen, X.: Two interface-type numerical methods for computing hyperbolic systems with
geometrical source terms having concentrations. SIAM J. Sci. Comput. 26, 2079-2101 (2005)
Kliakhandler, I., Kurganov, A.: Quasi-Lagrangian acceleration of Eulerian methods. Commun. Comput.
Phys. 6, 743-757 (2009)

Kurganov, A.: Finite-volume schemes for shallow-water equations. Acta Numer. 27, 289-351 (2018)
Kurganov, A., Liu, Y., Xin, R.: Well-balanced path-conservative central-upwind schemes based on flux
globalization. J. Comput. Phys. 474, Paper No. 111773 (2023)

Kurganov, A., Liu, Y., Zeitlin, V.: A well-balanced central-upwind scheme for the thermal rotating shallow
water equations. J. Comput. Phys. 411, Paper No. 109414 (2020)

Kurganov, A., Noelle, S., Petrova, G.: Semi-discrete central-upwind schemes for hyperbolic conservation
laws and Hamilton—Jacobi equations. SIAM J. Sci. Comput. 23, 707-740 (2001)

Kurganov, A., Petrova, G.: A second-order well-balanced positivity preserving central-upwind scheme
for the Saint—Venant system. Commun. Math. Sci. 5, 133-160 (2007)

Lie, K.-A., Noelle, S.: On the artificial compression method for second-order nonoscillatory central
difference schemes for systems of conservation laws. SIAM J. Sci. Comput. 24, 1157-1174 (2003)

Liu, X., Chen, X., Jin, S., Kurganov, A., Yu, H.: Moving-water equilibria preserving partial relaxation
scheme for the Saint—Venant system. SIAM J. Sci. Comput. 42, A2206-A2229 (2020)
Martinez-Gavara, A., Donat, R.: A hybrid second order scheme for shallow water flows. J. Sci. Comput.
48, 241-257 (2011)

Nessyahu, H., Tadmor, E.: Nonoscillatory central differencing for hyperbolic conservation laws. J.
Comput. Phys. 87, 408-463 (1990)

Noelle, S., Xing, Y., Shu, C.-W.: High-order well-balanced finite volume WENO schemes for shallow
water equation with moving water. J. Comput. Phys. 226, 29-58 (2007)

Ricchiuto, M.: An explicit residual based approach for shallow water flows. J. Comput. Phys. 280, 306344
(2015)

@ Springer



95

Page 38 of 38 Journal of Scientific Computing (2023) 95:95

44,

45.

46.

47.

48.

Sweby, P.K.: High resolution schemes using flux limiters for hyperbolic conservation laws. SIAM J.
Numer. Anal. 21, 995-1011 (1984)

Xing, Y.: Numerical methods for the nonlinear shallow water equations. In: Abgrall, R., Shu, C.-W. (eds.)
Handbook of Numerical Methods for Hyperbolic Problems, vol. 18 of Handbook of Numerical Analysis,
pp. 361-384. Elsevier, Amsterdam (2017)

Xing, Y., Shu, C.-W.: A survey of high order schemes for the shallow water equations. J. Math. Study 47,
221-249 (2014)

Yatsyshin, P., Savva, N., Kalliadasis, S.: Spectral methods for the equations of classical density-functional
theory: relaxation dynamics of microscopic films. J. Chem. Phys. 136, 124113 (2012)

Yatsyshin, P., Savva, N., Kalliadasis, S.: Geometry-induced phase transition in fluids: capillary prewetting.
Phys. Rev. E 87, 020402 (2013)

Publisher’'s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

@ Springer



	Flux Globalization Based Well-Balanced Central-Upwind Schemes for Hydrodynamic Equations with General Free Energy
	Abstract
	1 Introduction
	2 Hybrid Flux Globalization Based WB CU Schemes
	2.1 Flux Globalization Based WB CU Scheme in No Vacuum Regions
	2.2 WB CU Scheme in the Semi-Vacuum and Vacuum Regions
	2.3 Capturing Traveling Waves

	3 Numerical Examples
	Example 1: Accuracy Test
	3.1 Well-Balanced Property Validation: Motionless Steady States
	Example 2: Motionless Steady State Without Vacuum Regions
	Example 3: Motionless Steady State with Vacuum Regions and Its Small Perturbation
	Example 4: Convergence to Motionless Steady State

	3.2 Applications to Various Free Energy Models
	Example 5: Model with the Cucker–Smale Damping Term and Attractive Potential
	Example 6: Model with the Cucker–Smale Damping Term and Attractive Kernel
	Example 7: Hydrodynamic Generalization of the Keller–Segel System

	3.3 Traveling Wave
	Example 8: Traveling Wave and Its Small Perturbation

	3.4 Well-Balanced Property Validation: Moving Steady States
	Example 9: Simple Moving Steady State
	Example 10: Convergence to Moving Steady State


	A Solving the Nonlinear Algebraic Equations in (2.17)
	References




