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Abstract
In this paper, we develop a local discontinuous Galerkin (LDG) method for the Swift–
Hohenberg equation. The energy stability and optimal error estimates in L2 norm of the semi-
discrete LDG scheme are established. To avoid the severe time step restriction of explicit time
marching methods, a first-order linear scheme based on the scalar auxiliary variable (SAV)
method is employed for temporal discretization. Coupledwith the LDG spatial discretization,
we achieve a fully-discrete LDG method and prove its energy stability and optimal error
estimates. To improve the temporal accuracy, the semi-implicit spectral deferred correction
(SDC) method is adapted iteratively. Combining with the SAVmethod, the SDC method can
be linear, high-order accurate and energy stable in our numerical tests. Numerical experiments
are presented to verify the theoretical results and to show the efficiency of the proposed
methods.
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1 Introduction

The Swift–Hohenberg equation was first proposed by Swift and Hohenberg [19, 20] to model
the onset and evolution of roll patterns in Rayleigh–Bénard convection. Since then, it has
attracted considerable attention in several related fields, for instance, as a model for the study
of pattern formation [5] and biological materials [12]. It is the gradient flow with the energy

E(u) =
∫

�

(
1

2
(�u + a

2
u)2 + �(u)

)
dx, (1.1)

where � ∈ R
2, a > 0 is a physical parameter and

�(u) = − ε

2
u2 − g

3
u3 + u4

4
,

ε > 0 and g ≥ 0 are constants with physical significance.
The chemical potential is defined by the variational derivative of the energy, i.e.

μ := δE

δu
=

(
� + a

2

)2
u + �′(u). (1.2)

Then the gradient flow follows

ut = −μ = −
(
� + a

2

)2
u − �′(u). (1.3)

For easy presentation of the analysis, we assume a periodic boundary condition for all the
variables throughout the paper. With the periodic boundary condition, the Eq. (1.3) is energy
dissipative, and the dissipation rate is

d

dt
E(u) = −

∫
�

(ut )
2dx ≤ 0.

There have been various numerical methods to simulate the Swift–Hohenberg Eq. (1.3)
recently. For example, in [29], the authors presented a large time-stepping numerical method
for the Swift–Hohenberg equation by adding an extra artificial term to preserve the uncondi-
tional energy stability. In [13], Lee presented first- and second-order semi-analytical Fourier
spectral methods as an accurate and efficient approach for solving the Swift–Hohenberg
equation based on the operator splitting method. In [14], Liu and Yin developed discontinu-
ous Galerkin (DG) methods for spatial discretization, and the invariant energy quadratization
(IEQ) method for the temporal discretization. They further proposed a multi-stage alge-
braically stable Runge–Kutta method and could achieve high order accuracy in both space
and time in [15]. Several numerical results were presented to illustrate the efficiency of the
proposed numerical schemes, but no convergence or error analyses were discussed. Qi and
Hou [17] proposed and analyzed a second-order energy stable numerical scheme for the
Swift–Hohenberg equation, with a mixed finite element approximation in space, and they
presented an optimal error estimate for the scheme.

For spatial discretization, we will develop the high-order local discontinuous Galerkin
(LDG) methods for the Swift–Hohenberg equation, since the LDG method has arbitrary
high-order accuracy, easy parallelization, the flexibility for arbitrary hp adaptivity and simple
treatment of boundary conditions. However, to the best knowledge of the authors, optimal
error estimates of the semi-discrete and fully-discrete DG schemes for the Swift–Hohenberg
equation are lacking in the existing literature. Our contribution here is that we establish the
energy stability and optimal error estimates of the semi-discrete LDG scheme. The novelty
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of the error analysis is that we construct the energy equality for both the primal variable
and auxiliary variables to eliminate or control troublesome terms in the error equations.
To estimate the nonlinear term, we show the boundness of the LDG solution with similar
techniques in [10].

The LDG method considered in this paper is an extension of the DG method, which was
first designed for solving linear transport equation by Reed and Hill [18] and later extended
to Runge–Kutta DG (RKDG) methods for nonlinear conservation laws by Cockburn, Shu
[3]. As a method developed to solve partial differential equations (PDEs) with higher-order
derivatives, the LDG method was first constructed by Cockburn and Shu for convection-
diffusion equations in [2]. The main idea of LDG methods is to rewrite the higher-order
differential equation as a first order system by introducing auxiliary variables, then apply
the traditional DG method on the system. Besides, the auxiliary variables can be locally
eliminated, which is a key advantage of the scheme. Optimal error estimates of LDGmethods
were also obtained for the fourth order time-dependent bi-harmonic type equations [7], high
order waves equations [28] and the Allen-Cahn equation [9]. For more details about LDG
methods, we refer the readers to the review article [27] and the references therein.

The Swift–Hohenberg equation contains fourth-order spacial derivatives, and explicit time
discretization suffers from extremely small time step restriction for stability. In this paper,
we will develop a first-order linear scheme based on the scalar auxiliary variable (SAV)
approach [11, 22, 23] for the Swift–Hohenberg equation. By introducing a scalar auxiliary
variable to the nonlinear part of energy functional, the SAV approach has a modified energy
dissipation property for a large class of gradient flows. In addition, the SAV approach leads to
linear equations with constant coefficients thus it is remarkably easy to implement. Coupled
with the LDG method, we will construct a fully-discrete LDG scheme and prove its energy
stability and optimal convergence rate. To derive the optimal error estimates,O(hk+1 +�t),
we adopt a technique of the elliptic projection to deal with troublesome terms caused by
auxiliary variables and jump terms of LDG schemes. In addition, we establish an extra
energy equality to handle the nonlinear term of the SAV approach.

To improve the temporal accuracy, we employ the semi-implicit SDC method [8, 24] iter-
atively. The SDC method was first developed by Dutt et al. [6]. Then, a semi-implicit SDC
method was introduced by Minion [16] to solve equations containing both stiff and nonstiff
components. It is based on first-order time integration methods, which are corrected itera-
tively, with the order of accuracy increased by one for each additional iteration. Combining
with the SAV method, the semi-implicit SDC method can be linear, high-order accurate and
energy stable in our numerical tests.

The organization of the paper is as follows. In Sect. 2, we will develop the LDG method
for the Swift–Hohenberg equation and prove its energy stability and optimal error estimate
in L2 norm. In Sect. 3, we first present a first-order linear temporal scheme based on the SAV
approach, prove its unconditional energy stability and optimal error estimate when coupled
with the LDG spatial discretization. Then, we employ the semi-implicit SDC method to
achieve high-order temporal accuracy. Sect. 4 contains various numerical experiments to
test the performance of the fully-discrete high-order scheme. Finally, we give concluding
remarks and optimal error estimates for the elliptic projection in Sect. 5 and in the appendix,
respectively.
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2 Energy Stability and Error Estimate of the Semi-discrete LDGMethod

In this section, we will develop the semi-discrete LDG scheme for the Swift–Hohenberg
equation and establish its energy stability and error estimate.

2.1 The LDGMethod and Its Energy Stability

Let Th = {K } be a shape-regular subdivision of �. For example, K is a rectangle for
Cartesian meshes. Eh denotes the union of the boundary faces of elements K ∈ Th , and
E0 = Eh\∂�. Associated with this mesh, we define the DG finite element spaces

Vh =
{
ϕ : ϕ|K ∈ Qk(K ), ∀K ∈ Th

}
,

	h =
{
η = (η1, η2)

T : ηl |K ∈ Qk(K ), l = 1, 2, ∀K ∈ Th
}
,

where Qk(K ) denotes the space of tensor product of polynomials of degree at most k ≥ 0
on K ∈ Th in each variable. For one-dimensional case, we have Qk(K ) = Pk(K ), which is
the space of polynomials of degree at most k defined on K . Set

(u, v)K =
∫
K
uvdx, (s, θ)K =

∫
K
s · θdx, < u, θ · n >∂K=

∫
∂K

uθ · nds,

which are the standard inner products in L2(K ) and L2(∂K ), respectively. The associate L2

norm is defined by

‖v‖2K = (v, v)K , ‖s‖2K = (s, s)K , ‖v‖2∂K =< v, v >∂K

and ‖v‖2 = ∑
K

‖v‖2K , ‖s‖2 = ∑
K

‖s‖2K , ‖v‖2Eh = ∑
K

‖v‖2∂K .

To develop the LDG scheme, we first rewrite the Eq. (1.3) as a first order system

ut = −∇ · s − a

2
q − p, (2.1a)

s = ∇q, (2.1b)

q = ∇ · ω + a

2
u, (2.1c)

ω = ∇u, (2.1d)

p = �′(u). (2.1e)

The LDG scheme to solve the system (2.1) is as follows: find uh, qh, ph ∈ Vh , and
sh,ωh ∈ 	h , such that, for all test functions ϕ1, ϕ2, ϕ3 ∈ Vh , and θ1, θ2 ∈ 	h , we have

((uh)t , ϕ1)K = (sh,∇ϕ1)K− < ŝh · n, ϕ1 >∂K −a

2
(qh, ϕ1)K − (ph, ϕ1)K , (2.2a)

(sh, θ1)K = −(qh,∇ · θ1)K+ < q̂h, θ1 · n >∂K , (2.2b)

(qh, ϕ2)K = −(ωh,∇ϕ2)K+ < ω̂h · n, ϕ2 >∂K +a

2
(uh, ϕ2)K , (2.2c)

(ωh, θ2)K = −(uh,∇ · θ2)K+ < ûh, θ2 · n >∂K , (2.2d)

(ph, ϕ3)K = (�′(uh), ϕ3)K . (2.2e)

The “hat” terms in (2.2) in the cell boundary terms from integration by parts are the so-
called numerical fluxes. To properly define the numerical fluxes, we need to introduce the
following notations.
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Let e be an interior face shared by the “left” and “right” elements KL and KR and define
the normal vectors nL and nR on e pointing exterior to KL and KR , respectively. For our
purpose, “left” and “right” can be uniquely defined for each face according to any fixed rule.
For example, we choose n0 as a constant vector. The left element KL to the face requires
that nL · n0 < 0, and the right one KR requires nR · n0 ≥ 0. If ψ is a function on KL and
KR , but possibly discontinuous across e , let ψL denote (ψ |KL )|e and ψR denote (ψ |KR )|e,
the left and right trace, respectively.

In the following proof of the energy stability and error estimate, we can see the simple
alternating numerical fluxes can guarantee the energy stability, such as

ŝh = (sh)R, q̂h = (qh)L , ω̂h = (ωh)R, ûh = (uh)L . (2.3)

In addition, we can see the above choice of fluxes is not unique. The crucial part is taking ŝh
and ûh , also ω̂h and q̂h from opposite sides. For the convenience of presentation, we introduce
some LDG operators. Denote

H−
K (r , v) = (r ,∇ · v)K− < rL , v · n >∂K ,

H+
K (v, r) = (v,∇r)K− < vR · n, r >∂K .

Summing up over K , we define (·, ·) = ∑
K

(·, ·)K , < ·, · >= ∑
K

< ·, · >∂K and

H−(r , v) =
∑
K

H−
K (r , v), H+(v, r) =

∑
K

H+
K (v, r).

With the special choice of the flux (2.3) and the periodic boundary conditions, we have the
property

H−(r , v) = −H+(v, r). (2.4)

Next, we will prove its energy dissipation.

Proposition 2.1 (Energy stability for the semi-discrete LDG scheme). The solution to the
LDG scheme (2.2) with the numerical fluxes (2.3) satisfies the energy stability

d

dt

∫
�

(
1

2
(qh)

2 + �(uh)

)
dx ≤ 0. (2.5)

Proof First, we take the time derivative of (2.2c) and (2.2d), choose the test functions ϕ2 = qh
and θ2 = −sh separately to obtain

((qh)t , qh)K = −H+
K ((ωh)t , qh) + a

2
((uh)t , qh)K , (2.6)

−((ωh)t , sh)K = H−
K ((uh)t , sh). (2.7)

For other equations in scheme (2.2), we choose the test functions

ϕ1 = (uh)t , θ1 = (ωh)t , ϕ3 = −(uh)t ,

respectively, to get

((uh)t , (uh)t )K = H+
K (sh, (uh)t ) − a

2
(qh, (uh)t )K − (ph, (uh)t )K , (2.8)

(sh, (ωh)t )K = −H−
K (qh, (ωh)t ), (2.9)

−(ph, (uh)t )K = −(�′(uh), (uh)t )K . (2.10)

Combining Eqs. (2.6)–(2.10), we find
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d

dt

∫
K

(
1

2
(qh)

2 + �(uh)

)
dx +

∫
K
((uh)t )

2dx

= −H+
K ((ωh)t , qh) − H−

K (qh, (ωh)t ) + H−
K ((uh)t , sh) + H+

K (sh, (uh)t ). (2.11)

Finally, summing up (2.11) over K and by the property (2.4), we have

d

dt

∫
�

(
1

2
(qh)

2 + �(uh)

)
dx +

∫
�

((uh)t )
2dx = 0, (2.12)

which implies the energy stability result (2.5). 	


2.2 Error Estimate of the Semi-discrete LDGMethod

In this subsection, wewill present the optimal error estimate of the LDG scheme (2.2). Before
stating the convergence results, we first give some projections and properties.

2.2.1 Projections and Properties

First, the one-dimensional Gauss-Radau projections P±u of a function u are defined as
follows. For any v ∈ Pk−1(K j ), k ≥ 1, and an arbitrary subinterval K j = (x j−1, x j ), there
hold

(P−u, v)K j = (u, v)K j , P−u
(
x j

) = u
(
x j

)
, (2.13)

(P+u, v)K j = (u, v)K j , P+u
(
x j−1

) = u
(
x j−1

)
. (2.14)

For Cartesian meshes in two dimension, we define the projection P− for scalar functions on
a two-dimensional rectangle element I ⊗ J = [xi−1, xi ] × [y j−1, y j ] as

P− = P−
x ⊗ P−

y , (2.15)

where the subscripts x and y indicate the one-dimensional projections defined by (2.13).
Denote the standard L2 projection in x and y direction by πx , πy , respectively. The

projection + for a vector-valued function θ = (θ1(x, y), θ2(x, y)) is defined by

+ : [
H1(�)

]2 −→ [
Qk(I ⊗ J )

]2
, θ −→ +θ = (

P+
x ⊗ πyθ1, πx ⊗ P+

y θ2
)
, (2.16)

where P+
x and P+

y are the one-dimensional projections defined in (2.14). Note that the

projection +θ satisfies the following properties, for any ϕ ∈ Qk(I ⊗ J ),∫
I

∫
J

(
+θ − θ

) · ∇ϕdydx = 0, (2.17a)
∫
J

(
+θ(xi−1, y) − θ(xi−1, y)

) · nϕ
(
x+
i−1, y

)
dy = 0, (2.17b)

∫
I

(
+θ(x, y j−1) − θ(x, y j−1)

) · nϕ
(
x, y+

j−1

)
dx = 0. (2.17c)

In addition, we have the following approximation properties of the projections mentioned
above,

|P−u − u|Hm (Th) + h1/2−m‖P−u − u‖Eh ≤ Chmin{r ,k+1}−m‖u‖Hr (�), (2.18a)

|+θ − θ |Hm (Th) + h1/2−m‖(+θ − θ) · n‖Eh ≤ Chmin{r ,k+1}−m‖θ‖Hr (�), (2.18b)
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for 0 ≤ m ≤ min{r , k + 1}. Here the positive constant C is independent of h. The projection
P− on the Cartesian meshes defined by (2.15) has the following superconvergence property
(see [4], Lemma 3.6). For more details about the projections, we refer readers to [1, 7].

Lemma 2.2 Suppose (u, θ) ∈ Hk+2(�) ⊗ 	h, then the projection P− defined by (2.15)
satisfies

|(u − P−u,∇ · θ) − 〈u − P̂−u, θ · n〉| ≤ Chk+1‖u‖Hk+2(�)‖θ‖, (2.19)

where the “hat” term is the numerical flux.

2.2.2 Error Equations

Denote

er = r − rh, ez = z − zh

for r = u, q , p and z = s, ω. Let P and be the projections defined in the above subsection.
By adding and subtracting projections Pr and z, we divide the error into

er = r − Pr + Pr − rh = ηr + ζr , ez = z − z + z − zh = ηz + ζz.

Here we take the projections (P,) = (P−, P+) defined by (2.13)–(2.14) for the
one-dimensional space, and take (P,) = (P−,+) defined by (2.15)–(2.16) for two-
dimensional Cartesian meshes. Note that the exact solutions u, q, p, s,ω of the problem
(2.1) also satisfy (2.2). We obtain the error equations

((ζu)t , ϕ1)K = H+
K (ζs, ϕ1) − a

2
(eq , ϕ1)K − (ep, ϕ1)K − ((ηu)t , ϕ1)K , (2.20a)

(ζs, θ1)K = −H−
K (ζq , θ1) − (ηs, θ1)K − H−

K (ηq , θ1), (2.20b)

(ζq , ϕ2)K = −H+
K (ζω, ϕ2) + a

2
(eu, ϕ2)K − (ηq , ϕ2)K , (2.20c)

(ζω, θ2)K = −H−
K (ζu, θ2) − (ηω, θ2)K − H−

K (ηu, θ2), (2.20d)

(ep, ϕ3)K = (�′(u) − �′(uh), ϕ3)K (2.20e)

for any ϕ1, ϕ2, ϕ3 ∈ Vh , and θ1, θ2 ∈ 	h . Here we use the property (2.17) of the projections,
i.e., H+

K (ηs, ϕ1) = 0 and H+
K (ηω, ϕ2) = 0.

2.2.3 Optimal Error Estimates in L2 Norm

To deal with the nonlinear term in the analysis, we show the estimate for the numerical
solution uh . Along the same idea as that in [10], the following lemma is required and thus
we need to introduce the “discrete Laplacian” operator [21] firstly.

For the second-order elliptic problem with a periodic boundary condition

− �u = f , (2.21)

where f is a given function, the LDG discrete Laplacian operator can be derived through its
first order version

∇u = z,

−∇ · z = f .
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Multiplying the first and second equations by the test functions θ and ϑ , respectively, and
integrating on K , we define the LDG “discrete Laplacian” �h as follows: given uh ∈ Vh ,
find −�huh ∈ Vh such that

(zh, θ)K = −(uh,∇ · θ)K+ < ûh, θ · n >∂K , (2.22)

(−�huh, ϑ)K = (zh,∇ϑ)K− < ẑh · n, ϑ >∂K , (2.23)

where ûh = (uh)L , ẑh = (zh)R . The well-posedness of the operator can be obtained in
V 0
h := {v ∈ Vh : (v, 1) = 0}.

Lemma 2.3 [21] For any uh ∈ V 0
h , we have

‖uh‖∞ ≤ C(1 + ‖zh‖)
√
log(1 + ‖�huh‖),

where zh satisfies (2.22).

Next we can obtain the estimate for the numerical solution.

Lemma 2.4 The solution of the LDG scheme (2.2) satisfies

‖uh‖ ≤ C, ‖qh‖ ≤ C, ‖ωh‖ ≤ C, ‖uh‖∞ ≤ C,

where C > 0 is independent of h.

Proof Applying Cauchy’s inequality, we have

d

dt
(uh, uh) = 2(uh, (uh)t ) ≤ 2(uh, uh) + 1

2
((uh)t , (uh)t ).

Thus the energy equality (2.12) turns out to be

d

dt

∫
�

(
1

2
(qh)

2 + (uh)
2 + �(uh)

)
dx + 1

2

∫
�

((uh)t )
2dx ≤ 2(uh, uh).

By Gronwall’s inequality, we derive
(
1

2
(qh, qh) + (uh, uh) + (�(uh), 1)

)
(t)

≤ e2t
(
1

2
(qh, qh) + (uh, uh) + (�(uh), 1)

)
(0) ≤ C .

where the last inequality holds because of the choice of the initial condition. By Young’s
inequality, we have

∫
�

u3hdx ≤
∫

�

(
δ

2
u4h + 1

2δ
u2h

)
dx,

which implies
∫

�

�(uh)dx ≥
(
1

4
− gδ

6

) ∫
�

u4hdx −
( g

6δ
+ ε

2

) ∫
�

u2hdx.

Thus

1

2
(qh, qh) + (uh, uh) + (�(uh), 1)≥

∫
�

(
1

2
q2h +

(
1 − g

6δ
− ε

2

)
u2h +

(
1

4
− gδ

6

)
u4h

)
dx.
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Choose δ such that

1 − g

6δ
− ε

2
> 0,

1

4
− gδ

6
≥ 0,

which yields

‖uh‖ ≤ C, ‖qh‖ ≤ C .

Taking the test functions ϕ2 = uh , θ2 = ωh in (2.2c)–(2.2d) derives

(qh, uh)K = −(ωh,∇uh)K+ < ω̂h · n, uh >∂K +a

2
(uh, uh)K ,

(ωh,ωh)K = −(uh,∇ · ωh)K+ < ûh,ωh · n >∂K .

Adding them together and summing up over K , we get

‖ωh‖2 = a

2
(uh, uh) − (qh, uh) ≤ a + 1

2
‖uh‖2 + 1

2
‖qh‖2 ≤ C .

Note that the “discrete Laplacian” operator �huh is defined by

(�huh, v)K = −(ωh,∇v)K+ < ω̂h · n, v >∂K

= (qh, v)K − a

2
(uh, v)K , v ∈ Vh,

where the second equality is by (2.2c). Taking v = �huh in the above equation leads to

‖�huh‖ ≤ a

2
‖uh‖ + ‖qh‖ ≤ C .

Applying Lemma 2.3, we obtain

‖uh‖∞ ≤ C(1 + ‖ωh‖)
√
log(1 + ‖�huh‖) ≤ C,

which completes the proof. 	

We would like to assume the exact solution of Eq. (1.3) has the following smoothness:

u ∈ L∞(0, T ; Hk+4), ut ∈ L∞(0, T ; Hk+3). (2.24)

Now we are ready to derive the optimal error estimate of the semi-discrete LDG scheme
(2.2).

Theorem 2.5 Let uh be the numerical solution of the scheme (2.2), and u be the exact solution
of equation (1.3). Suppose u satisfies the smoothness assumption (2.24), then there exists a
constant C, such that

‖u(·, T ) − uh(·, T )‖ ≤ Chk+1, (2.25)

where C is independent of h, uh and dependent on k, the final time T , ‖u‖L∞(0,T ;Hk+4(�))

and ‖ut‖L∞(0,T ;Hk+3(�)).

Proof Taking the test functions ϕ1 = ζu , θ1 = ζω, ϕ2 = ζq , θ2 = −ζs, ϕ3 = −ζu in the
error Eq. (2.20), respectively, and adding them together, we have

((ζu)t , ζu)K + (ζq , ζq)K = RHS,

where

123
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RHS = − ((ηu)t , ζu)K − (ηs, ζω)K − (ηq , ζq)K + (ηω, ζs)K − a

2
(ηq , ζu)K + a

2
(ηu, ζq)K

+ H+
K (ζs, ζu) + H−

K (ζu, ζs) − H−
K (ζq , ζω) − H+

K (ζω, ζq)

− H−
K (ηq , ζω) + H−

K (ηu, ζs) − (�′(u) − �′(uh), ζu)K .

Summing up over K and by the property (2.4), we obtain the first energy equality in the form
of ζu and ζq ,

((ζu)t , ζu) + (ζq , ζq) = S1, (2.26)

where

S1 = − ((ηu)t , ζu) − (ηs, ζω) − (ηq , ζq) + (ηω, ζs) − a

2
(ηq , ζu) + a

2
(ηu, ζq)

− H−(ηq , ζω) + H−(ηu, ζs) − (�′(u) − �′(uh), ζu).

Taking the time derivative of (2.20d), we have

((ζω)t , θ2)K = −H−
K ((ζu)t , θ2) − ((ηω)t , θ2) − H−

K ((ηu)t , θ2). (2.27)

Choosing test functions ϕ1 = −ζq , θ1 = ζs, ϕ2 = (ζu)t in the error Eqs. (2.20a)–(2.20c),
θ2 = ζω in (2.27), and ϕ3 = ζq in (2.20e), we derive

((ζu)t ,−ζq)K = H+
K (ζs,−ζq) − a

2
(eq ,−ζq)K − (ep,−ζq)K − ((ηu)t ,−ζq)K ,

(ζs, ζs)K = −H−
K (ζq , ζs) − (ηs, ζs)K − H−

K (ηq , ζs),

(ζq , (ζu)t )K = −H+
K (ζω, (ζu)t ) + a

2
(eu, (ζu)t )K − (ηq , (ζu)t )K ,

((ζω)t , ζω)K = −H−
K ((ζu)t , ζω) − ((ηω)t , ζω)K − H−

K ((ηu)t , ζω),

(ep, ζq)K = (�′(u) − �′(uh), ζq)K .

Adding them together, summing up over K and by the property (2.4), we obtain the second
energy equality in the form of ζs and ζω,

((ζω)t , ζω) + (ζs, ζs) − a

2
(ζq , ζq) − a

2
(ζu, (ζu)t ) = S2, (2.28)

where

S2 = ((ηu)t , ζq) − (ηs, ζs) − (ηq , (ζu)t ) − ((ηω)t , ζω) + a

2
(ηq , ζq) + a

2
(ηu, (ζu)t )

− H−(ηq , ζs) − H−((ηu)t , ζω) + (�′(u) − �′(uh), ζq).

Then, a × (2.26) + (2.28) gives

a

2
((ζu)t , ζu) + a

2
(ζq , ζq) + ((ζω)t , ζω) + (ζs, ζs) = T1 + T2 + T3 + T4, (2.29)

where

T1 = − a((ηu)t , ζu) − a(ηs, ζω) − a(ηq , ζq) + a(ηω, ζs) − a2

2
(ηq , ζu) + a2

2
(ηu, ζq)

+ ((ηu)t , ζq) − (ηs, ζs) − ((ηω)t , ζω) + a

2
(ηq , ζq),

T2 = − (ηq , (ζu)t ) + a

2
(ηu, (ζu)t ),
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T3 = − aH−(ηq , ζω) + aH−(ηu, ζs) − H−(ηq , ζs) − H−((ηu)t , ζω).

T4 = − a(�′(u) − �′(uh), ζu) + (�′(u) − �′(uh), ζq).

By Cauchy–Schwarz inequality, the approximation properties (2.18) and the linearity of the
projections, we get

T1 ≤ Chk+1(‖ζu‖ + ‖ζq‖ + ‖ζs‖ + ‖ζω‖).
As for the term T3, Lemma 2.2 implies that

T3 ≤ Chk+1(‖ζs‖ + ‖ζω‖).
Considering the nonlinear term T4, we apply Lagrange’s mean value theorem to obtain

T4 = −a(�′′(ξ)(u − uh), ζu) + (�′′(ξ)(u − uh), ζq)

≤ C

(
|(u − uh, ζu)| + |(u − uh, ζq)|

)
,

where ξ is between u and uh . Here we use the fact that ‖uh‖∞ ≤ C derived in Lemma 2.4
and �(u) is a polynomial of u. Note that u − uh = ζu + ηu . The estimate of T4 turns out to
be

T4 ≤ C(‖ηu‖‖ζu‖ + ‖ζu‖2 + ‖ηu‖‖ζq‖ + ‖ζu‖‖ζq‖)
≤ C‖ζu‖2 + a

4
‖ζq‖2 + Ch2k+2.

Here the approximation properties (2.18) are used again. Combine the estimates of T1, T3,
T4 and the energy equality (2.29) together to get

d

dt

(
a

4
‖ζu‖2 + 1

2
‖ζω‖2

)
+ a

2
‖ζq‖2 + ‖ζs‖2

≤ C‖ζu‖2 + 1

4
‖ζω‖2 + a

2
‖ζq‖2 + ‖ζs‖2 + Ch2k+2 + T2. (2.30)

For the term T2, using integration by parts with respect to t , we have
∫ T

0
T2dt =

∫ T

0

[a
2
(ηu, (ζu)t ) − (ηq , (ζu)t )

]
dt

=
(a
2
(ηu, ζu) − (ηq , ζu)

)∣∣∣T
0

−
∫ T

0

[a
2
((ηu)t , ζu) − ((ηq)t , ζu)

]
dt

≤ a

8
‖ζu(T )‖2 + a

8
‖ζu(0))‖2 +

∫ T

0
‖ζu‖2dt + Ch2k+2.

Integrating (2.30) with respect to t to obtain

a

4
‖ζu(T )‖2 + 1

2
‖ζω(T )‖2

≤
∫ T

0

(
C‖ζu‖2 + 1

4
‖ζω‖2 + T2

)
dt + a

4
‖ζu(0)‖2 + 1

2
‖ζω(0)‖2 + Ch2k+2.

With the special choice of the initial condition, it is easy to see that

‖ζu(0)‖ ≤ Chk+1, ‖ζω(0)‖ ≤ Chk+1.
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Thus

a

8
‖ζu(T )‖2 + 1

2
‖ζω(T )‖2 ≤

∫ T

0

(
C‖ζu‖2 + 1

4
‖ζω‖2

)
dt + Ch2k+2.

Finally, the optimal error estimate (2.25) follows by using Gronwall’s inequality and triangle
inequality. 	


3 Time Discretization

In this section, we first describe a first-order time stepping scheme for the Swift–Hohenberg
equation, which is based on the SAV approach. Coupled with the LDG spatial discretization,
we then achieve the fully-discrete LDG scheme and prove its energy stability and optimal
error estimates. Lastly, we employ the semi-implicit SDC method iteratively to improve the
temporal accuracy.

3.1 A Linear Scheme in Time

In order to develop a linear and energy stable scheme, we first describe the SAV approach [23]
briefly. Let E1(u) = ∫

�
�(u)dx. Then we introduce the scalar variable r(t) = √

E1(u) + B,
where B is a constant to ensure E1(u) + B ≥ 0.

Using the variable r , the energy functional (1.1) can be recast as

E(u, r) =
∫

�

(
1

2
(�u + a

2
u)2

)
dx + r2 − B. (3.1)

Then, we have the following equivalent equation

ut = −
(
� + a

2

)2
u − r√

E1(u) + B
�′(u), (3.2)

rt = 1

2
√
E1(u) + B

∫
�

�′(u)utdx. (3.3)

The initial conditions are

u(t = 0) = u0, r(t = 0) = √
E1(u0) + B.

Further, the equivalent equation preserves an energy law, i.e.

d

dt
E(u, r) = −

∫
�

(ut )
2dx ≤ 0. (3.4)

Obviously, we hope to construct a linear scheme that preserve the energy law (3.4) in the
discrete sense. A first-order SAV scheme can be given as follows

un+1 − un

�t
= −

(
� + a

2

)2
un+1 − rn+1

√
E1(un) + B

�′(un), (3.5)

rn+1 − rn

�t
= 1

2
√
E1(un) + B

∫
�

�′(un)u
n+1 − un

�t
dx. (3.6)

Since (3.6) is a simple algebraic equation, we can rewrite it as

rn+1 = rn + 1

2
√
E1(un) + B

∫
�

�′(un)(un+1 − un)dx.
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Denote

bn = �′(un)/
√
E1(un) + B.

Then the scheme (3.5) can be written as

un+1 − un

�t
= −

(
� + a

2

)2
un+1 − bn

(
rn + 1

2

∫
�

bn(un+1 − un)dx
)

. (3.7)

Now, we show an efficient implementation of the scheme (3.5). We derive from (3.7) that
(
I + �t

(
� + a

2

)2)
un+1 + �t

2
bn(bn, un+1) = un − �tbnrn + �t

2
bn(bn, un). (3.8)

Denote the right hand side of (3.8) by cn . Multiplying (3.8) with (I + �t(� + a
2 )2)−1, then

taking the inner product with bn , we obtain

(bn, un+1) + �t

2
γ n(bn, un+1) =

(
bn,

(
I + �t

(
� + a

2

)2)−1

cn
)

, (3.9)

where γ n = (bn, (I + �t(� + a
2 )2)−1bn). Hence

(bn, un+1) = (bn, (I + �t(� + a
2 )2)−1cn)

1 + �tγ n/2
. (3.10)

The details related to the scheme implementation are summarized in the following algo-
rithm.

Step 1 Compute bn and cn ;
Step 2 Compute (bn, un+1) by (3.10);
Step 3 Compute un+1 by (3.8) and rn+1 by (3.6), then goto the next step.

3.2 The Fully-Discrete LDG Scheme and Its Energy Stability

In this subsection, we will develop the LDG scheme to solve the linear scheme (3.5)–(3.6).
Firstly we rewrite it as a first order system

un+1 − un

�t
= −∇ · sn+1 − a

2
qn+1 − rn+1bn, (3.11a)

sn+1 = ∇qn+1, (3.11b)

qn+1 = ∇ · ωn+1 + a

2
un+1, (3.11c)

ωn+1 = ∇un+1. (3.11d)

The LDG scheme to solve the linear scheme (3.5)–(3.6) becomes the following: find
un+1
h , qn+1

h ∈ Vh and sn+1
h ,ωn+1

h ∈ 	h such that, for all test functions ϕ1, ϕ2 ∈ Vh and
θ1, θ2 ∈ 	h , we have

1

�t
(un+1

h − unh, ϕ1)K = H+
K (sn+1

h , ϕ1) − a

2
(qn+1

h , ϕ1)K − (rn+1
h bnh , ϕ1)K , (3.12a)

(sn+1
h , θ1)K = −H−

K (qn+1
h , θ1), (3.12b)
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(qn+1
h , ϕ2)K = −H+

K (ωn+1
h , ϕ2) + a

2
(un+1

h , ϕ2)K , (3.12c)

(ωn+1
h , θ2)K = −H−

K (un+1
h , θ2), (3.12d)

where

rn+1
h = rnh + 1

2
√
E1(unh) + B

∫
�

�′(unh)(u
n+1
h − unh)dx,

bnh = �′(unh)/
√
E1(unh) + B. (3.13)

The numerical fluxes are

ŝn+1
h = (sn+1

h )R, q̂n+1
h = (qn+1

h )L , ω̂n+1
h = (ωn+1

h )R, ûn+1
h = (un+1

h )L .

(3.14)

Next, we will prove its energy dissipation.

Proposition 3.1 (Energy stability for the fully-discrete LDG scheme). The solution to the
LDG scheme (3.12) with the numerical fluxes (3.14) satisfies the energy stability

Eh(q
n+1
h , rn+1

h ) + 1

�t

∫
�

(un+1
h − unh)

2dx ≤ Eh(q
n
h , rnh ), (3.15)

where

Eh(qh, rh) = 1

2

∫
�

q2hdx + r2h .

Proof Let Du denote un+1
h − unh . For (3.12c) and (3.12d), subtracting the equations at time

level tn from the equations at time level tn+1, choosing the test function ϕ2 = qn+1
h and

θ2 = −sn+1
h , we obtain

(Dq, qn+1
h )K = −H+

K (Dω, qn+1
h ) + a

2
(Du, qn+1

h )K , (3.16)

−(Dω, sn+1
h )K = H−

K (Du, sn+1
h ), (3.17)

where Dq := qn+1 − qn and Dω := ωn+1 − ωn . For (3.12a) and (3.12b), taking the test
functions as ϕ1 = Du and θ1 = Dω, we have

1

�t
(Du,Du)K = H+

K (sn+1
h ,Du) − a

2
(qn+1

h ,Du)K − (rn+1
h bnh ,Du)K , (3.18)

(sn+1
h ,Dω)K = −H−

K (qn+1
h ,Dω). (3.19)

Now combining Eqs. (3.16)–(3.19), we find

(Dq, qn+1
h )K + 1

�t
(Du,Du)K + (rn+1

h bnh ,Du)K

= −H+
K (Dω, qn+1

h ) − H−
K (qn+1

h ,Dω) + H−
K (Du, sn+1

h ) + H+
K (sn+1

h ,Du). (3.20)

Summing up (3.20) over K and by the property (2.4), we get
∫

�

Dqqn+1
h dx + 1

�t

∫
�

(Du)2dx +
∫

�

rn+1
h bnhDudx = 0. (3.21)
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Multiplying the Eq. (3.13) with 2rn+1
h , we obtain

2rn+1
h (rn+1

h − rnh ) =
∫

�

rn+1
h bnhDudx. (3.22)

Combining Eqs. (3.21) and (3.22) and using the identity

a(a − b) = 1

2
(a2 − b2 + (a − b)2),

we have the discrete energy stability

1

2

∫
�

(qn+1
h )2dx + (rn+1

h )2 + 1

�t

∫
�

(Du)2dx ≤ 1

2

∫
�

(qnh )2dx + (rnh )2.

	

Note that

‖un+1
h ‖2 ≤ ‖un+1

h − unh‖2 + ‖unh‖2.
It follows from the discrete energy stability (3.15) that

1

2
‖qn+1

h ‖2 + (rn+1
h )2 + 1

�t
‖un+1

h ‖2 ≤ 1

2
‖qnh ‖2 + (rnh )2 + 1

�t
‖unh‖2.

Then by special initial solutions, we can easily get

‖unh‖ ≤ C, ‖unh‖∞ ≤ C . (3.23)

The second inequality can be proved by the essentially same procedure as that in Lemma
2.4.

3.3 Optimal Error Estimates of the Fully-Discrete LDG Scheme

To obtain the optimal error estimates of the first-order fully-discrete LDG scheme (3.12),
we would like to introduce the elliptic projection [7], which plays an important role in our
analysis. Firstly,we assume the exact solution of Eq. (1.3) is sufficiently smoothwith bounded
derivatives,

u ∈ L∞(0, T ; Hk+4), ut ∈ L∞(0, T ; Hk+1), utt ∈ L∞(0, T ; L2). (3.24)

Then suppose u, s, q,ω are the exact solution of the first order system (2.1), we define the
elliptic projection Uh, Qh ∈ Vh , Sh,Wh ∈ 	h satisfying

H+(Sh, ϕ1) = H+(s, ϕ1), (3.25a)

(Sh, θ1) + H−(Qh, θ1) = (s, θ1) + H−(q, θ1), (3.25b)

(Qh, ϕ2) + H+(Wh, ϕ2) = (q, ϕ2) + H+(ω, ϕ2), (3.25c)

(Wh, θ2) + H−(Uh, θ2) = (ω, θ2) + H−(u, θ2), (3.25d)

for any ϕ1, ϕ2 ∈ Vh , θ1, θ2 ∈ 	h . Following [7], we assume (u − Uh, 1) = 0 to ensure the
problem (3.25) is well-defined. In addition, we consider the adjoint problem

θ = ∇σ, ϕ = ∇ · θ , ζ = ∇ϕ, z = ∇ · ζ , (3.26)

and assume the elliptic regularity result (see, e.g., [7])

‖ζ‖H1(�) + ‖ϕ‖H2(�) + ‖θ‖H3(�) + ‖σ‖H4(�) ≤ C∗‖z‖, (3.27)
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then we derive the approximation property of the elliptic projection.

Lemma 3.2 Suppose u, q are the exact solution of the first order system (2.1) and Uh, Qh

are the elliptic projection (3.25), there hold

‖u −Uh‖ + ‖q − Qh‖ ≤ Chk+1, (3.28)

where C > 0 is independent of h, �t , but depends on the regularity of u and the elliptic
regularity constant C∗.

Remark 3.3 The proof will be obtained by the aid of the duality argument and the pro-
jections defined by (2.13)–(2.14) for the one-dimensional space and (2.15)–(2.16) for
two-dimensional Cartesian meshes. It is very similar to [7], in which the L2 projection for
triangular meshes is considered and only the optimal error estimate of u in (3.28) is obtained.
The details of the proof will be shown in the Appendix.

Denote the error between the exact solution and the numerical solution of the fully-discrete
LDG scheme (3.12) by enu = u(x, tn)−unh , e

n
s = s(x, tn)− snh . As usual, we divide the error

into

enu = u(x, tn) −Un
h +Un

h − unh = Rn
u + ξnu , ens = s(x, tn) − Snh + Snh − snh = Rn

s + ξns ,

whereUn
h , S

n
h are the elliptic projections (3.25) of u(x, tn) and s(x, tn), respectively. Similar

notations are used for q and ω. By the approximation property in Lemma 3.2, we have

‖Rn
u‖ + ‖Rn

q‖ ≤ Chk+1, ‖Rn+1
u − Rn

u‖ ≤ C�thk+1. (3.29)

Next we consider the error equation of the fully-discrete LDG scheme (3.12). It is easy to
verify that

u(tn+1) = u(tn) − �t∇ · s(tn+1) − a

2
�tq(tn+1) − �tr(tn+1)b(tn) + ρn

1 , (3.30)

r(tn+1) = r(tn) + 1

2
(b(tn), u(tn+1) − u(tn)) + ρn

2 . (3.31)

Here we omit the spacial variable x for simplicity and s, q are the auxiliary variables (2.1b)–
(2.1d), b(tn) = �′(u(tn))/

√
E1(u(tn)) + B. ρ1 and ρ2 are the local truncation errors in time

satisfying

‖ρn
1‖ ≤ C(�t)2, ‖ρn

2‖ ≤ C(�t)2. (3.32)

Multiply the test function ϕ1 ∈ Vh on both sides of (3.30) and integrate the equation by parts
to yield

(
u(tn+1), ϕ1

) =(
u(tn), ϕ1

) + �t H+(
s(tn+1), ϕ1

) − a

2
�t

(
q(tn+1), ϕ1

)

− �t
(
r(tn+1)b(tn), ϕ1

) + (
ρn
1 , ϕ1

)
.

Subtracting the above equation from the first equality of the scheme (3.12) gives the error
equations for ξnu as follows

(
ξn+1
u − ξnu , ϕ1

) = − (
Rn+1
u − Rn

u , ϕ1
) + �t H+(

ξn+1
s , ϕ1

) − a

2
�t

(
en+1
q , ϕ1

)

− �t
(
r(tn+1)b(tn) − rn+1

h bnh , ϕ1
) + (ρn

1 , ϕ1). (3.33)

Note that the auxiliary variables q , s, ω also satisfy the scheme (3.12) and we have
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(
ξn+1
s , θ1

) = −H−(
ξn+1
q , θ1

)
, (3.34a)

(
ξn+1
q , ϕ2

) = −H+(
ξn+1
ω , ϕ2

) + a

2

(
en+1
u , ϕ2

)
, (3.34b)

(
ξn+1
ω , θ2

) = −H−(
ξn+1
u , θ2

)
. (3.34c)

Here we use the definition of the elliptic projection (3.25). For the error enr = r(tn) − rn , we
have

en+1
r = enr + 1

2

(
b
(
tn

)
, u

(
tn+1) − u

(
tn

)) − 1

2

(
bnh , u

n+1
h − unh

) + ρn
2

= enr + 1

2

(
b
(
tn

) − bnh , u
(
tn+1) − u

(
tn

)) + 1

2

(
bnh , e

n+1
u − enu

) + ρn
2 . (3.35)

Now we give the optimal error estimates in the following theorem.

Theorem 3.4 Let unh be the numerical solution of the scheme (3.12), and u be the exact
solution of equation (1.3). Suppose u satisfies the smoothness assumption (3.24), then there
exists a constant C > 0 such that

‖u(
x, tn

) − unh‖ ≤ C
(
hk+1 + �t

)
, (3.36)

where C is independent of h and unh and dependent on the regularity of u and C∗.

Proof Taking the test function ϕ1 = ξn+1
u in (3.33), we obtain the first energy equality in the

form of ξu

1

2
‖ξn+1

u ‖2 − 1

2
‖ξnu ‖2 + 1

2
‖ξn+1

u − ξnu ‖2 = T1 + T2 + T3,

where

T1 = −(
Rn+1
u − Rn

u , ξ
n+1
u

) + (
ρn
1 , ξn+1

u

)
,

T2 = �t H+(
ξn+1
s , ξn+1

u

) − a

2
�t

(
en+1
q , ξn+1

u

)
,

T3 = −�t
(
r(tn+1)b(tn) − rn+1

h bnh , ξ
n+1
u

)
.

The terms will be estimated separately. Adopting the Cauchy–Schwarz inequality, the prop-
erty of the elliptic projection (3.29) and (3.32), we obtain

T1 ≤ C�thk+1‖ξn+1
u ‖ + C(�t)2‖ξn+1

u ‖. (3.37)

For the second term, by (2.4) and (3.34), we have

H+(
ξ ls, ξ

m
u

) = −H−(
ξmu , ξ ls

) = (
ξmω , ξ ls

) = −H−(
ξ lq , ξ

m
ω

)

= H+(
ξmω , ξ lq

) = −(
ξmq , ξ lq

) + a

2

(
emu , ξ lq

)
, ∀m, l = n, n + 1. (3.38)

Thus

T2 = −�t‖ξn+1
q ‖2 + a

2
�t

(
en+1
u , ξn+1

q

) − a

2
�t

(
en+1
q , ξn+1

u

)

= −�t‖ξn+1
q ‖2 + a

2
�t

(
Rn+1
u , ξn+1

q

) − a

2
�t

(
Rn+1
q , ξn+1

u

)

≤ −�t‖ξn+1
q ‖2 + C�thk+1(‖ξn+1

q ‖ + ‖ξn+1
u ‖), (3.39)
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where the property (3.29) is used. For the nonlinear term, we can obtain

T3 = −�t
(
r(tn+1)(b(tn) − bnh), ξ

n+1
u

) − �t
(
(r(tn+1) − rn+1

h )bnh , ξ
n+1
u

)

≤ �t |r(tn+1)|‖b(tn) − bnh‖‖ξn+1
u ‖ + �t |en+1

r |‖bnh‖‖ξn+1
u ‖.

With the definition of b(tn), bnh and through some calculations, we derive

b(tn) − bnh = �′(u(tn))√
E1(u(tn)) + B

− �′(unh)√
E1(unh) + B

= �′(unh)√
E1(unh) + B

√
E1(u(tn)) + B

E1(unh) − E1(u(tn))√
E1(unh) + B + √

E1(u(tn)) + B

+ �′(u(tn)) − �′(unh)√
E1(u(tn)) + B

,

which leads to

‖b(tn) − bnh‖ ≤ C‖�′(u(tn)) − �′(unh)‖ + C‖E1(u
n
h) − E1(u(tn))‖

≤ C‖�′′(η1)(u(tn) − unh)‖ + C‖�′(η2)(unh − u(tn))‖
≤ C(‖Rn

u‖ + ‖ξnu ‖). (3.40)

Here the first and last inequalities have used the boundness (3.23) and η1, η2 lie between unh
and u(tn). It follows from r(tn+1) < C and (3.29) that

T3 ≤ C�t(hk+1 + ‖ξnu ‖)‖ξn+1
u ‖ + �t‖bnh‖|en+1

r |‖ξn+1
u ‖. (3.41)

Combine the estimates (3.37)–(3.41) to yield

1

2
‖ξn+1

u ‖2 − 1

2
‖ξnu ‖2 + 1

2
‖ξn+1

u − ξnu ‖2 ≤ R1 (3.42)

where

R1 = −�t‖ξn+1
q ‖2 + C�thk+1‖ξn+1

q ‖ + C�t(hk+1 + ‖ξnu ‖ + �t)‖ξn+1
u ‖

+ �t‖bnh‖|en+1
r |‖ξn+1

u ‖
≤ �t‖ξn+1

u ‖2 − 1

2
�t‖ξn+1

q ‖2 + 1

2
�t‖bnh‖2|en+1

r |2 + C�t(h2k+2 + ‖ξnu ‖2 + (�t)2).

Taking the test function ϕ1 = (ξn+1
u − ξnu )/�t in (3.33), multiplying 2en+1

r on both sides of
(3.35) and adding them together, we obtain the second energy equality

1

�t
‖ξn+1

u − ξnu ‖2 + (en+1
r )2 − (enr )

2 + (en+1
r − enr )

2 = L1 + L2 + L3 + L4,

where

L1 = − 1

�t
(Rn+1

u − Rn
u , ξ

n+1
u − ξnu ) + 1

�t
(ρn

1 , ξn+1
u − ξnu ) + 2ρn

2 e
n+1
r ,

L2 = H+(ξn+1
s , ξn+1

u − ξnu ) − a

2
(en+1

q , ξn+1
u − ξnu ),

L3 = −(r(tn+1)b(tn) − rn+1
h bnh , ξ

n+1
u − ξnu ) + en+1

r (bnh , e
n+1
u − enu),

L4 = en+1
r (b(tn) − bnh , u(tn+1) − u(tn)).
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Using the Cauchy–Schwarz inequality and the approximation properties (3.29), (3.32), we
have

L1 ≤ Chk+1‖ξn+1
u − ξnu ‖ + C�t‖ξn+1

u − ξnu ‖ + C(�t)2|en+1
r |. (3.43)

By the property (3.38), we derive

L2 = −(ξn+1
q − ξnq , ξn+1

q ) + a

2
(en+1

u − enu , ξ
n+1
q ) − a

2
(en+1

q , ξn+1
u − ξnu )

= −(ξn+1
q − ξnq , ξn+1

q ) + a

2
(Rn+1

u − Rn
u , ξ

n+1
q ) − a

2
(Rn+1

q , ξn+1
u − ξnu )

≤ −(ξn+1
q − ξnq , ξn+1

q ) + Chk+1(�t‖ξn+1
q ‖ + ‖ξn+1

u − ξnu ‖), (3.44)

where the approximation property (3.29) of the elliptic is used again. For the term L3, some
calculations yield

L3 = − (
r(tn+1)(b(tn) − bnh), ξ

n+1
u − ξnu

) − (en+1
r bnh , ξ

n+1
u − ξnu ) + en+1

r (bnh , e
n+1
u − enu)

≤ |r(tn+1)|‖b(tn) − bnh‖‖ξn+1
u − ξnu ‖ + |en+1

r |‖bnh‖‖Rn+1
u − Rn

u‖
≤ C(hk+1 + ‖ξnu ‖)‖ξn+1

u − ξnu ‖ + C�thk+1|en+1
r |. (3.45)

Here we use the estimate (3.40) and (3.29). Similarly, we have

L4 ≤ C |en+1
r |(hk+1 + ‖ξnu ‖)‖u(tn+1) − u(tn)‖ ≤ C�t |en+1

r |(hk+1 + ‖ξnu ‖). (3.46)

Then by the estimates (3.43)–(3.46), the second the energy equality turns out to be

LHS ≤ R2, (3.47)

where

LHS = 1

�t
‖ξn+1

u − ξnu ‖2 + (en+1
r )2 − (enr )

2 + (en+1
r − enr )

2

+ 1

2
‖ξn+1

q ‖2 − 1

2
‖ξnq ‖2 + 1

2
‖ξn+1

q − ξnq ‖2,
R2 =C(hk+1 + �t + ‖ξnu ‖)‖ξn+1

u − ξnu ‖ + Chk+1�t‖ξn+1
q ‖

+ C�t(hk+1 + ‖ξnu ‖ + �t)|en+1
r |

≤ 1

�t
‖ξn+1

u − ξnu ‖2 + 1

2
�t‖ξn+1

q ‖2 + 1

2
�t |en+1

r |2

+ C�t(h2k+2 + (�t)2 + ‖ξnu ‖2).
Note that

‖ξn+1
u ‖2 ≤ 2(‖ξnu ‖2 + ‖ξn+1

u − ξnu ‖2), |en+1
r |2 ≤ 2(|enr |2 + (en+1

r − enr )
2).

Add the energy inequalities (3.42), (3.47) together to get

‖ξn+1
u ‖2 − ‖ξnu ‖2 + ‖ξn+1

u − ξnu ‖2 + 2(en+1
r )2 − 2(enr )

2 + 2(en+1
r − enr )

2

+ ‖ξn+1
q ‖2 − ‖ξnq ‖2 + ‖ξn+1

q − ξnq ‖2 ≤ R3,

where

R3 ≤ 4�t‖ξn+1
u − ξnu ‖2 + 2�t(1 + ‖bnh‖2)|en+1

r − enr |2
+ C�t(h2k+2 + (�t)2 + ‖ξnu ‖2 + (enr )

2).
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If

4�t < 1, �t(1 + ‖bnh‖2) < 1,

we can get the estimate by using the discrete Gronwall’s inequality

‖ξnu ‖2 + ‖ξnq ‖2 + 2(enr )
2 ≤ C(h2k+2 + (�t)2).

By the triangle inequality and (3.29), we complete the proof. 	


3.4 The Semi-implicit SDCMethod

The linear scheme proposed above is unconditionally energy stable. However, it is only first-
order accurate in time, while the LDG method is high-order accurate in space. To obtain
high-order accuracy in both space and time, we will employ the semi-implicit SDC method
iteratively to improve the temporal accuracy.

The semi-implicit SDC method is based on a first-order scheme, for example the SAV
method (3.12) here. An advantage of the SDC method is that it is a one step method and
can be constructed easily and systematically for any order of accuracy. More details for the
semi-implicit SDC method can be found in [16, 26].

We do the SDCprocedure in every interval [tn, tn+1].We divide the time interval [tn, tn+1]
into P subintervals by choosing the points tn,m for m = 0, 1, . . . , P such that tn = tn,0 <

tn,1 < · · · < tn,m < · · · < tn,P = tn+1. Let �tn,m = tn,m+1 − tn,m and un,m
k denotes the

kth order approximation to u(tn,m). The points {tn,m}Pm=0 can be chosen to be the Chebyshev
Gauss–Lobatto nodes on [tn, tn+1] to avoid the instability of approximation at equispaced
nodes for high order accuracy. Starting from un and rn , we give the algorithm to calculate
un+1 and rn+1 in the following.

Compute the initial approximation
un,0
1 = un and rn,0

1 = rn .
Use the first-order scheme (3.12) to compute a first-order accurate approximate solution u1
and r1 at the nodes {tn,m}Pm=1, i.e.
For m = 0, . . . , P − 1

un,m+1
1 = un,m

1 + �tn,m

⎛
⎝−

(
� + a

2

)2
un,m+1
1 − rn,m+1

1√
E1(u

n,m
1 + B)

�′(un,m
1 )

⎞
⎠ , (3.48)

rn,m+1
1 = rn,m

1 + 1

2
√
E1(u

n,m
1 ) + B

∫
�

�′(un,m
1 )(un,m+1

1 − un,m
1 )dx. (3.49)

Compute successive corrections
For k = 1, . . . , K
un,0
k+1 = un and rn,0

k+1 = rn .
For m = 0, . . . , P − 1
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un,m+1
k+1 = un,m

k+1 + �tn,m

⎛
⎝−

(
� + a

2

)2
un,m+1
k+1 − rn,m

k+1√
E1(u

n,m
k+1) + B

�′(un,m
k+1)

+
(
� + a

2

)2
un,m+1
k + rn,m

k√
E1(u

n,m
k ) + B

�′(un,m
k )

⎞
⎠ + Im+1

m (F(uk, rk)), (3.50)

rn,m+1
k+1 =

√
E1

(
un,m+1
k+1

)
+ B, (3.51)

where

F(uk, rk) = −
(
� + a

2

)2
uk − rk√

E1(uk) + B
�′(uk).

Here, Im+1
m (F(uk, rk)) is the integral of the P-th degree interpolating polynomial on the P+1

points (tn,m, F(un,m
k , rn,m

k ))Pm=0 over the subinterval [tn,m, tn,m+1], which is the numerical
quadrature approximation of

∫ tn,m+1

tn,m
F(u(t), r(t))dt .

Finally we have un+1 = un,P
K+1 and r

n+1 = rn,P
K+1.

Remark 3.5 (Local truncation error) The local truncation error obtainedwith the above semi-
implicit SDC scheme [26] is

O(τmin[K+1,P+1]),

where τ = max
n,m

�tn,m .

4 Numerical Experiments

In this section, we present some numerical experiments using the LDG spatial discretization
and the semi-implicit SDC temporal discretization for the Swift–Hohenberg equation. In all
examples, we assume periodic boundary conditions.We first perform an accuracy test, which
shows the expected accuracy in time and space. Then, we present an example to show the
energy stability of the first-order scheme and the semi-implicit SDC scheme, and to illustrate
the advantage of the high-order SDC method. Lastly, we present some long time simulations
to verify the energy stability and show the effectiveness of the proposed schemes.

Example 4.1 (Accuracy tests and efficiency of the proposed numerical methods) Consider the
Swift–Hohenberg equation in the square domain � = [0, 2π]2. For the tests, we choose a
suitable source term such that the exact solution is taken as

u(x, y, t) = e−2t sin(x) sin(y).

Choose the parameters ε = 0.025, g = 0 and a = 2.

To test the temporal accuracy of the first-order scheme (3.12), we use the meshes N = 64
and P2 approximation to ensure that the spatial discretization error is small enough, and the
temporal discretization error is dominant in the numerical test. The time step refinement path
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Table 1 Temporal accuracy test
m L2 error Order L∞ error Order

1 2.24E−03 – 7.83E−04 –

2 1.10E−03 1.03 3.83E−04 1.03

3 5.47E−04 1.01 1.96E−04 0.97

4 2.75E−04 0.99 1.02E−04 0.94

L2 and L∞ errors and orders of convergence at T = 0.1. The time
step refinement path is taken to be �t = �t0/2m , �t0 = 0.1 and
m = 1, 2, 3, 4

Table 2 Spatial accuracy test. L2

and L∞ errors and orders of
convergence at T = 0.1

N L2 error Order L∞ error Order

P1 8 1.86E−01 – 1.25E−01 –

16 4.72E−02 1.98 3.36E−02 1.90

32 1.18E−02 1.99 8.56E−03 1.98

64 2.96E−03 2.00 2.15E−03 1.99

P2 8 2.39E−02 – 2.28E−02 –

16 3.00E−03 2.99 2.82E−03 3.02

32 3.76E−04 3.00 3.48E−04 3.02

64 4.76E−05 2.98 4.48E−05 2.96

The mesh size refinement path is taken to be �x = �y = 2π/N with
N = 8, 16, 32, 64

Table 3 Spatial and temporal
accuracy test. L2 and L∞ errors
and orders of convergence at
T = 0.5 with �t = 0.2�x

N L2 error Order L∞ error Order

P1 8 8.42E−02 – 5.83E−02 –

16 2.12E−02 1.99 1.52E−02 1.93

32 5.33E−03 2.00 3.85E−03 1.98

64 1.33E−03 2.00 9.66E−04 2.00

P2 8 1.16E−02 – 9.79E−03 –

16 1.38E−03 3.06 1.23E−03 2.99

32 1.70E−04 3.02 1.54E−04 3.00

64 2.12E−05 3.00 1.93E−05 2.99

Table 4 Total CPU time for the
Swift–Hohenberg equation using
various time-stepping methods

– Third-order SDC method First-order method

CPU time 158s 3414s

is taken to be�t = �t0/2m ,�t0 = 0.1 andm = 1, 2, 3, 4. The L2 and L∞ errors and orders
of convergence are presented in Table 1, which shows first-order accurate in time and agrees
with the theoretical result.

To test the spatial accuracy numerically, we set the time step as �t = 10−4 to ensure that
the spatial discretization error is dominant. The mesh sizes are set to be �x = �y = 2π/N
with N = 8, 16, 32, 64. The L2 and L∞ errors and convergence rate at T = 0.1 are reported
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(a) (b)

Fig. 1 Energy evolution of the first-order scheme and the third-order semi-implicit SDC scheme
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(d) t = 120

Fig. 2 Numerical results of the Swift–Hohenberg equation using the third-order SDCmethod and the piecewise
P2 polynomial basis with ε = 0.3, g = 0.0

123



46 Page 24 of 30 Journal of Scientific Computing (2022) 93 :46

20 40 60 80

20

40

60

80

(a) t = 1.2
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Fig. 3 Numerical results of the Swift–Hohenberg equation using the third-order SDCmethod and the piecewise
P2 polynomial basis with ε = 0.1, g = 1.0

in Table 2, which shows (k + 1)-th orders of accuracy for Pk approximation and agrees with
the theoretical result.

The L2 and L∞ errors and accuracy of the third-order SDC scheme are presented in Table
3. The error is expected to be at the order of min{O(�t3),O(�xk+1)} forPk approximation.
Namely, high order accuracy in both space and time is easy to achieve for our proposed LDG
and SDC methods with larger time step sizes.

For the sake of comparisonof efficiency,wedocument theCPU timeof the third-order SDC
method and the first-order method for solving the Swift–Hohenberg equation. We choose P2

polynomial for spatial discretization, and the suitably chosen �t which yields an L∞ error
at the level of 10−5 for both methods. The results are contained in Table 4. Comparing the
CPU times, we notice that the third-order SDC method requires less time.

Example 4.2 (Energy stability test) In this example, we perform stability tests to verify the
energy stability, the initial condition is taken as

u(x, y, 0) = rand(x, y),
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(a) (b)

Fig. 4 Energy evolution of the third-order SDC method

where rand(x, y) is a random number between 0 and 1. The computational domain is � =
[0, 100]2. Choose the parameters ε = 0.3, g = 0 and a = 2.

Figure 1a presents the energy evolution of the first-order scheme (3.12)with three different
time step sizes, i.e. �t = 0.05, 0.005, 0.0005. We can see the energy curves decay with all
time step sizes, which agrees with the theoretical result of the unconditional energy stability.
In addition, the energy curves are far away from the energy trace with �t = 0.0005 if
we use �t = 0.05, 0.005 due to the low-accuracy of the first-order scheme (3.12). Thus,
to obtain more accurate numerical solutions, a smaller time step is necessary. However, our
semi-implicit SDC scheme can enhance the accuracy, we can see from Fig. 1b that the energy
curve of the third-order SDC scheme with �t = 0.05 is better coincident with the energy
trace with �t = 0.0005.

Example 4.3 (Long time simulations) In this example, we will show the long time simula-
tions of the Swift–Hohenberg equation with the random initial data between 0 and 1. The
computational domain is � = [0, 100]2. We take a = 2. For other parameters, we use the
values ε = 0.3, g = 0.0 and ε = 0.1, g = 1.0, separately.

We adopt the third-order SDC method and the piecewise P2 polynomial basis. The com-
puted mesh is composed of 128 × 128 elements with uniform mesh. The time step is
�t = 0.05. In Fig. 2, we show the contour plots of u with ε = 0.3, g = 0.0. While for
ε = 0.1, g = 1.0, the corresponding results are contained in Fig. 3. The numerical results
compare very well with the numerical calculations performed by Liu and Yin [15].

The energy evolution for both cases are presented in Fig. 4, we can see the energy is
decreasing in time, which shows that the SDC method based on the first-order SAV scheme
can maintain the energy stability.

5 Concluding Remarks

In this paper, we studied the LDG method for the Swift–Hohenberg equation and proved the
energy stability for the semi-discrete and fully-discrete schemes. In addition, we derived the
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optimal convergence rates for the semi-discrete and fully-discrete LDG schemes. The LDG
methods are high-order accurate in space, while the proposed linear scheme is only first-order
accurate in time, which motives us to develop high-order temporal discretization methods.
Thus, we employed the semi-implicit SDC method to improve the temporal accuracy based
on the first-order SAV scheme. Numerical experiments verified the theoretical analysis and
capabilities of the LDG and semi-implicit SDC methods.
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6 Appendix

In this section, we will present the proof of Lemma 3.2, the optimal error estimate of the
elliptic projection, by two lemmas. Denote the errors between the exact solutions of (2.1)
and the elliptic projection (3.25) by Ru , Rω, Rq , Rs. Suppose (P,) = (P−, P+) is defined
by (2.13)–(2.14) for the one-dimensional space, and take (P,) = (P−,+) defined by
(2.15)–(2.16) for multidimensional Cartesian meshes. Then the errors can be divided into

Ru = u − Pu + PRu = ηu + PRu, Rω = ω − ω + Rω = ηω + Rω,

Rq = q − Pq + PRq = ηq + PRq , Rs = s − s + Rs = ηs + Rs.

With the definition of the elliptic projection (3.25) and the property (2.17), we obtain the
error equation

0 = H+(Rs, ϕ1), (6.1a)

(Rs, θ1) = −H−(ηq , θ1) − H−(PRq , θ1), (6.1b)

(Rq , ϕ2) = −H+(Rω, ϕ2), (6.1c)

(Rω, θ2) = −H−(ηu, θ2) − H−(PRu, θ2). (6.1d)

Note that for the one-dimensional space, H−(ηq , θ1) = 0 and H−(ηu, θ2). The analysis will
be the same as that in [25]. Now we show the following estimates.

Lemma 6.1

‖Rs‖ � hk+1, ‖Rs‖ + h1/2‖Rs · n‖Eh � hk+1,

‖PRq‖ � ‖PRu‖ + hk+1, ‖Rq‖ � ‖PRu‖ + hk+1,

‖Rω‖ � ‖PRu‖ + hk+1, ‖Rω‖ + h1/2‖Rω · n‖Eh � ‖PRu‖ + hk+1.

Here and below the notation a � b means that, there exists a constant C > 0 such that
a ≤ b.

Proof Taking θ1 = Rs in (6.1b) and by the property (2.4), (6.1a), we have

(Rs,Rs) = −H−(ηq ,Rs) − H−(PRq ,Rs)

= −H−(ηq ,Rs) + H+(Rs, PRq) = −H−(ηq ,Rs),
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which yields

‖Rs‖2 = (Rs,Rs − Rs) + (Rs,Rs)

= (Rs,−ηs) − H−(ηq ,Rs)

� hk+1‖Rs‖.
Here we use the approximation properties (2.18) and (2.19). Thus by the trace inequality and
the triangle inequality, we have

‖Rs‖ + h1/2‖Rs · n‖Eh � hk+1, ‖Rs‖ + h1/2‖Rs · n‖Eh � hk+1.

Taking ϕ2 = PRq in (6.1c) and by (2.4) and (6.1b), we obtain

(Rq , PRq) = −H+(Rω, PRq) = H−(PRq ,Rω)

= −H−(ηq ,Rω) − (Rs,Rω).

Then

‖PRq‖2 = (PRq , PRq − Rq) + (Rq , PRq)

= (PRq ,−ηq) − H−(ηq ,Rω) − (Rs,Rω)

≤ 1

2
‖PRq‖2 + 1

2
‖Rω‖2 + Ch2k+2,

where the Young’s inequality and (2.18)–(2.19) are used. Hence, we get

‖PRq‖ � ‖Rω‖ + hk+1, ‖Rq‖ � ‖Rω‖ + hk+1. (6.2)

Finally, we take θ2 = Rω in (6.1d) and apply (2.4), (6.1c) to derive

(Rω,Rω) = −H−(ηu,Rω) − H−(PRu,Rω)

= −H−(ηu,Rω) − (Rq , PRu).

Then by Cauchy–Schwarz inequality, the Young’s inequality and (2.18)–(2.19), we have

‖Rω‖2 = (Rω,Rω − Rω) + (Rω,Rω)

= (Rω,−ηω) − H−(ηu,Rω) − (Rq , PRu)

≤ 1

2
‖Rω‖2 + ‖PRu‖2 + Ch2k+2,

which yields

‖Rω‖ � ‖PRu‖ + hk+1, ‖Rω‖ � ‖PRu‖ + hk+1.

It follows from (6.2) that

‖PRq‖ � ‖PRu‖ + hk+1, ‖Rq‖ � ‖PRu‖ + hk+1.

A simple use of the trace inequality and the triangle inequality gives

h1/2‖Rω · n‖Eh � ‖PRu‖ + hk+1, h1/2‖Rω · n‖Eh � ‖PRu‖ + hk+1.

The proof is completed. 	

With the help of the adjoint problem (3.26), we will show the second lemma, which is used
for the estimate of PRu .
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Lemma 6.2 For z ∈ L2(�), we get

(PRu, z) = − H−(ηu,ζ ) − H−(ηq ,θ)

− (Rω,ζ − ζ ) + (Rq , Pϕ − ϕ) − (Rs,θ − θ)

+ (ϕ − Pϕ,∇ · Rω) + (σ − Pσ,∇ · Rs)

− <(Rω − R̂ω) · n, ϕ − Pϕ > − < (Rs − R̂s) · n, σ − Pσ > . (6.3)

Proof By the adjoint problem (3.26) and integrating by part, we have

(PRu, z) = (PRu,∇ · ζ ) = −(ζ ,∇PRu)+ < ζ · n, PRu >

= −H+(ζ , PRu)− < (ζ̂ − ζ ) · n, PRu >

= −H+(ζ − ζ , PRu) − H+(ζ , PRu)

= H−(PRu,ζ ). (6.4)

Here the second line uses the definition of H+, the third line holds since ζ is continuous
across the element interface and we adopt the property (2.17) of  as well as (2.4) for the
last line. By (6.1d), we obtain

H−(PRu,ζ )

= −H−(ηu,ζ ) − (Rω,ζ ) = −H−(ηu,ζ ) − (Rω,ζ − ζ ) − (Rω, ζ ).

Similarly as (6.4), we derive

−(Rω, ζ ) = −(Rω,∇ϕ) = − (Rω,∇(ϕ − Pϕ)) − (Rω,∇Pϕ)

=(∇ · Rω, ϕ − Pϕ)− < Rω · n, ϕ − Pϕ >

− H+(Rω, Pϕ)− < R̂ω · n, Pϕ >

=(∇ · Rω, ϕ − Pϕ)− < (Rω − R̂ω) · n, ϕ − Pϕ >

+ (Rq , Pϕ − ϕ) + (Rq , ϕ), (6.5)

where the second line holds by integrating by parts, the third line uses the definition of H+
and the fourth line uses the fact that< R̂ω ·n, ϕ >= 0, since ϕ is continuous and we consider
the periodic boundary condition. In addition, we adopt (2.17), (6.1c) for the last line. Along
the same line to obtain (6.4)–(6.5), we have

(Rq , ϕ) = (ηq ,∇ · θ) − H−(ηq ,θ) − (Rs,θ − θ) − (Rs, θ),

−(Rs, θ) = (σ − Pσ,∇ · Rs)− < (Rs − R̂s) · n, σ − Pσ > .

Thus we complete the proof by combining the above equalities. 	

Now we are ready to prove the optimal error estimates of the elliptic projections. Take

z = PRu in (6.3) and denote each line of the right hand in (6.3) by Si , i = 1, 2, 3, 4. Then
the approximation properties (2.18)–(2.19) and the triangle inequality yield

S1 ≤ Chk+1(‖ζ‖ + ‖θ‖) ≤ Chk+1(‖ζ‖H1(�) + ‖θ‖H3(�)).

By Cauchy–Schwarz inequality and (2.18), we derive

S2 ≤ C‖Rω‖hmin{1,k+1}‖ζ‖H1(�) + C‖Rq‖hmin{2,k+1}‖ϕ‖H2(�)

+ C‖Rs‖hmin{3,k+1}‖θ‖H3(�)

≤ Ch(‖PRu‖ + hk+1)(‖ζ‖H1(�) + ‖ϕ‖H2(�) + ‖θ‖H3(�))
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for k ≥ 1. Here we use the estimates in Lemma 6.1. It follows from the triangle inequality,
the inverse inequality, the property (2.18) and Lemma 6.1 that

S3 ≤ ‖ϕ − Pϕ‖(‖∇ · ηω‖ + ‖∇ · Rω‖) + ‖σ − Pσ‖(‖∇ · ηs‖ + ‖∇ · Rs‖)
≤ Chmin{1,k}‖ϕ‖H2(�)(h

k+1 + ‖Rω‖) + Chmin{3,k}‖σ‖H4(�)(h
k+1 + ‖Rs‖)

≤ Ch(‖PRu‖ + hk+1)(‖ϕ‖H2(�) + ‖σ‖H4(�)).

For the last term S4, we adopt (2.18) and Lemma 6.1 to obtain

S4 ≤ ‖Rω · n‖Eh‖ϕ − Pϕ‖Eh + ‖Rs · n‖Eh‖σ − Pσ‖Eh
≤ Chmin{1,k}‖ϕ‖H2(�)(h

k+1 + ‖PRu‖) + Chmin{3,k}‖σ‖H4(�)h
k+1

≤ Ch(‖PRu‖ + hk+1)(‖ϕ‖H2(�) + ‖σ‖H4(�)).

Adding the estimates of Si , i = 1, 2, 3, 4 to the equality (6.3) and by the elliptic regularity
(3.27), we have

‖PRu‖2 ≤ Ch(‖PRu‖ + hk+1)(‖ζ‖H1(�) + ‖ϕ‖H2(�) + ‖θ‖H3(�) + ‖σ‖H4(�))

≤ CC∗h(‖PRu‖ + hk+1)‖PRu‖.
Thus we can obtain the optimal error estimate (3.28) of the elliptic projection by the Young’s
equality, the triangle inequality and Lemma 6.1.
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