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Abstract

We develop, analyze and numerically validate local discontinuous Galerkin (LDG) meth-
ods for solving the nonlinear Benjamin-Bona—Mahony (BBM) equation. With appropriately
chosen numerical fluxes, the conventional LDG methods can be shown to preserve the dis-
crete version of mass, and either preserve or dissipate the discrete version of energy, up to the
round-off level. The error estimate with optimal order of convergence is provided for both
the semi-discrete energy conserving and energy dissipative methods applied to the nonlinear
BBM equation, by a novel technique to discover the connection between the error of the
auxiliary and primary variables, and by carefully analyzing the nonlinear term. Fully discrete
methods can be derived with energy-conserving implicit midpoint temporal discretization.
Numerical experiments confirm the optimal rates of convergence, as well as the mass and
energy conserving/dissipative property. The comparison of the long time behavior of the
energy conserving and energy dissipative methods are also provided, to show that the energy
conserving method produces a better approximation to the exact solution. In a recent study
by Fu and Shu (J Comput Phys 394:329-363, 2019), optimal energy conserving discon-
tinuous Galerkin methods based on doubling-the-unknowns technique were developed for
the linear symmetric hyperbolic systems. We extend the idea to construct another class of
energy conserving LDG methods for the nonlinear BBM equation. Their energy conservation
property and optimal convergence rate (via a special constructed numerical projection) are
investigated. We also provide a comparison of these two types of energy conserving LDG
methods, and shown that, under the same setup of computational elements, the latter method
produces a smaller numerical error with slightly longer computational time.
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1 Introduction

The dynamics of shallow water wave equations can be modeled by the nonlinear dispersive
wave equation, for example, the nonlinear Korteweg—de Vries (KdV) equation

Up + ty + Uyxx + uuy =0,

which has been used in a wide range of applications [1]. In 1972, Benjamin et al. [2] proposed
an improved version of the KdV equation that also models long shallow water waves of small
amplitude, known as the Benjamin—Bona—Mahony (BBM) equation

Uy + Uy — Uyy; +uu, =0.

The BBM equation is obtained by replacing the third-order term u,,, in the KdV equation
with a mixed derivative term u,;, and demonstrates some attractive features that the KdV
equation lacks, one specific example being better dispersion properties resulting in improved
stability of the high wavenumber components. The BBM equation describes the unidirectional
propagation of surface water in a nonlinear dispersive medium with small amplitude and
long wave [2], and has been used in the analysis of hydromagnetic waves in cold plasma,
acoustic-gravity waves in compressible fluids and acoustic waves in harmonic crystals [3].
Due to its wide applications and rich dynamics, researchers have developed many different
forms of BBM equations which are usually called generalized BBM equations, see [4,5] and
the references therein.
In this paper, we consider the BBM equation taking the form of

Uy — EUyyy +uuy =0, (1.1)
on the interval I = [x;, x,-], with the periodic boundary condition
u(xy, t) =u(x,, 1), (1.2)
and the initial condition
u(x, 0) = ug(x), (1.3)

where ¢ > 0 is a given real number. The BBM equation possesses the cnoidal-wave solutions
of the form

3mC 5 ( 1 (
cn
2m —1) 2 (2m —1)e
where cn(z; m) is the Jacobi elliptic function with modulus m € (0, 1) (see [6]). C > 0 is
the speed of propagation of the solitary wave, and D is an arbitrary, real translation. The

period of cnoidal-wave solutions is 2K (m)/B, where K (m) is the complete elliptic integral
of the first kind and B = ﬁ It is well known that the BBM equation possesses two

ulx,t;C,D,m) =

x—Cl—D);m) (1.4)

invariant quantities: the mass M (¢) and energy E(¢), defined by
M(t) = /;u(x, t)dx, (1.5)
and
E(t) = /1 (u?(x, 1) + eu(x, 1)) dx. (1.6)

There have been a wide range of theoretical work available for the BBM equation. Here we
briefly review a few of them. The global existence, uniqueness and stability of the solutions of
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one-dimensional BBM equation were studied in [2]. The result was extended in [7,8] to multi-
dimensional cases. The existence and uniqueness of the periodic solutions was discussed in
[9], and that of the solitary wave solutions was studied in [10]. Numerical solutions of the
BBM equation have been studied by many researchers. We refer to [5,11,12] for the studies
of the convergence analysis of various finite difference and finite element methods proposed
for the BBM equation. High order scheme based on the local discontinuous Galerkin (LDG)
finite element method has been presented in [13,14] for one class of Sobolev equations which
includes the BBM equation. Numerical stability, as well as the optimal error estimate when
upwind nonlinear numerical flux was used, were studied in these papers. Another set of LDG
method was proposed in [15] for the KdV-BBM equation. In [16], LDG methods with two
different sets of numerical fluxes to either preserve or dissipate energy was proposed for the
Boussinesq coupled BBM system, and optimal error estimate was provided for the linearized
equations.

We confine our discussion on the high order discontinuous Galerkin (DG) method [17-21]
in this paper. It is a class of finite element methods using completely discontinuous piecewise
polynomial basis functions, and inherits the benefits of both finite element and finite volume
methods. Advantages of DG methods are many, including the flexibility for hp-adaptivity,
efficient parallel implementation, the local conservativity, the ability for easy handling of
complicated geometries and boundary conditions, and easy coordination with finite volume
techniques, making the methods very attractive in a wide range of applications. The LDG
methods were proposed by Cockburn and Shu in [22] to numerically solve partial differential
equations (PDEs) containing high order spatial derivatives terms, and we refer to the review
paper [23] for the development of LDG methods. Recently, there have been many studies in
designing DG and LDG methods which can conserve the energy or Hamiltonian structure
of the model in the discrete level. Energy conserving LDG methods have been designed for
the generalized KdV equation [24-27], the second order wave equation [28,29], the two-way
wave equation [30], the Camassa—Holm equation [31], the Degasperis-Procesi equation [32],
the nonlinear Schrodinger equation [33,34] and the improved Boussinesq equation [35].

In this paper, we develop, analyze and numerically validate two classes of LDG methods
for solving the nonlinear BBM equation. By introducing one auxiliary variable, and with
appropriately chosen numerical fluxes, the conventional LDG methods can be shown to
preserve the discrete version of mass, and either preserve or dissipate the discrete version of
energy of the continuous solution, up to the round-off level, which leads to the numerical
stability automatically. The proposed LDG method takes a different formulation from that in
[13], where three auxiliary variables were introduced for discretize the high order derivative
term. Our method is closer to the one in [15], but with a wide choice of numerical fluxes
to derive both energy conserving and dissipative methods. One main contribution of this
paper is to provide an optimal a priori error estimate for both the semi-discrete energy
conserving and energy dissipative methods applied to the nonlinear BBM equation. In [13,
15], optimal error estimate has been obtained for the upwind nonlinear numerical fluxes
only, and the same analysis cannot be extended to the energy conserving methods presented
here. Few work has been done in the literature on providing optimal error estimate for
the energy conserving methods applied to nonlinear equations. To achieve this goal, we
discover the connection between the error of the auxiliary and primary variables, and use this
connection to bound the nonlinear term by the auxiliary variable. Fully discrete methods can
be derived by coupling with energy-conserving implicit midpoint temporal discretization.
Numerical experiments confirm the optimal rates of convergence, as well as the mass and
energy conserving/dissipative property. The comparison of the long time behavior of the
energy conserving and energy dissipative methods are also provided, to show that the energy
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conserving method produces a better approximation to the exact solution, especially for long
time simulation and when polynomial degree k is small.

Recently, based on the idea of doubling the unknown functions via introducing auxil-
iary zero functions, optimal energy conserving DG methods have been presented for linear
symmetric hyperbolic systems by Fu and Shu in [36]. The same idea has been extended in
[37] to provide an energy conserving ultra-weak DG method for the KdV equation, where
comparison with existing energy conserving or dissipative DG methods have been provided
to demonstrate the better performance of the new developed optimal energy conserving DG
methods. At the end of the paper, another class of energy conserving LDG methods, based
on this doubling-the-unknowns technique in [36], is also constructed for the nonlinear BBM
equation. We investigate their energy conservation property and optimal convergence rate
via a special constructed numerical projection. We also provide a comparison of these two
types of energy conserving LDG methods presented in this paper, and under the same setup
of computational elements, the latter method is shown to have a smaller numerical error with
only slightly longer computational time.

Another motivation of the study of the energy conserving methods for the BBM equation
originates from our recent work in [31], where the energy conserving LDG method for the
Camassa—Holm equation was investigated. In [31, Figure 2], the comparison of numerical
solutions by the energy conserving and dissipative methods with the exact solution is pro-
vided, where we can observe a smaller phase error of the energy conserving methods, but
the improvement in terms of the phase error is not as good as that for the KdV [24] and
Degasperis-Procesi [32] equations. This phenomenon was also mentioned in [31]. We expect
this study of energy conserving methods for the simpler BBM equation provides us some
insights on this matter, and we will discuss our observation in the numerical experiment
section.

The organization of the paper is as follows. In Sect. 2, we present the LDG method for
the nonlinear BBM equation, and show that energy conserving or dissipative methods can
be obtained by choosing appropriate parameters and fluxes. The optimal error estimate of
the proposed methods is provided. Energy conserving temporal discretization is presented to
obtain fully discrete methods, which are shown to preserve the discrete version of mass, and
either preserve or dissipate the discrete version of energy of the continuous solution, up to
the round-off level. Numerical results are provided in Sect. 3 to show the order of accuracy,
the mass and energy conservation property and long time behavior of the LDG numerical
solutions. In Sect. 4, we introduce another class of energy conserving LDG methods based
on doubling-the-unknowns technique, recently proposed in [36]. Energy conserving property
and optimal error estimate of these methods have been studied. In Sect. 5, numerical tests are
provided to show the performance of the second class of energy conserving method, as well
as the numerical comparison of these two classes of LDG methods. Conclusion remarks are
presented in Sect. 6.

2 The LDG Method

In this section, we start by applying the conventional LDG method to the BBM equation, and
show that the energy conserving/dissipative methods can be achieved with suitable choices
of numerical fluxes. The proof of optimal error estimate for the proposed energy conserv-
ing/dissipative LDG method applied to the nonlinear BBM equation is also provided, and we
end the section by presenting the temporal discretization which is also energy conserving.
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2.1 Notations

We divide the computational domain / = [x;, x,] into J subintervals and denote the cells by
I = [x 1 xj+1]forj =1,2,..., J. Thecenterof each cellis x; = %(xj+1 +x. _%),and
the mesh s1ze is denoted by h; = )c]+ — Xl with h = maxh;j for j = 1,2,..., J being
the maximal mesh size. We assume that the mesh is regular, namely, the ratio between the
maximal and the minimal mesh sizes stays bounded during mesh refinement. The piecewise
polynomial space V,f‘ is defined as the space of polynomials of degree up to k in each cell [},

that is,
={v:vl, € PU, j=1.2,.... T}

The solution of the numerical scheme is denoted by uj,, which belongs to the finite element
space Vh We denote by (uh) ! and (uh)_ the limit values of u;, at x . ! from the right

cell /; 1 and from the left cell I , respectlvely We use the usual notations

]l = u —u;,, {up} = E(MZ +u;)
to respectively represent the jump and the mean of the function uy at the element interfaces,
for which we have the following equalities summarized in the lemma.

Lemma 2.1 Assuming up, vy, € V}f‘, we have the equalities
(o Lonl + Lunlvy ) 41
- +
[uhvh]j_;,_% =1 (u, [on] + [uplvy )/+% ’
({un}lvn] + [unl{vn}) ;41
JT3

If u is continuous at the point X1, we have {u} = 0, and the above
2

g = ey By
equality reduces to

(uvnl; 1 = @lvnl) ;1

For a shorthand notation, the inner product is denoted by (w, v); = f ;. wudx for the
scalar variables w, v. Finally, we provide the definition of various norms that will be used in
the rest of the paper.

e |lv|: the L2 norm of a function v € L2(1);
o ||v]lso: the L™ norm of a function v € L2(I);

e ||vlr, = f:] ( 2(x ) + vz(x 4l )): the norm defined on the element interfaces;

o V]| = | /J‘=1 [v]?_l: the so called “jump semi-norm”.
2

2.2 The Semi-discrete LDG Method

To derive the LDG discretization of the BBM Eq. (1.1), we introduce the auxiliary variable
v = u, and rewrite the equation as

Ph—wm+fWh=Q o
U:uxa
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where f (1) = u*/2 is the flux term. The LDG spatial discretization of the system (2.1) is
given as follows: we seek u;, and vj: [0, T] — V¥, the numerical approximations of u and
v, such that the variation forms

Wni 1)) + M5 Wn b1 Un) — F (uns 1z ) =0, (2.2a)

(W, 2)j + Hj(un, ¢2; p) =0, (2.2b)

holdin each cell I, j = 1,2, ..., J, for any test function ¢y, ¢, € V}f‘ . The bilinear forms
in the Eq. (2.2) are defined as

M@ 9) = (9. ); — @Y )y + @Y1, 2.3)

Frows = (@0, = (Fv ) +(Fh, (24)

where the hatted terms, i, fand Up,; in the Eq. (2.2), are the so-called numerical fluxes,
defined on the numerical solutions values at the element interfaces. We will specify how to
choose these numerical fluxes later. For the bilinear forms H;, we have following observa-
tions:

Lemma 2.2 Assuming ¢, ¥ € V}{‘ are both periodic functions, the following equalities hold

J J J
DM@ 9= (), + ) @D, 1, 2.5)
j=1 j=1 j=1
and
] o~
(@ = D+ @ =y lel), s
j=1
] o~
(H50. 03 @) + 1@ 01 9)) = 1 (@ = eI+ G = v Dle));
j=1 j=1
J o~
D (@ tehlvl+ @ — ¥hle)), -
j=1

(2.6)

Proof The Eq. (2.5) follows directly from the definition (2.3) and the periodicity of ¢, V.
From the integration by parts and the periodicity, we have

J J J
D@ == (e ) — D levl; 1 ()
j=1 j=1 j=1

Therefore, the Eq. (2.6) can be obtained from the combination of the Egs. (2.5), (2.7) and
Lemma 2.1. m]

The next theorem shows that the LDG methods (2.2) ensure the conservation of the total
mass.
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Theorem 2.1 Let uy, vy be the solutions of scheme (2.2) with any choice of consistent numer-
ical fluxes, and define the discrete mass as

J
My (t) = Z/ updx,
=171

then we have
Mp(t) = Mp(0).

Proof By taking the test function ¢; = 1 in the first equation of (2.2) and summing up over
all cells, we have

J J J
D g Dj+eY Hi@ne 1 Thn) — Y Fiup, 1; f) = 0.

j=1 j=1 j=1

It is easy to see that

/ 1d
Z(uh,,, D) =5 7 Ma(®),

J J J
> H Wi 1 i) = Z(vh,t, 0); + Z(ﬁh,t[m,-,% =0

Jj=1

Zf*(uh,l = Z(f(uh) 0); +Z( [,

N\

Therefore we obtain

d
— My (1) = 0.
7 n(t)
which leads to My, (t) = M (0). O

In order to find numerical fluxes that conserve or dissipate the total energy E(¢) at the
semi-discrete level, we start with the following result:

Lemma 2.3 Let uy, vy, be the numerical solutions of the LDG methods (2.2), the following
energy equation holds

d < ! .
ECTZ/ uj +evp)dx + Y (F )] = flunl)
J=1 Jj=1

=

2.8)
J=2

J
Z @nr = Vi Olun] + (@ — uilvasd), 1 =0,

where F(I,[) = fu f(S)dS and the pair (MZ, UZ’[%'

uyr Une) j b Sy s vhf,).,»_% and ({un}, {vn,r});_1 for any j.

1 can be any choice from the sets
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Proof By taking ¢ = uj and ¢o = evp, in (2.2), adding those two equations and then
summing up over all cells, we have

J 7
Z (i up)j + e, vag) ;) — Z]:f(uh, un; f)

j=1 j=1
J
+ey. (ij(vh,t, s Ung) + H5 (un, vns LTh)) =0
j=1

The first two terms can be rewritten as

/ uh + 6vh dx.
I;

J

J g
Z} (n,es un)j + en, vh) ) EEZ
j=

Jj=1

By applying Lemma 2.2, we can obtain

J
> (M w0 T + H s v 80))
j=1

J
- Z /[ (@hr = v Dluen] + @@ = uidone]) 1

with the choice of the pair (uj, vy ) -} stated in the theorem, and

J J J
D Ff Cnun Flun) = D @n)oun);+ ) (Flund);

j=1 j=1 j=1
J J J
=2 Fn)lyy, + Y (Flund; ==Y ((Fan)l = Flunl)
j=1 j=1 j=1
The combination of all these equations above leads to the energy Eq. (2.8). O

Motivated by this lemma, the following choices of numerical fluxes have been investigated
in this paper. For the pair of the numerical fluxes (u3,, Un.r), we choose them to be

Vhy =) +cylu

ﬁ,t *h,t + culunl, (2.9)
ip = up,

where ¢, > 0 and (u}, v,’:’t) can be either (-*, -7) or (-7, - 7). Recently, there have been some

studies on upwind-biased fluxes for approximating the first order derivative term [38], and

generalized alternating numerical fluxes [39] for approximating the diffusion term. The term

(uj, UZ, ,) can also be extended to the generalized alternating numerical fluxes in the form of

({un} = alun], {on,e} + alvp,1) s (2.10)

which won’t affect the energy conserving/dissipative property of the resulting methods. For
the nonlinear advection term f(u) = %uz, we can choose either the conservative flux

(@ + @) +uu), (@211

N =

P 1 u*
f(”’“)=ﬁ/ f(s)ds =
ut —u= J,-
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or the standard local Lax-Friedrichs flux

+32 —\2 + —
Furut) = (u™) l—(u ) _maX(qul,lu I)[u]' 2.12)

It is easy to observe that the conservative flux (2.11) satisfies

~ 1,
flu,u) = fu) = U X]: [F(up)] — (uh)[uh])H% =0,
j:
where F(u) = u?/6. The Lax-Friedrichs flux (2.12) is a nondecreasing function of its first
argument, and a nonincreasing function of its second argument, and satisfies
1 J
Fwy=fe =zu? 3 (IFGn)] = famlunl);, s > 0.

~.
—_

With these choices of numerical fluxes, the following observation on energy conservation
or energy dissipation holds, as a result of Lemma 2.3.

Theorem 2.2 Let uy, vy, be the numerical solutions of LDG scheme (2.2), with the numerical
fluxes (it vp.;) chosen as (2.9) with ¢, = 0, and the numerical flux of the nonlinear term f
chosen as (2.11). The following energy conservation property holds

Ex(t) = / (uf (e, 1) + evj(x, 1)) dx = Ep(0).
1

Theorem 2.3 Let uy, vy, be the numerical solutions of LDG scheme (2.2), with the numerical
fluxes (it,, vp.;) chosen as (2.9) with ¢, > 0, and the numerical flux of the nonlinear term f
chosen as either (2.11) or (2.12). The following energy dissipative property holds

Ey(t) < Ep(r) < Ep(0), Yt >1>0. (2.13)

Remark 2.1 Another popular choice of energy conserving numerical fluxes is the central flux,
that can be define as

O = {vn), @ ={un},  fu,u’t) chosenas (2.11).

The LDG scheme (2.2) combined with this set of numerical fluxes exhibit suboptimal con-
vergence rate, which will be observed in the accuracy numerical tests.

Remark 2.2 1In [13], LDG methods are derived for the BBM Eq. (1.1) based on an equivalent
formulation

ur=uw,
w+ (f(u) —ep), =0, (2.14)
p—wy=0,

with two auxiliary variables w and p. Its difference to our approach lies in the discretization of
the term u,,, which is linear. Therefore, if the numerical fluxes (i1}, vy, ;) take the same form
as (wy,, pp) [in the discretization of (2.14)], and the same nonlinear numerical flux f is used,

these two LDG methods can be shown to be equivalent, after all these auxiliary variables are
eliminated and only one final equation to update u, is obtained. Energy dissipative methods
have been discussed in [13]. More choices of numerical fluxes, leading to energy conserving
or dissipative methods, are discussed in this paper, as well as the optimal error estimate for
these fluxes which requires some new analytical tools to be discussed in the following section.
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2.3 Optimal Error Estimate

In this section, we derive the optimal error estimate for the LDG scheme (2.2), with the

numerical fluxes (i, vp,) chosen as (2.9) with ¢, > 0, and the numerical flux of the

nonlinear term f(u‘, u™) chosen as either (2.11) or (2.12). In other words, optimal error

estimate will be provided for both energy conserving and energy dissipative LDG methods.
We start by defining the following errors associated with a function f

er=f—fa=ns—&p, np=f-nlf, & =fi-7lf,

which from left to right, denote the error between the exact solution f and the numerical
solution fj,, the projection error between f and a particular projection 7w/ of f, and the error
between the numerical solution and the projection of f, respectively.

Some projection operators considered in this paper are defined as follows. We use  to
denote the standard L? projection of a function w into the space V;{‘, satisfying

(T, §); = (@.§)j. ¥$ € PX(I)).
We use 77~ to denote the Radau projection of w into the space V5, satisfying
(T w.9); = (. 9)j. Ve P,
(T w) =w, atxj+%.
Similarly, the projection 7+ of w is defined as:
o, 9)j = (@.¢);. Yo e P,
TTw)T =0T, at X1

D=

For these three projections, we have the following approximation property [28,40]:
I f = FIF +hlmd f = fIE, + B2 xT f = flI3, < Ch* 2, (2.15)

where 7/ = 7, 7% and the constant C depends on f but is independent of 4. For our
problem, we choose the projections of the solutions u and v to be:

+ s =gyt
7=, n“={”; ity =y, (2.16)
7=, ifa, =u,.
Moreover, for all v € V,{‘ the following inverse inequalities holds
ol < Ch™ Ml (2.17)
Ivlr, < Ch™V2|ju], (2.18)
vlloe < CH™V2 0] (2.19)

Before we present the main result on the optimal error estimate of the LDG scheme, let
us start by providing some useful lemmas.

Lemma 2.4 Suppose (up,vp) € V,f X th satisfy the Eq. (2.2b) with the flux iy, = u,
or i = u;l', and the projections (2.16) are used, then there exists a positive constant C
independent of h such that

IEuxll + R 2 [E] < ClIE. (2.20)
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Remark 2.3 This Lemma provides an important relationship between the error of the auxiliary
variable and the primary variable. In [41, Lemma 2.4], similar result on the variable instead
of the error

lun x4+ R~ 2 [undl < Cllval,
has been obtained, and the main body of our proof follows that in [41].

Proof Without loss of generality, we assume i, = u;l“ and the proof of the other case
iy = u,, follows the same idea. From (2.2b) and (2.3), we have

—(vn, @)j = (un, &3 in) = (n, ¢2)j — @) sy 1 + @d™); 1,

and the same equation is satisfied by the exact solutions u and v. Taking the difference yields
the error equation

—(ey, ¢)] = —(& + 1, ¢)] = (eu, ¢x)j - (é\u‘p_)]ur% + (é74¢+) ',%
= Gt 1)) = (G +md7) 4y + (G +T)e™) 4

[S7]

By utilizing the definition of the projections 7 and 7+, we have
~E0 ®)j = Eund2)j = (Eut ™)y + Eud™), s
= —Gur- )+ (E —8)O [y — & 8Tl 2
=~ 9 — 6107 [11

where the integration by parts and £, = g are used.

The rest of the proof follows that of [41, Lemma 2.4], and we only sketch the main idea
below. Let Ly be the standard Legendre polynomial of degree k in[—1, 1], we have L (1) = 1
and Ly is orthogonal to any polynomials with degree less or equal to k — 1. First, we take
the test function ¢ as

¢(x)|1./. = %—u,x (x) — gu,x (xj_Jr%)Lk ),
with 6 = 2(x — x;)/h . Therefore, the Eq. (2.21) reduces to
6w 7, = Gur ) j = = (Eurs @) — (6107
= (€. 0)j < &1, 161l5, < ClElr, Euxlz,

which leads to

luwsllz, < ClEN;,- (2.22)

Next, we take ¢ = 1in (2.21) to obtain

h_%[gu]]gr% =h"2 (€. 1)j — Eux. D)) < h_%||1||1,(||‘§u||1, + 1&uxllr;) < Clléully;,
(2.23)

by the Cauchy—Schwarz inequality and (2.22). Finally, by summing up (2.22) and (2.23) over
all elements, we get the desired result (2.20). ]
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Remark 2.4 To deal with the nonlinear term, we would like to make an a priori error estimate
assumption between numerical solution u;, and exact solution u

lu —unll < h,

following the setup in [40,42], where the same technique is used to treat the nonlinearity in
the KdV and Keller—Segel models. This assumption can be easily verified, and we refer to
[40,42] for the detailed explanation and proof. Easy to observe that this assumption implies

lu —uplloo < llu —wulloo + llru —uplleo = C, 2.24)

following the inverse inequality (2.19).

Lemma 2.5 Letuy, v, be the numerical solutions of the LDG scheme (2.2) with the numerical

fluxes (Lﬁ,,m chosen as (2.9) with ¢, > 0, and the numerical flux of the nonlinear term
f(u_ ,u™) chosenas either (2.11) or (2.12). Assume that u is the exact solution of the problem
(1.1) and is sufficiently smooth, then there holds the following inequality

J J
D Fiun Ea Fug ) =Y Fru, s f (W)
j=1 j=1

< Cll&I* + C (l0x&ull® + A7 [E]1%) + ChPF2,

(2.25)

Proof We start by showing that both u and u;, are bounded. The exact solution u satisfies the
energy invariant property (1.6), hence, we have

E(1) = llu(x, D) + ellux (x, D> = E(0).

By Trace inequality, one can obtain that ||u(x, t)||cc < C for any ¢, where C depends only on
the initial condition uo(x) and the domain /. Combining this with (2.24) leads to |jup|lco < C
as well.

To prove the estimate (2.25), we separate the left hand side into two terms as follows:

»

Fun. &at fluy  uih) — Fru Es f @)

1 g2
0; +67].

J
(F ) = f @), 05605+ (Fla ud) = f@) ;) (6] j,%' =

j=1

7
>
j=1
(2.26)

Since f(u) = %uz, it follows from the Cauchy-Schwarz inequality, the inverse inequality
and projection error bound (2.15) that

J J
2 10j1=2.
Jj=l1 Jj=1

= Cll& — mulllldx&ull < ClIELN? + Clldxkull* + ChH T2,

1
<§(uh +u)(up —u), 3x$u> < Cllup — ul[l|0x&xl

(2.27)

J
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The estimation of the second term 912 will be treated differently, depending on the different

choices of the numerical fluxes f(u;, u;f). If the conservative flux (2.11) is used, by applying
the mean-value theorem, we can get

J J
> e? \(f(u;, uh) = f@; 18, | = | P uh = Fawn,_yl6a;
j=1 j=1

i

(|u; —ul+ Iu,:' — ul)j_ (2.28)

of - o
< 2 (‘87(01,;,02,;) luy —ul+ ‘817(01,1',02,]') Joa —MI)F [&4] ]_,‘
1 J
= =Y (0w +onlluy = ul+low; + 200l —ul),_y |6,y
j=1
J
>

% [Su]j,% s

J

where 01, ; = (a1 ju;, + (1 — a],j)u)j_% and o ; = (az,ju;[ + (1 —ay, j)u) 1 for some
ay,j,az j € [0, 1], and the last inequality follows from

1 af
=6‘201,j+02,j’§C, 8147_,_(01,/',02,/')

af
‘8147_(01,]‘,02,]‘)

1
=6’<71,j+202,j’ <C,

since ||u]loo < C and |jupllecc < C. When f(u;, u;) is chosen as the Lax-Friedrichs flux
(2.12), we have

J
21671 =
j=1

\(f(uh, wi) = £ yl&d; |

M\mmx

1 1
(Z (@i)? + @)? + 2max(uif |, lu, D — ;) = EuZ) (&l

J=

[T

1

~.
Il

< ié () + )y —u) + (uy, +w)(uy — u)) y L&,y
1 J
+5 z_; (max(fuf |, Jug, )y — u) = (uy, — u)))j_% (61
Jj_
< CY (luy —ul+luy —ul), 1 |E, ’ (2.29)

1

J

"l:llerefore, it follows from (2.28) and (2.29) that, for either choice of the nonlinear flux
fuy uh),

M\

- +
|uh —u| + lu, — ul)j

_% [éu]j_%

<.
Il

M\'

h3 (g =1 +167 = nf1) s (21,4 )

2

~.
Il

@ Springer



17 Page 140f48 Journal of Scientific Computing (2020) 83:17

< C (Rl + RlIENT, +h7"E]1)
< € (Neull? + h Ml + 142 (2.30)

The combination of the Egs. (2.26), (2.27) and (2.30) leads to the desired result (2.25), and
this finishes the proof. O

Remark 2.5 The above lemma to bound the error in approximating the nonlinear term is one
of the key ideas to derive the optimal error estimate. In this paper, we consider the nonlinear
BBM equation with f(u) = %uz. For the general flux f(u), the lemma also holds, if the
numerical flux f(u’, u™) is a monotone numerical flux consistent with f. Therefore, the
optimal error estimate result in Theorem 2.4 holds for the LDG methods applied to the general
equation of the form u; + f(u)x — €urxr = 0.

Remark 2.6 The initial condition of the LDG scheme (2.2) is chosen as
up(x,0) = 7"ug(x) (2.31)

and vy, (x, 0) is calculated by (2.2b). With the choice of 7% defined in (2.16), one can follow
the proof in [28] to show the following estimate:

1€, ) =0, (5O < Cr . (2.32)

Now, we can present and prove the main optimal error estimate result for both energy
conserving and energy dissipative LDG methods.

Theorem 2.4 Let uy, and vy, be the numerical solutions of LDG scheme (2.2) with the numer-
ical fluxes (it}, ,m chosen as (2.9) with ¢, > 0, and the numerical flux of the nonlinear
term f(u‘, ut) chosen as either (2.11) or (2.12). Assuming u is the exact solution of the
problem (1.1) which is sufficiently smooth, and v = uy. For small h and all t € [0, T], the
optimal error estimate

lewll < CRETY, eyl < CR*HY, (2.33)

holds, where the constant C may depend on T, k, the length of the domain I, and some
Sobolev norms of the exact solution u up to time T, but is independent of h.

Proof The numerical solutions uy,, vy, satisfy the LDG scheme (2.2)—(2.2b), which are also
satisfied by the exact solutions «# and v. The difference of these equations yields the error
equations

Eu 1)) + €M Evy b1 E0y) — Frun. du: Fluy, u))
= Gy $1)j + M5 (o, d13 T0,) — Fr(u, 1 f(w)), (2.34)
Evr $2)j + H5 G 823 Ea) = (0, $2) + H (s 23 7). (2.35)

By taking the test functions ¢1 = &, in (2.34), ¢» = €&,, in (2.35), and summing those
equations, we have
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J J
D (Gurs 805+ 20 €0)5) 2 (H o 6t &) + 1 G 63 80)

j=1 j=1

J J
= 3 (O 605+ £ 60)) + D (Frtuns &3 Flay ) = Ff w603 f @)
j=1

j=1

J
o 3 (M0 i o) + P G 6 ) ) (2:36)

j=1

Following the property of the operator H; in (2.6) and the selection of numerical flux in
(2.9), we can obtain

~

Z(H*(sv,,su,sv,HH 6 ui &) —sZcu[su

=1 j=1

N

The other property (2.5) of the operator H; leads to

J
e D2 (5 (s 0 o) + 7 (s 60, 70))
j=1

J J
=€ Z ((7711,9 ax%:u)j + (Mu, axg:v,)j) +e& Z Ny, [gu] + nu[gv, ) 1
Jj=1 Jj=1

2

Therefore, the Eq. (2.36) can be rewritten as

d J J
5 a7 (&l + ell&nl?) = —ecull&l® + D 0n, &)+ D0, &)

Jj=1 j=1

J
+ 30 (5 Guns s Tl ) = Fi s f W) 2.37)
j=1
J

J
ey (O 080 + (s 0x80) ) + & ) (Mo 16 + Tulé 1)1
Jj=1 j=1

N

From the choice (2.16) of our projections of u and v, it follows that

J J
e (nv.60); =0, ) iuléy];_1 =0, (2.38)
— o
and
J
£ (1, 0x&)j + (s 0cEn,) ) = 0. (2.39)
j=1
By the properties (2.15) of projection error and Young’s inequality, we have
J
D O &) < I 17 + 18> < CR*F2 4 18,12 (2.40)

J=1
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The combination of the inequality (2.25) in Lemma 2.5 and the inequality (2.20) in Lemma 2.4
yields

J J
S Frun e Flugy b)) =Y Fr & f@)] < C (1E7 + 180017) + ChH 2.

j=1 j=1

(2.41)
The definition of 7, in (2.9) leads to
J J
e (ml&d),_y =y (0}, + culmaDI&a]);
j=1 j=1
e J
<5 D (RO + Al + (g + DAT'EP) Ly (2.42)
j=1
€ e s(c,%—i— 1) _
< Skl IF, + Shinlf, + ——h"" &1

< Ch*2 4 C|lg 112,

where the assumption ¢, > 0 is used, and the last inequality follows from the projection
error bound (2.15) and Lemma 2.4. By combining (2.38)—(2.42), one can rewrite Eq. (2.37)
as

d
- (18l + ell&ull®) = € (Il + elléull®) + CHHF2,
The optimal error estimate of &,, &,
€l + ell&ll < CR*H, (2.43)

follows from the Gronwall’s inequality and the error of the initial condition in Remark 2.6.
Combined with the optimal projection error of n,,, 1,, this leads to the optimal error estimate
of e, e, in (2.33). O

2.4 Temporal Discretization

In this subsection, we present the fully discrete LDG methods. The implicit midpoint temporal
discretization will be used to ensure that the fully discrete methods maintain the mass and
energy conserving property. If the energy dissipative method [i.e., ¢, > 0 or fchosen as
(2.12)] is used, the total variation diminishing (TVD) Runge—Kutta method can be used to
provide high order accurate temporal approximation.

LetO0 =1t < t; < --- <ty = T be a partition of the interval [0, 7] with time step
Aty = ty4+1 — ty. The following notations

nt 3 +1
up =up(-oty),  u, 2= (u” +u)),  tul =

are introduced to ease the presentation.
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Table 1 The explanation of the P — 1
numerical methods LDG method Flux /"2 Flux (5,+ vy, (@)"+7)
“C/D-C/D-LDG”
C-C-LDG (2.11) (2.45) with ¢, =0
D-C-LDG (2.12) (2.45) with ¢, =0
C-D-LDG (2.11) (2.45) with ¢, > 0
D-D-LDG (2.12) (2.45) with ¢, > 0
1
Central-LDG (2.11) ({S;FUZ}, {(up)" 2 1)

The fully discrete implicit midpoint rule with local discontinuous Galerkin scheme takes the
following form: we are looking for the solutions qu, vZ“, forn=1,2,...,N — 1, such
that

— l —~
G uf, $1)j + EHEGT U 15 87 v — Fray 2, i 1T =0 o)

+1 +1 el
W 2. ¢2)j +H Gy, 2 i (@)"2) =0

hold for all test functions ¢1, ¢» € VX on every cell ;. Here the nonlinear numerical flux
_~ ~ L 1
f’”‘% =/f\(uz+2’ , uz+2'+) can be chosen as (2.11) or (2.12), and the set of numerical

fluxes (8,+ vy, (IZI,)"J“%) takes the similar form as (2.9)

e +l
S =0 )" + e, 7], (2.45)
@) = )",

where ¢, > 0 and (u}, v)}) can be either (-*,-7), (-7, 1) or the generalized form in (2.10).
Easy to verify that the implicit midpoint rule method is second order accurate in time.

Remark 2.7 Since different choices of the numerical fluxes will be tested in the numerical
examples section, we name the fully discrete schemes as “C/D-C/D-LDG”, where “C” and
“D” stands for “conservative” and “dissipative” respectively, and the detailed explanation
can be found in Table 1. The “Central-LDG” method, as explained in Remark 2.1, is also
included for comparison. Note that the optimal error estimate proof does not apply to the
“Central-LDG” method.

The conservation of continuous mass and energy of the semi-discrete LDG methods are
shown in Sect. 2.2. For the fully discrete methods, we have the following results.

Theorem 2.5 Let uj and v; be the numerical solutions of the fully discrete LDG methods
(2.44). With the discrete mass and energy defined as

My = /u’édx, E} = / ((142)2 +8(UZ)2)dx, (2.46)
I I
the following mass conservation and energy dissipative property holds
M =M), E'<E'"'<...<E) (2.47)

for any n and all the LDG schemes in Table 1. More specifically, C-C-LDG and Central-LDG
methods can preserve the energy conservation, that means Ej = Eg.
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The proof of this theorem is similar to that of Theorems 2.1 and 2.2, and is omitted here.

Remark 2.8 Note that the implicit midpoint rule method is introduced here, mainly for the
purpose of conserving the energy at the discrete level. If one’s purpose is to design energy
dissipative methods, the explicit TVD Runge-Kutta methods should be used for simplicity.

At the end of this section, we provide some details related to the implementation of the
fully discrete methods (2.44). Let Uy, be the vectors containing the degree of freedom for the
piecewise polynomial solution uj, and denote U,;’ = Uy (t,). Similarly, we can define V,:’.
The fully discrete methods (2.44) can be rewritten in the matrix form as

1 1 1At 1 1
AU +eBY T 4 DIV S8 (DZU,;’+2 + fi (UZ*Z))
= AU} +¢BV}' + DV}, (248)
n+%

1 1
AV, 4 BU T 4 DU 2 =0,

where A and B are matrices depending on the polynomial basis functions and the terms
41 41 41 ] . —
D1V; 2 DU ]:l 2 and D3U Z 2 come from the choices of the numerical fluxes §;" v,
PO . . . L .
(it3,)"" 2. The nonlinear function f; denotes the discretization of the nonlinear term. The
second equation of (2.48) leads to the following relation between V), and Uj,:

n+% n+%

V, *=KunU, ?, (2.49)
where K,,, = —A~!(B + D3). Therefore, the system (2.48) can be reduced to

1 L
Ut =g, (U,f”) + LUV, (2.50)

where g is a nonlinear function and L is a linear function. To solve the nonlinear system
(2.50), one could use Newton’s method or other iterative methods. A stopping criteria of

+1 +1 . . S . .
(U Z k) — (UZ 2)&=D| < ¢ is used in the numerical implementation, where ¢ is the

2

. . . . + .
control error and is taken as 10~!% in our tests. With the solution U Z available, one could

1
use (2.49) to evaluate V,:l "2 if needed.

3 Numerical Experiments of the LDG Methods

In this section, we provide some numerical results of the proposed LDG methods with
implicit midpoint rule temporal discretization. When the case ¢, > 0 is considered in (2.45),
we always choose ¢, = 1 in our tests. We first perform the accuracy tests on the LDG methods
to verify the optimal convergence rate. We also test different initial projections and different
fluxes, and observe how these affect the order of accuracy. Mass conservation and energy
conservation/dissipation property of the proposed methods will also be verified numerically.
At the end, the long time behavior of the LDG methods is studied.
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3.1 Accuracy Test

The cnoidal-wave solution (1.4), with the following parameters

2m — 1 _ 2K (m)

=02963, D=0, ¢=10"2, x, =0, x =

m=09, C= = 0.9224,

(3.1)

is used in this section to check the convergence rate of the proposed LDG methods. The
initial conditions uo(x) is obtained by setting ¢+ = 0, and the numerical error are computed
at the stopping time 7" = 1.

Since the second order implicit midpoint temporal discretizations is employed and our
interest is in the effect of various spatial discretizations, we set the time step as 7 = 0.5877h2
(such that N = 2J 2). Tables 2, 3, 4, 5, 6 and 7 present the numerical order of accuracy for
the LDG methods with P°, P!, P2 and P3 basis, and with different choices of projections
in evaluating the numerical initial conditions.

As seen in Table 2 and Table 4, optimal order of accuracy of u;, and vy, are obtained for both
C-C-LDG and D-D-LDG methods, when (u};, va ;) is chosen as (u;[, v, .) in fluxes (2.9) and
projection 7+ is applied to obtain the initial conditions of uj,. These results agree well with
the error estimate in Theorem 2.4. It’s worth mentioning that, when L2 projections is used to
obtain the initial conditions of u, only kth order accuracy of v, can be obtained with basis
functions in P* for k = 1,2, 3 for C-C-LDG scheme (see Table 3) and D-D-LDG scheme
(see Table 5). In spite of this, optimal order of accuracy of uy, still can be obtained with basis
functions in P* for k = 1, 2, 3. The impact of different numerical initial conditions of the
LDG methods towards the convergence rate has also been observed by us in [28,29,35]. The
performance of the C-D-LDG and D-C-LDG methods is similar and is not presented here
to save space. With the other choice of numerical fluxes (u}, vy ,) = (4, v,':t), the same
numerical results are observed, and are omitted here.

The convergence rate of the Central-LDG method is shown in Table 6. Only kth order
accuracy in uj, and vy are obtained for odd k, which is consistent with our impression that
even-odd phenomenon of the central flux. Note that the optimal error estimate result in
Theorem 2.4 does not hold for the central flux, as one of the key inequality (2.20) cannot
be proven. If the energy dissipative terms are added to the Central-LDG method [i.e., taking
¢, = 1 and fchosen as (2.12)], the accuracy improves a little for odd k, as seen in Table 7,
but optimal convergence still cannot be obtained.

3.2 Mass, Energy Conservation and the Long Time Behavior

In this subsection we study the mass, energy conservation property and the long time behavior
of the proposed LDG methods.

We consider the cnoidal-wave solution (1.4) of BBM Eq. (1.1) with the parameters spec-
ified in (3.1). First, we plot the time history of the error of mass and energy (i.e., M, }le — M,?
and E} — EJ)) of C-C-LDG methods in Fig. 1, with J = 10, T = 250 and N = 2480. Easy
to observe that the mass and energy are both exactly preserved by our methods up to the
machine error at the level of 10~14.

Figure 2 plots |le,||, the time history of L? norm of numerical error, of different LDG
methods, for the cnoidal-wave example with J = 10, N = 20480, T = 30 and various pk
polynomial basis. We can observe that the L? errors of D-C-LDG and D-D-LDG methods are
similar and those of C-C-LDG and C-D-LDG methods are similar. The L? error of D-D-LDG

@ Springer



Journal of Scientific Computing (2020) 83:17

17 Page200f48

S00°0 = 12°C0—ALETT6 =1y 0 ="01 = L ‘LECT6'0 = ¥ ‘0 = Ix i On 1oy | 2 wonaaforgq

SIE0t 90—HSE96'C 1566'¢ LO—H1€9T9 6196°€ LO—HI8LE'T 6866°€ 80—HE0S9'T v9/12 8/ 1y
€L86°¢ SO—HTIV8't 8086°€ 90—H8986'6 SY86°'¢ 90—HST80'E SP66'¢ LO—HTLETY 91/12 v/ 1y
9T61't $0—H8S89'L SSL6'E PO—HLILS'T §965°¢ SO—HT6LS Y 8596°¢ 90—H6ESL'9 v/12 o/l
* 20—ASOT' T # €0—HEO8Y'T # Y0—H6106'S * YO—HESSO'T l2 Ty od
TT68°C YO—HO¥S6' 8200°¢ S0—H661St 9920°¢ SO—HcCIIt'T 9966'C 90—HAITYT'T ¥9/11 8/ 1y
SE16'C €0—HLOSY' I 2010°€ Y0—H6TT9'E 0166'C $0—HO00ST'I S066'C SO—HOI6L'T 91/12 v/ 1y
LYET'E T0—H0£60' ¥610°¢ €0—H6816C ¥296'C PO—HIEPT'6 0896'C YO—HPETH' 1 v/11 o/l
* T0—HS665°6 * T0—HL99ET * €0—HEITI'L * €0—H8ETT'T l2 Iy zd
9066’1 T0—HSE19°T 9266’1 €0—H6£799 18461 €0—H60TT'1 €686°'1 #0—H6588' v9/11 8/ 1y
€966°T 10—H98€0'T 11L6'T T0—H09£9°C L8881 €0—H601LY ¥9L6'1 YO—HOLIY L 91/12 v/ly
SII8'T 10—d+0€0' 7988°1 [0—HSEE0'T €70S°T TO—ArPrL 1 #666'1 €0—Hdr8€6'C ¥/l o/y
* 00+H0ST#'T * 10—H608'¢ * 20—H98Y6' # TO—HIILI'I I2 Ty d
€EVO'T 10—HI1TEL €280 10—9¥TLY'T 89CI'T 70—H9899°C 901 €0—H8E8Y'8 v9/12 8/ 1y
STIO'T 00+d8805'T S6TI'T 10—HCI¥S'€ 1S61°1 T0—HSLT8S LOVT'T T0—H00SL'T 91/12 v/ 1y
S8L9°0 00+H070°€ 8801°1 10—dSLYL L 9€IT'1 10—deree’l 92’1 C0—ArrLY'E ¥/l /'y
* 00+d91L8¥ * 00+d60L9'1 * 10—HE¥60°€ * T0—H091L6 I2 Ty od
) o125 %) Zjlea|| o) oo ma|| %) || mal|
a wo Ionyg n wo Joxrg 1 Q

9[durexa 9ABM-[EPIOUD ) UT dWAYDS (- JO SOILI 0UITIOAUOD PUE JOIID [BOLIDWNN ¢ d|qel

pringer

as



17

Page 21 of 48

Journal of Scientific Computing (2020) 83:17

S00°0 = 12°20—7LECT6 =Ty ‘0 ="0"1 = L ‘LETT6'0 = “X ‘0 = Lx ynm O0n 10y 2 wonsdfoag .7

10L6'C P0—H8ETI'T 1986'C S0—HS98'C TL96'E LO—H9996'1 $566°¢ 80—HTHSI'€ v9/12 8/ 1y
10L8°C €0—HTH99'1 8L16'C PO—HESSTT TUL6E 90—H6SL0'E T8L6'E LO—H80£0°S 91/12 v/ 1y
L8TY'T T0—HLIITT TL8LT €0—HIOVL'T ISLSE SO—HSLI8 Y 9006°€ 90—HS88T6'L v/12 /My
* T0—H60S5°9 * T0—dT10T 1 * PO—HEESL'S * PO—HIY8T'I L2 Iy od
01LI'T €0—H8S80°S ¥2T0'C €0—Hd865T°1 9110°¢ SO—d6vey'1 €VL6'T 90—HSL06'C v9/11 8/ 1y
0€ST'C T0—HA06CT S8L0C €0—HO0TILY 88¥0°¢ YO—HT6YI'T 0vL6'C SO—H8Y8T'T o1/12 v/ly
S9E1'C 10—HL160T L10T'T T0—H2066'T LLS6'T $0—H860S°6 See0'e Y0—HTS6L'T v/12 /My
* 10—HE008 * T0—HTSST'6 * €0—HT88E'L # €0—H669%"1 I Iy 7d
12€0°1 10—H6LES'E L9T0'T T0—Hd#896'L 9096'1 €0—HE08E'T 6¥66'1 PO—HIESLT ¥9/12 8/ 1y
8%C0'T 10—d6¥ET L YEIO'T 10—4d¢z19'1 6C88'1 €0—HAPTLES €9L6'1 €0—HArL60'T 91/12 v/ly
0788°0 00+H0TLY'T £096°0 10—HdLPST'E SOLL'T T0—HSI86'T 76681 €0—HO08IEY ¥/l o/y
* 00+HS9TLT * 10—HTEEE9 * 70—H988L'9 * T0—HLOI9'T T2 Ty d
€EVO'T 10—HI12EL €780 10—H¥TLYT 89CI'1 70—H9899°C 901 €0—H8E8Y'8 v9/12 8/ 1y
STIO'T 00+d8805'T S6TI'T 10—HCI¥S'E 1S61°1 T0—HSLTY'S LOVT'T T0—HO00SL'T 91/12 v/ 1y
68L9°0 00+90t+0°€ 88011 10—HSLYL L 9€1T'1 [0—HTree'T $9TE'T 0—arrL8E v/12 /My
* 00+H91L8¥ * 00+d60L9'1 # 10—HEV60'E # 20—H091L'6 l2 Ty od
o) R (R [%9) Zjlea]| o) oo ma|| %) || "al|
a JO Iolyg n Jo Io011yq 1 Y

S[durexa 9ABM-[EPIOUd A} UT dWAYDS (- JO SOILI 90UITIOAUOD PUE JOIIS [BOLIOWNN € d|qe]

pringer

Qs



Journal of Scientific Computing (2020) 83:17

17 Page 22 0of 48

S00°0 = '2°C0—ALETT6 =1y 1 ="01 = [ ‘LECT6'0 = ¥ ‘0 = Ix i On 1oy | 2 wonaaforg

6£66'€ 90—H6TLI'S SIS6'E 90—HE660'T Tr6'e LO—HSE96'T 0500 80—H0LS9'T v9/12 8/ 1y
89¢6°¢ SO—H8IHT'8 €168°¢ S0—H800L'T 8LLG'E 90—HETTO'E €It LO—H099C ¥ 91/12 v/ 1y
9LT6'E €0—HIT9T’1 0ELL'E PO—HLETST 9L£9°€ S0—H8I9LY 6500t 90—HEGLY'O v/12 o/l
# 20—H9026'T s €0—HI0SY € # Y0—HEIT6'S * YO—HTSOT'T l2 Ty od
¥798°C Y0—H9TLOY ¥996'C S0—HTL6T 6 LLEO'E S0—H68¢t'1 0600°¢ 90—H8EST'T ¥9/11 8/ 1y
8€8LC €0—H6596'C 0Tr6'T Y0—HLI9T L LOL6'T Y0—H918I'I 1L20°€ SO—HtP18'1 91/12 v/ 1y
LSL6'T T0—HSTY0T LSL8'T €0—HI¥8S'S LE96'T $0—H629T'6 9LY0°E YO—HO6LY' T v/11 o/l
* 10—HL909'T * T0—HS860 ¥ * €0—HT9TT'L * €0—H6TTT’1 l2 Iy zd
69L8'1 0—ASHS0'S LS88'1 T0—HdILYE | $998°'1 €0—HT8ST'1 7600C FO—HI1688'1 v9/11 8/ 1y
YOPL'T 10—H$968°1 SPSL'T T0—H96L6'Y LSSL'T €0—HSETTY 0vS0'C YO—HSH09'L 91/12 v/ly
016€'1 10—d620C°9 YLLY'T 10—HI1089'1 P8LE'T T0—HE9TY' 1 Teele €0—H6LST'E ¥/l o/y
* 00+H8929'1 * 10—HE8L9'Y * T0—HI80L°E # TO—HS8YLET I2 Ty d
09+8°0 00+91L90°T 88.8°0 10—H60S6'€ 0£L8°0 T0—HEEEL'S 6£68°0 T0—HL866'E v9/12 8/ 1y
#5990 00+d1816°T vL9L0 10—9¥S9T'L 1€6L°0 10—HS66S'T 8008°0 0—HP0Er L 91/12 v/ 1y
91¥$°0 00+HETH0'E L¥6S0 00+dL9€T' 1 S065°0 10—dLILLT 6LS9°0 10—dSH6T'1 ¥/l /'y
* 00+aY8TH ¥ * 00+H9.98'T * 10—HdSELT Y * 10—d+Th0'T I2 Ty od
) o125 %) Zjlea|| o) oo ma|| %) || mal|
a wo Ionyg n wo Joxrg 1 Q

9[durexa aABM-[EPIOUd ) UT dWAYDS ([ T-[-( JO SOILI OUITIOAUOD PUE JOIID [BOLIDWNN § 3|qe]

pringer

as



17

Page 23 of 48

Journal of Scientific Computing (2020) 83:17

§00°0 = 12°70—7LECT6 =Ty ‘1 ="0"1 = [ ‘LETT6'0 = “X ‘0 = Lx ynm O0n 10y 2 wonsdfoaq .7

8676'C $0—H8990°C YEY6'T SO—HYSSLT S0S6°¢ LO—HLESE'T L986°E 80—HO611€ v9/12 8/ 1y
6L8LT €0—H6VLS' T 9988°C YO—HP611°C LOL6'E 90—HS020°¢ 1¥86'¢ LO—H9YY6' 91/12 v/ 1y
08STT T0—H9L80'1 YT6L'T €0—HYLIS'T TLT9E SO—HLSELY TELG'E 90—H6VT8 'L v/12 /My
* T0—H920T'S * 70—H8580°1 * PO—HLISS'S * 0—H06TT' T L2 Iy od
LL81'T €0—HI80T'S 78€0°C €0—HLIIT'T 85€0°¢ SO—HAL6TH T ¥6L6'C 90—HCT16C v9/11 8/ 1y
12eCe T0—HLTLET T°60°C €0—HTT6L'Y 0200°¢ O—HSTLI'T TI86'C S0—HLI6T'T o1/12 v/ly
Pr161 10—HO0LOT I 12I1e T0—HrEr0T 6LS6'C Y0—H0E6E°6 ¥200°€ YO—HSEIS'T v/12 /My
* 10—HIELT Y * 70—H6££8'8 * €0—HI86T'L # €0—HTESH T I Iy 7d
£606°0 10—H0€9T'€ 0860 T0—HI18EL €868'1 €0—H6L6T' T 8616°1 YO—HLIK9'T ¥9/12 8/ 1y
9GLL0 10—HS8TT'9 85€6°0 10—dIvIy1 YLEL'T €0—HI90L'Y 81¢6'1 €0—d6020'1 91/12 v/ly
0L0%°0 00+H1610'T 0896°0 10—H1S0LT LIEET T0—HT69S'T 10L6'T €0—H0S68'¢ ¥/l o/y
# 00+d116€1 s 10—HS16T°S * 0—HL6Y6'E # 20—d19CS'1 L2 Ty d
09+8°0 00+91.90°T 88.8°0 10—H60S6'€ 0£L8°0 T0—HEEEL'8 6£68°0 T0—HL866'E v9/12 8/ 1y
5990 00+91816°T vL9L0 10—9¥S9T'L 1€6L°0 10—HS66S'T 8008°0 T0—HP0EY L 91/12 v/ 1y
91+S0 00+9€TH0'E L¥6S°0 00+dL9ET T S06S°0 T0—HLILLT 6L59°0 10—FSY6T'T v/12 /My
* 00+aY8TY ¥ * 00+H9.98'T * 10—HdSELT Y * 10—AYTr0'C I2 Ty od
o) R (R [%9) Zjlea]| o) oo ma|| %) || "al|
a JO Iolyg n Jo Io011yq 1 Y

J[durexa 9ABM-[EPIOUd AY) UT dWAYDS ([ T-[-( JO SOILI 90UITIOAUOD PUE JOIIS [BOLIOWNN § d|qe]

pringer

Qs



Journal of Scientific Computing (2020) 83:17

17 Page 24 0of 48

€0—A4ST9S'T = 12°20—FLETT6 =1y 0= "1 = L "LETT6'0 = “x ‘0 = Ix ynm On 10y 1z uonaafoag .7

7956'C PO—HELSL'T €896'C S0—H60T8°C 8620°€ 90—H655T°T 9666C LO—H0LEY9 v9/12 8/ 1y
1€L8°C €0—H8E9E' 1 96L8°C Y0—HLLOT'T 1820°¢ SO—HYTH8'1 7866C 90—H080¢'S 91/12 v/ 1y
atad €0—HEL66'6 £986°C €0—H8%79'1 €7€0°¢ $0—H620S' T $866'C SO—HTIVT Y v/12 /My
* T0—HESTE'S * €0—HESSL'6 * €0—H96CC’ 1 * PO—HP68¢°€ L2 Iy od
0SSI°€ P0—H6901°S SEC0'E SO—HILIL6 88€0°€ 90—H98LS'9 €560°¢ 90—HLI9P' | v9/12 8/ 1y
6vLTE €0—H06¥S't 611T°¢ YO—HYL66'L 810T°¢ SO—ar90t'S SE9l'e SO—HI661'T o1/12 v/ly
9250°€ 20—H0E0Y ¥ 820Y°€ €0—H6£16'9 1S90°F YO—HEVLEY 45484 YO—HPPLO'T v/12 /My
* 10—HTES9'E * T0—H9TIEL * €0—HE9TE'8 # €0—HI106'T I Iy 7d
98L6°0 10—HLLT8E 8L86°0 70—Hd7S69°'8 LSO0'T T0—H687ET €200 €0—HESSS'L ¥9/12 8/ 1y
1006°0 10—H6TS L £€56°0 10—d¥veL'l LL86°0 T0—Hd79L9' Y S800'1 20—Ar6IS’T 91/12 v/ly
1929°0 00+HLLOY'T 11¥8°0 10—HI6E€°E 62201 T0—HLTLT6 $920°1 T0—H8950°€ ¥/l o/y
# 00+99TL1T s 10—H9186'S * 10—HEY88'1 # 20—H997C'9 L2 Ty i
0910°T 10—HI8¢H'€ 16201 T0—H8068L L690°T T0—H¥8EST €520 €0—HLIVY'S v9/12 8/ 1y
01960 10—H62S6'9 €880'1 10—H8S09'1 P8ST'T T0—HI8TES SS60°'T T0—HC8IL'T 91/12 v/ 1y
Y2960 00+9SESET 7890°1 10—HderIt'e 680T'T 10—HE68T'T OLYT'T T0—H91L9'E v/12 /My
% 00+HELEYT * T0—H66ST'L * 10—HT6YL'T * TO—HEPIL'S I2 Ty od
o) R (R [%9) Zjlea]| o) oo ma|| %) || "al|
a JO Iolyg n Jo Io011yq 1 Y

J[durexa aABM-[EPIOUD A} UT dWAYDS ([ J-[BIIUI)) JO SAJLI OUITIOAUOD PUE JOIID [BOLIOWNN 9 d|qe]

pringer

as



17

Page 25 of 48

Journal of Scientific Computing (2020) 83:17

€0—AST9S'T = 12 °00—FLETT6 = 1y 1 = "1 = [ "L£TT6'0 = “x ‘0 = Ix ynm On 10y 1z uonaafoaq .7

2060°€ SO—HLOSS'8 GLS8'T SO—HLTEET ¥S8€°E LO—HY8T9°S 1€€T°€ LO—H9299'1 v9/12 8/ 1y
98€€°€ YO—HLIST L 15€6'C $0—H9069'T Srev'e 90—HS188'S ¥28T'€ 90—HEEIS'T 91/12 v/ 1y
6999°C €0—HY99E"L T9ELT €0—H0E6T T L¥S6T S0—H9879°9 ¥SIT'E SO—HTITS'T v/12 /My
* T0—HI8LY Y * €0—HSS19'8 * PO—HI6ET'S * YO—HSTIT'1 L2 Iy od
1290°¢ Y0—H6E8T L 6£00°¢ 0—H90ET'T L6S0'€E 90—H8T0L'9 LIY0'€ 90—HESOP' T v9/11 8/ 1y
61¥0°¢ €0—HCES0'9 9100°¢ 0—H1690°6 01z S0—H988S°S 8ELT'E S0—H990T'1 o1/12 v/ly
EYLY'T 20—H6600°S £000°€ €0—HSE9T'L wige YO—HITITS 87T8'E #0—H8880'[ v/12 /My
* 10—H6£8LT * T0—HrCI8S * €0—HTE8I'S # €0—H80YS'T I Iy 7d
§998°0 10—HLO8T'€ YE16°0 T0—H00SS'L LTTLT €0—HESSE'T T008°1 YO—H6TEL'O ¥9/12 8/ 1y
6£9L°0 10—dS186'S 9988°0 10—490TCH'1 L699°1 €0—HIE9Y9 L8YL'T €O—ArPeT 91/12 v/ly
8SS°0 00+HLSTO'T €798°0 10—H0629°'C 9€79'1 T0—HT9S0°C LT6S'T €0—Hr8L8'L ¥/l o/y
* 00+dLTI8Y' 1 * 10—HE6LLY * T0—HT9EE9 * T0—HTILE'T I2 Ty i
8678°0 10—d¥981°6 18L8°0 10—HI0EL'E 1888°0 T0—H86EL'8 76680 T0—HEY66'E v9/12 8/ 1y
62TL0 00+d8C€9'T LOLLO 10—H6558°9 ¥88L°0 T0—HSLIYT 8E18°0 T0—HOESH L 91/12 v/ 1y
87TS0 00+90569°C LS6S°0 00+H9YLT'T 0£85°0 T0—H8E6LT $¥99°0 10—HdI10IE'T v/12 /My
% 00+d0TLS'E * 00+HTSLL'T * 10—A1S8T' Y * 10—H99L0°C I2 Ty od
o) R (R [%9) Zjlea]| o) oo ma|| %) || "al|
a JO Iolyg n Jo Io011yq 1 Y

ordwrexa 9ABM-[2PIOUd A} UT PIPPe WLId) ANEdISSIP YIIM JWRYIS H(T-[BNUI)) JO @ PUB 71 JO SIOPIO 9OUSFIIAUOD PUL JOLID [EdIIOWNN / d|qel

pringer

Qs



17 Page260f48

Journal of Scientific Computing (2020) 83:17

o

Error of mass Mj' — M) for P> C-C-LDG

My — M

0 50 100

t

150

200

250

0
h

n
h

Error of energy Ej — EJ for P* C-C-LDG

10™

0 50 100

t

150 200 250

Fig. 1 Errors of mass (left) and energy (right) of C-C-LDG scheme in Sect. 3.2, with J = 10, T = 250,

N = 2480 and P2 polynomial basis
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Fig. 2 Time history of the numerical errors of uj in L2 norm with J = 10, N = 20,480 and T = 30 of
C-C-LDG, C-D-LDG, D-C-LDG and D-D-LDG methods in Sect. 3.2, with PO (top left), P! (top right), P2
(bottom left) and P3 (bottom right) polynomial basis

is growing faster than C-C-LDG method. This means that the influence of term ¢, [u,] in flux
Up.; is not as obvious as the nonlinear term flux f, and in general, the conserved C-C-LDG
scheme performs better. From the bottom of Fig. 2, we can see the the errors of the C-C-LDG
scheme do not grow significantly in time due to the energy conserving property.
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Next we focus on C-C-LDG and D-D-LDG methods, and provide a thorough comparison
of them by Figs. 3, 4 and 5 with the explanations below. In the top of Fig. 3, we show the
time history of the numerical errors of uj, in L norm with uniform time steps t = 0.0323
(top left), T = 0.0161 (top right) and P polynomial basis. It can be observed that the errors
of different time step sizes are similar, which means the numerical error is dominated by the
spatial discretization. Also, the numerical error of energy conserving scheme is smaller. The
middle and bottom of Fig. 3 provide the comparison of numerical solutions with the exact
solution at different stopping times, and the time history of u(x,,, t) with x,, = (x; + x,)/2,
uniform spatial cells J/ = 40 and the time step T = 0.161. Itis very easy to observe that, the D-
D-LDG scheme has a larger phase error, which makes the solution very inaccurate in the long
time simulation. On the other hand, C-C-LDG scheme demonstrate a good approximation to
the exact solution. When P2 and P polynomial basis are used, the same numerical results
can be observed in Figs. 4 and 5, respectively. The C-C-LDG scheme demonstrates a better
approximation to the exact solution than the D-D-LDG scheme. In addition, we can see the
difference between C-C-LDG and D-D-LDG becomes less obvious, as the polynomial degree
k increases.

Figure 6 shows the comparison of the waveform of C-C-LDG and D-D-LDG methods
at different times 7 = 70, 200, 250 and 290. Significant phase error can be observed for
the D-D-LDG methods, while the C-C-LDG methods can capture the wave well. At time
T = 290, the solution of D-D-LDG methods seems to match well with the exact solution,
but this is because the phase error has accumulated and the wave is now one period behind
(with periodic boundary condition used). Also, the magnitude of the numerical solution of
the C-C-LDG scheme (red line) stays as 1, while the amplitude of D-D-LDG result (blue
line) decreases gradually over time.

In [31], energy conserving LDG method for the Camassa—Holm equation is investigated
and tested. One question about [31, Figure 2] remains unanswered in that paper. A smaller
phase error of the energy conserving methods was observed for that numerical test, but
the improvement in terms of the phase error is not as good as that for the KdV [24] and
Degasperis-Procesi [32] equations. We revisited this issue for this simpler BBM equation.
Figure 7, the left column, reproduces similar observation as in [31, Figure 2], and one can
observe obvious phase error of both C-C-LDG and D-D-LDG methods, although C-C-LDG
method has a smaller phase error. The right column of Fig. 7 provide the numerical results
with a half time step size while keeping all the other parameters. After reducing Az, the
numerical error of energy conserving C-C-LDG methods decreases significantly, leading to
a much smaller phase error, but the error of the energy dissipative D-D-LDG methods does
not change much. Therefore, the large phase error of energy conserving methods in Fig. 7
(the left column) is mainly due to the temporal discretization error.

3.3 Non-uniform Meshes

In this subsection, numerical results of the proposed methods on non-uniform spatial meshes
are provided. Both the accuracy and long time behavior are tested. The non-uniform meshes
are taken of the style {h, 2h, 3h, h,2h, 3h, ...}, and J again stands for the total number of
cells.

We consider the cnoidal-wave solution (1.4) of BBM Eq. (1.1) with the parameters spec-
iﬁed in (3.1). In the first accuracy test, we set the time step as 7 = 2. 350842 (such that

=2J2). (uj, vh ;) is chosen as (uh , Uy, ) in the fluxes (2.9), and projection 77T is applied
to obtaln the initial conditions of u 5. Tables 8 and 9 present the accuracy test of C-C-LDG and
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Fig. 3 Time history of the numerical errors of uj, in L% norm with uniform time cells N = 1240 (top left)
and 2480 (top right) at r = 40, waveform at r = 4 (middle left), = 20 (middle right) and 1 = 40 (bottom left)
and time history of u(x;, t) (bottom right) of C-C-LDG and D-D-LDG methods in the cnoidal-wave example
with uniform spatial cells J = 40, x;; = (x; + x,)/2 and PO polynomial basis

D-D-LDG methods on non-uniform meshes, respectively. We can observe that both methods
demonstrate an optimal order of convergence rate on u;, and vy,.

Both C-C-LDG and D-D-LDG methods are simulated for this cnoidal-wave example, on
non-uniform meshes using PY (with J = 40) and P3 (with J = 10) polynomial basis.
Figure 8 shows the time history of their numerical errors of uy in L* norm. Comparing
with the top right of Figs. 3 and 5, we observe that non-uniform spatial meshes lead to
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Fig. 4 Time history of the numerical errors of u;, in L° norm with uniform time cells N = 10,240 (top
left) and N = 20,480 (top right ) for T = 70, waveform at + = 7 (middle left), t = 50 (middle right) and
t = 70 (bottom left) and time history of u(x;;,, t) (bottom right) of C-C-LDG and D-D-LDG methods in the
cnoidal-wave example with uniform spatial cells J = 10, x,, = (x; + x,)/2 and P2 polynomial basis

larger numerical error with the same J, and the C-C-LDG scheme demonstrates a better
approximation to the exact solution than the D-D-LDG scheme.

Figure 9 shows the comparison of the waveform of C-C-LDG and D-D-LDG methods
at different times 7 = 50, 100, 140 and 150, on non-uniform meshes (J/ = 10) for P2
polynomial basis. We can obtain the same conclusion as observed in Fig. 6 for the tests with
uniform meshes, namely the C-C-LDG methods have smaller phase and amplitude error than
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Fig. 5 Time history of the numerical errors of uy, in L® norm with uniform time cells N = 20,480 (top
left) and N = 40,960 (top right ) for 7 = 70, waveform at t+ = 7 (middle left), # = 50 (middle right) and
t = 70 (bottom left) and time history of u(x;;,, t) (bottom right) of C-C-LDG and D-D-LDG methods in the
cnoidal-wave example with uniform spatial cells J = 10, x;; = (x; + x,-)/2 and P3 polynomial basis

D-D-LDG methods. Comparing with Fig. 6, we can observe, under non-uniform meshes, the
phase error of the D-D-LDG methods accumulates faster: the peak of the wave lag one period
behind around r = 150, while the same phenomenon occurs around ¢ = 290 with uniform
spatial meshes.
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Fig. 6 The comparison of the waveform of C-C-LDG and D-D-LDG methods at different times ¢t =
70, 200, 250, 290 in the cnoidal-wave example with uniform spatial cells J = 10, T = 0.015736 and P2
polynomial basis

4 Energy Conserving LDG Method Via Doubling-the-Unknowns

Optimal energy conserving DG methods have been presented for linear symmetric hyperbolic
systems by Fu and Shu in [36], based on the doubling-the-unknowns idea to introduce an
auxiliary zero unknown equation. The same idea has been extended in [37] to provide an
energy conserving ultra-weak DG method for the KdV equation, where comparison with
existing energy conserving or dissipative DG methods have been provided to demonstrate
the better performance of this optimal energy conserving DG method. In this section, we will
extend the same idea to the BBM equation to derive and analyze optimal energy conserving
LDG method with double unknowns (named as dLDG), and the main focus is two-folds: first,
we want to show that the suboptimal Central-LDG method can be extended to be optimal
in this framework; second, the comparison of dLDG methods with the energy conserving
methods presented in Sect. 2 will be presented.

We start by doubling the unknown functions with the introduction of an auxiliary zero
function g(x, t), and consider the following system

Uy — Uyyr + uy =0,
t xxt X (41)
& — €8xt =0,
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Fig.7 The comparison of the waveform of C-C-LDG and D-D-LDG methods at different times ¢ = 40 (top),
t = 70 (middle), t = 150 (bottom) with time step 7 = 0.063004 (left) and r = 0.031502 (right), in the
cnoidal-wave example with uniform spatial cells / = 10 and P2 polynomial basis

with initial condition u(x, 0) = ug(x) and g(x, 0) = 0. As explained in [37], one could add
the nonlinear term gg, to the second equation to obtain the dLDG method, but it is not found
to be beneficial, therefore, to save computational cost, this nonlinear term is not included.
Analytically, g(x, ¢) should stay as O for any ¢, but this will not be the case numerically, due
to our choice of the numerical fluxes to couple u and g togther.
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Fig. 8 Non-uniform meshes: time history of the numerical errors of uj, in L norm of C-C-LDG and D-D-
LDG methods on non-uniform meshes, using po (left, J = 40) and p3 (right, J = 10) polynomial basis
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J =10and P2 polynomial basis
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The equations can be rewritten into a first order system by substituting u, with variable v
and g, with variable w:
ur — vy + fuy =0,
V= uy,
) (4.2)
8t — EWxt = 0,
w = gx,
where f(u) = u? /2. The semi-discrete dLDG methods for the system (4.2) are defined as

follows: find uyp, v, gn, and wy, € V,f, such that for all test functions ¢1, ¢2, @3, P4 € V}f it
holds that

Wnir @1)j + €M Wne 15 ) — F (s, pis ) =0,
(vn, ¢2)j + H(un, ¢2: ) = 0,

(8h.i» $3)j + €H (Wi, ¢3: Why) =0,

(Wi, ¢4)j + H(h, ¢a; &n) =0,

4.3)

where the numerical flux of the nonlinear term fcan be chosen as the conservative flux
(2.11) and the hatted numerical fluxes it},, Uy.;, & and wy,; are chosen as:

Ut = {vne} + ki[wn ]
iy = {up) + kalgn),

g “4.4)
Wh,t = {wh,t} - kZ[Uh,t],
gn = {gn} — kilunl,

and the parameters ki, kp satisfies kjko = —1/4. The average {-} in (4.4) can also be

replaced by the generalized alternating numerical flux (2.10). Optimal error estimate can-
not be obtained for the LDG method in Sect. 2 when average is used (i.e., Central-LDG
method), and we will show that by this doubling-the-unknowns technique, one could recover
the optimal error estimate.

4.1 Energy Conservation Property

In this subsection we present the energy conservation property of the dLDG scheme. The
equations of uj, vy, in the dLDG method (4.3) are the same as in the LDG method (2.2)—
(2.2b), except the definition of the numerical fluxes are different. Therefore, Theorem 2.1
(mass conservation property) and Lemma 2.3 still hold, with the new definition of these
fluxes. For the new variables g, and wy,, we have the following lemma:

Lemma 4.1 Let gy, wy, be the solutions of dLDG scheme (4.3), the following result hold

1d —~
2ai ), (i +ewp)dx +e ) (@Wny — {wnDlenl + @ — {gnDlwnil) ;1 =0.
J

[N]

The proof of this Lemma follows that of Lemma 2.3, and is omitted here. Therefore, we have
the following properties.
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Theorem 4.1 Letuy, vy, gn and wy, be the solutions of dLDG scheme (4.3), with the numerical
fluxes chosen as (4.4) and (2.11). The following energy conservation property holds

dEy(1) :=/(ui(x,t)+sv,§(x,t)+g,%(x,t)+gw,§(x,t))dx =dEy0). (4.5
1

Remark 4.1 Due to the introduction of auxiliary zero function g, the energy of dLDG method
in (4.5) now include both uj, vy, and gj, wy, which is different from the conventional LDG
method. This should be an approximate of the energy, because g; and wy, are numerical
approximation of zero functions, and we refer to [36] for more discussions on this matter.

4.2 Optimal Error Estimate

To derive the error estimate, the standard L2 projections of the solutions v, w
n’v =7, 'w=nw, (4.6)
and the following coupled projections (7", 78) of u and g

(Tu, ¢); = w,d);, Yo e P11y,
(8g.9); = (g.0);, Vo € P11,

({m"u} +k2[ngg]) 1= =u(x;_1), @7
({mg} — kalm" u])j_% =g, 1),
are defined for all j = 1,2,..., J, where k1ko = —1/4 is assumed. At a first glance, the

projections (4.7) seem to be globally coupled over all the element /;, due to the appearance
of {-} and [-] in the definition of the cell boundary terms. The following Lemma, following
similar result in [36], shows that they are actually local projections with optimal projection
errors.

Lemma 4.2 The projections in (4.7) are well-defined, and they satisfy
[ I _
7'u = =" (u + 2kag) + =~ (u — 2kag),
2 2
| 1 4.8)
8g=—nt 2kag) — — 7 (u — 2k2g).
8= 5T (u +2k2g) T (u 28)
In particular,
I7"u —ullo < CH**' and |w8g — gllo < Ch*H. 4.9)
Proof From the definition of the coupled projections (4.7), we know that for any « and 8
(@nu + g, ¢); = (au+ Bg. $)), V¢ € PN,

1 (4.10)
({om“u + Brfg)+ E[Zakzngg — 2/3k171"u])

1)+ Beglx; 1)

-3

=ou(x,
-3

We can choose o = 1, B = 2k3 such that 2ak; = 8, —2Bk1 = «, since k1ko = —1/4. Note
that for any w € V,f it holds {w} + %[w] = w, then the Eq. (4.10) leads to

Tu 4 2ko8 g = T (u + 2kag). 4.11)

@ Springer



17 Page380f48 Journal of Scientific Computing (2020) 83:17

Similarly we can choose o = 1, 8 = —2k; to derive
Thu — 2kl = T (u — 2kag). (4.12)

The conclusion (4.8) follows from (4.11) and (4.12), and the error estimate (4.9) is the direct
consequence of applying the error estimate (2.15) to 7. O

The following lemma is the analogue of Lemma 2.4.

Lemma 4.3 Suppose (up, vy), (gh, wp) € V,{‘ X V,{‘ are the solutions of the dLDG methods
(4.3) with the numerical fluxes (4.4), and the projections (4.6) and (4.7) are used, then there
exists a positive constant C, which is independent of h, such that

I€u.xllo +h721[E]] < C (g0 + NEwllo) (4.13)
€ llo + 2™ 2 1[E.11 < C (I&ullo + Ewllo) - (4.14)

Proof From the second and fourth equations of (4.3), we can obtain
(v + 2kowy, @) j + Hj(un + 2kagn, @5 it + 2kagi) =0,
(vn = 2kowp, @) j + H(up — 2kogn, ¢; itn — 2k2gp) = 0,
with the fluxes satisfying
iWh + 2ka8) = (up + 2kagn)™,  ith — 2ka8) = (up — 2kagn)”.

Therefore, (up + 2k gn, vy + 2kowy,) and (uy, — 2kagn, vy — 2kowy,) satisfy the assumptions
of Lemma 2.4, and we have

6. + 2ko&g xllo 4+ B2 |[E, 4 2kak, )| < ClIE, + 2k2Ewllo < C (I&ullo + IEwllo) s
4.15)

6u,x — 2ko&g xllo + B2 |[&, — 2kakg ]| < ClIE, — 22w llo < C (IEsllo + IEwllo)
(4.16)

and the results (4.13) and (4.14) follow from the fact that &, = % Gy +2koEg)+ % (84 —2k2&y)
and & = 7= (5, + 2koky) — g5 (€4 — 2kaky). D

Theorem 4.2 Let uy, vy, gn and wy, be the numerical solutions of dLDG scheme (4.3) with
the numerical fluxes (4.4), and the numerical flux of the nonlinear term f(u_, u™) chosen
as (2.11). Let u, v, g and w be the exact solution of the problem (4.2) which are sufficiently
smooth. For small h and all t € [0, T], it holds that

lewll < CRETY eyl < CRAFY, legll < CHMTY eyl < CRMTY (417)

where the constant C may depend on T, k, the length of the domain 1 and some Sobolev
norms of the exact solutions up to time T, but is independent of h.

The proof follows the same line as that of Theorem 2.4, and is skipped to save space.
4.3 Temporal Discretization
The fully discrete dLDG methods, coupled with the implicit midpoint temporal discretization,

will be discussed in this section. They take the following form: we are looking for the solutions
uZH, it gZH and wZH forn=1,2,..., N — 1, such that
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—_— l —~ 1
G ul p1); + eHEG U 1s v — Frwy 2L i 1T =0,
+1 +3 ol
Wy 2 d2)j +H w2, s ()" F2) =0,

—

(8 i #3)j + eH5 S w, ¢3; 87w =0,

(4.18)

+3 +3 PO
(wy 2. ¢4 +Hi(g, . baz (8)"T7) =0,

hold for all test functions ¢ 1, ¢2, ¢3 and ¢4 € Vkon every cell /;. Here the nonlinear numerical

~ ] . T o~ T
flux f"*2 can be chosen as (2.11), and the other numerical fluxes 8,+v;l’, ()2, wa;l',

/\n+% L.
(gn) take the similar form as (4.4)

8. v = {87 v} + Kl wyl,
~ 1 n+} n+i
()" ={u, *}+kalg, 1.
s h h (4.19)
8 wi = {8 wp} — kol v,

——n+1 +4 +1
(gn) ~ =1g, >} —kiluy, °1,

where k1k, = —1/4.
The mass and energy conservation property of the fully discrete dLDG methods is sum-
marized below.

Theorem 4.3 Let uj, vy, g, and wj be the solutions of the fully discrete dLDG methods
(4.18). With the discrete mass and energy defined as

M =/u',;dx, El :/((uz)2+s(vz)2+(g;;)2+e(w;:)2) dx, (4.20)
1 1

the following mass conservation and energy dissipative property holds for any n
0 0
M} =M), E}=E) 4.21)

The implementation of the fully discrete dLDG methods (4.18) is similar to that of the
LDG methods as discussed at the end of Sect. 2.4. The two additional equations are both
linear. As the implicit temporal discretization is used, most of the computational time is
spent on the nonlinear equation, therefore the computational cost of the dLDG method is not
significantly more than that of the LDG method, which will be discussed in the numerical
example section.

5 Numerical Experiments of the dLDG Methods

In this section, we provide some numerical results of the proposed dLDG methods with
implicit midpoint temporal discretization. The accuracy test and the comparison of the dLDG
and LDG methods will be studied. k; = 1/2 and k; = —1/2 are chosen in the numerical
experiments.
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5.1 Accuracy Test

The same cnoidal-wave solution (1.4), studied in Sect. 3.1, is considered here to verify the
convergence rate. The numerical error are computed at the stopping time 7 = 1. Similarly, we
set the time-step as T = 0.5877h2. Numerical order of accuracy of the dLDG method is given
in Tables 10 and 11. Optimal order of accuracy of u;, g, v,, w;, can be observed with Pk,
k = 1,2, 3, basis functions, when the coupled projections (7", w8) are chosen to evaluate
the numerical initial conditions. When L2 projection is used, optimal order of accuracy of
uy and gy, still can be observed, while the accuracy of v, and wj, are not optimal any more
(see Table 11). Note that the Central-LDG method delivers suboptimal error estimate of u,,
and by doubling the unknowns, the proposed dLDG method gives optimal convergence rate.
We have also tested other choices of k1, k (satisfying k1k; = —1/4), and observe the same
behavior.

Figure 10 shows the time history of the error of mass and energy (i.e., M ,Ilv - M}? and
E }/1v — Eg) of the dLDG methods, where we can see that the mass and energy are both exactly
preserved to the machine error at the level of 10714,

5.2 Comparison of the dLDG and LDG Methods

Both the dLDG and C-C-LDG methods are optimal energy conserving methods for the BBM
equation. A numerical comparison of these two methods is conducted in this section.

To provide a fair comparison, we provide the numerical results of the dLDG method with
J elements, as well as the C-C-LDG methods with both J and 2J elements. In Fig. 11,
we plot the time history of the L? errors of uj of C-C-LDG (J = 10 and J = 20) and
dLDG (J = 10) methods with various P¥ basis, for the same cnoidal-wave example. The
stopping time is set as T = 10 with N = 5120 uniform time steps. We can see the L2 error
of the dLDG (J = 10) methods is between those of the C-C-LDG (J = 10) and C-C-LDG
(J = 20) methods, for all of P!, P? and P3 spaces. For P2 and P3 case, the growth rate of
L? error of the dLDG (J = 10) method is similar to that of the C-C-LDG (J = 20), while
the initial error of the dLDG method at r = 0 is larger since less elements are used. It’s worth
noting that for P° case the L? error of dLDG (J = 10) and C-C-LDG (J = 10) methods
are the same, because one can actually show that with P? basis the dLDG scheme simply
reduces to the C-C-LDG scheme.

In Table 12, we list the average computational times (by taking the average of 20 runs) of C-
C-LDG and dLDG methods with different J and various P¥ basis. It can be observed that, with
the same number of elements and P* basis, the computational times of C-C-LDG and dLDG
method are almost the same, since most of the computation is spent on solving the nonlinear
equation when the implicit temporal discretization is used. In general, our computational
tests suggest that, with the same number of elements, the dLDG method provides a smaller
error than the LDG method, while maintaining slightly larger computational cost.

6 Conclusion Remarks

In this paper, we develop, analyze and numerically validate two classes of LDG methods
for solving the nonlinear BBM equation. By introducing one auxiliary variable, and with
appropriately chosen numerical fluxes, the conventional LDG methods can be shown to
preserve the discrete version of mass, and either preserve or dissipate the discrete version of
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Fig. 10 Errors of mass (left) and energy (right)
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Fig. 11 Time history of the numerical errors of u, in L2 norm with uniform time cells N = 4960 for T = 10
of C-C-LDG (J = 10 and J = 20) and dLDG (J = 10) methods in the cnoidal-wave example with pO (top
left), pl (top right), P2 (bottom left) and p3 (bottom right) polynomial basis
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Table12 Average computational times (in seconds) of 20 runs of C-C-LDG and dLDG method with N = 5120,
T =10, x; = 0, x, = 0.92237 and different J in the cnoidal-wave example

J =50 J =100 J =200

C-C-LDG dLDG C-C-LDG dLDG C-C-LDG dLDG
PO 3.6000 3.7227 4.2211 4.3125 6.4695 6.6383
P! 3.2781 3.3820 4.3273 4.5594 17.5703 17.7000
P2 3.5500 3.8281 5.3578 5.8336 29.4523 31.6195
p3 3.9766 4.3367 6.5313 7.2875 42.3992 46.5656

energy of the continuous solution, up to the round-off level. One contribution of the paper is
to provide an optimal a priori error estimate for both the semi-discrete energy conserving and
energy dissipative methods applied to the nonlinear BBM equation. To achieve this goal, we
discover the connection between the error of the auxiliary and primary variables, and use it
to bound the nonlinear term by the auxiliary variable. Fully discrete methods can be derived
by coupled with energy-conserving implicit midpoint temporal discretization. Numerical
experiments confirm the optimal rates of convergence, and the advantage of energy conserving
method for long time simulation. We also present another class of energy conserving LDG
methods for the nonlinear BBM equation, based on the doubling-the-unknowns technique
in [36]. We investigate their energy conservation property, optimal convergence rate, and
numerical comparison of these two energy conserving LDG methods.
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