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Abstract

We propose a mixed method for the computation of the eigenvalues of the Maxwell eigen-
problem, in terms of the electric field and a multiplier. The method allows the Lagrange
elements of any order greater than or equal to two for the electric field, while a piecewise
constant element always for the multiplier. We show that optimal error estimates yield for
singular as well as smooth solutions. For the Maxwell eigenproblem in L-shaped domain
which has singular and smooth eigenfunctions, we present numerical results for illustrating
the effectiveness of the proposed method and for confirming the theoretical results.
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Mathematics Subject Classification 65N30

1 Introduction

Let Q@ C R? be a simply-connected polygonal domain with boundary d2. Let w?® be the
unknown eigenvalue, u the electric field(the unknown eigenfunction solution) and t the unit
tangential vector which orients anticlockwise along d<2. This paper is concerned with the
following Maxwell eigenproblem:

2

curl curlu = w*u in Q,
diva=0 in €, (1.1)
t-u=0 on 0L2.

To develop the finite element method, in addition to the electric field u, we introduce an
additional new unknown variable p, which is called the multiplier, in order to relax the div
equation (Gauss law) so that it can hold in some weak other than pointwise sense. The Gauss
law of the div equation relates to the charge conservation or to the fact that the magnetic
induction field is solenoidal in nature. Thus, the above Maxwell eigenproblem is naturally
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recast into the saddle-point problem (cf. [35]) in terms of the electric field u and the multiplier
p:

curlcurlu — Vp = o*u  in Q,

diva=0 in 2,
t-u=0 on 0€2, (1.2)
p=0 on 92.

Note that the multiplier p is in fact a dummy variable,i.e., p = 0identically. The saddle-point
problem is itself actually a type of Hodge-decomposition (cf., [32]). Such decomposition
has been fundamental in the mathematical and numerical studies of Maxwell equations.
Moreover, (1.2) allows the classical Babuska—Osborn theory ([4,36]), since it provides a
compact operator.

Finite element computations of the Maxwell equations are important in understanding
electromagnetic phenomena. The main task is to well approximate the electric field u and
the eigenvalue w?. However, unlike other problems, the Maxwell eigenproblem may have
infinite singular solutions and meanwhile, may also have infinite smooth solutions. The
singular solution usually means that

ue (H(Q)%, culue H(Q), 0<r <1, (1.3)
while the smooth solution means that
ue (HT Q) r>0. (1.4)

Whenever €2 is nonconvex carrying reentrant corners, as is well-known (1.3) is commonplace
in electromagnetism (cf., [2,6,32]). There are many difficult issues in the finite element
computations, but this paper is only concerned with two. One is that the low regularity
solution u could not be well approximated, and even may be wrongly approximated. The
other is that there may exist so-called spurious eigenmodes, i.e., there are some nonphysical
eigenvalues which pollute the physically true eigenvalues so that the latter could not be
selected out. See [34,37] and references therein. As is well-known, the Nédélec elements
([38,39]) which are only Hy(curl ; €2)-conforming have been popular for solving Maxwell
equations (cf. [28,34,37] and references therein).

As alternatives, the Lagrange elements have been increasingly interesting, and over the
last decades, there have been a number of such methods, see [5,9-12,14,18,20,23-27,29-31],
etc.

In this paper, we propose a new approach for solving (1.2), with the use of Lagrange
elements, different from the methods in the above cited literature.

In fact, we shall use the standard Lagrange elements of polynomials P, on barycentric
refinements of total degree not greater than the integer £ > 2 to approximate each component
of the electric field, while for the multiplier, we always use the piecewise constant Py element
no matter what ¢ > 2 is. If denoting the finite element spaces of the electric field and the
multiplier by Uy, and Qj, respectively, which are subspaces of

U := Ho(curl ; Q) N H(div; Q), Q:=L* ), (1.5)

the pair (U, Q) and the pair (U, Q) obviously differ from the usual choices: Hy(curl ; 2)
and HOl (2) and Nédélec elements, and consequently, the finite element variational formula-
tion is different. In addition, the finite element variational formulation and the finite element
spaces of this paper are different from the ones in the literature as cited in the above in the
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context of Lagrange elements. As a matter of fact, with the above (U;, Qp) at hand, we
propose the following finite element method: Find (a)ﬁ, u,) € R x Uy, pp € Op, such that

{ (curl wy, curl v;) + (div Vi, pp) = wF (W, Vi),  Vvy € Uy, (L6)

(div uy, gp) =0, Yqn € Q.

For these reasons, all the issues of the well-posedness, the convergence, the error bounds, and
whether the method is spectral-correct and spurious-free are far from known. We must develop
a new theory. Such theory is different from the one for the Nédélec element methods which
involve a pair of finite element spaces (Nj, Mj,). The latter theory is based on the so-called

de Rham complex exact sequence ([34,37]) which simply reads VM), C HOl () l N, C
Ho(curl ; Q). Here, (Uy, Qp) do not satisfy such sequence. Unlike the Nédélec elements,
the Lagrange elements are scalar-oriented in the definitions of degrees of freedom, and are
thus more favorable in coding and implementation. In the regime of Lagrange elements, to
the authors’ knowledge, the formulation (1.6) is new and the simplest, and the theory here
relies on the key Lemma 4.2 of this paper, while such lemma is the first time witnessed for
the Maxwell eigenproblem. The use of this lemma and the theory developed open a new
way for the spectral-correct and spurious-free approximations for Lagrange elements. Some
numerical results show that the Lagrange elements in three-dimensions also work. Like some
Lagrange element methods cited as above, the disadvantage here is the saddle-point structure;
on the other hand, since Qy, is the constant element, the saddle-point system may be realized
by the classical penalty algorithm (cf., [13,32]) decoupling the computations of the electric
field and the multiplier.

With the pairs (U, Q) and (Uy, Qp), together with (1.6), the issues mentioned in the above
will be investigated with the help of the abstract Babuska—Osborn theory ([4,36]) for mixed
methods of eigenvalue problems of compact operators. Such abstract theory mainly consists
of the uniform convergence of the discrete solution operator with respect to the L2 norm,
because we are dealing with the compact operator associated with (1.2).

Since the crucial property is the uniform convergence, how to establish this convergence
will be the main goal of this paper. For that goal, we establish inf-sup conditions which link
the curl operator and the div operator through three finite element spaces(i.e., Uy, O, and
an auxiliary finite element space W),, where W), is only for theoretical purpose and does not
involve any numerical implementations). With these inf-sup conditions, we can construct two
Fortin-type interpolations. Then, we can show the well-posedness of the method, including
the kernel-ellipticity and the inf-sup condition of the pair (U, Qy), and we can obtain the
uniform and optimal convergence of the discrete solution operator. Consequently, applying
the BabuSka—Osborn theory of mixed methods, we show that the method is spectrally-correct,
spurious-free, and obtain the error bounds for eigenvalues and eigenfunctions, optimal relative
to both the regularity and the order of approximation. Here we would like to remark that
although the multiplier is always approximated by the piecewise constant Py element, the
optimum in the error bounds with respect to the order of approximation £ is not affected. This
is because the continuous multiplier p is identically zero. Numerical results are presented to
illustrate the proposed method and confirm the theoretical results.

The remaining part of this paper is organized as follows. Section 2 is preliminaries. The
mixed finite element problem is set up in Sect. 3. The inf-sup condition and Fortin-type
interpolations are established in Sect. 4. A general theory of stability and error estimates
is reasoned in Sect. 5 for any order Lagrange elements. Numerical results in non-convex
domains are presented in the last section.
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2 Preliminaries

In this section, we review the curl and div Hilbert spaces.

Given a simply-connected polygon 2 C R?, with a connected Lipschitz boundary I' :=
02(a planar curve). Let n denote the unit outward normal vector to I". Introduce the usual
Hilbert spaces [1]: H'(Q) = {g € L>(Q) : Vq € (L*()*}, H}(Q) = {qg € H'(Q) :
glr = 0}, H(Q)/R = {g € HY(Q) : [,q = 0}. Let H(Q), H}(Q), and H'(Q)/R
be equipped with norm ||q||% = ||q||(2) + ||Vq||(2) and semi-norm |¢q|; = ||Vql|o. We also
need Hilbert space H*®(£2) with norm ||¢||s for s € R, where HO(Q) = L%(Q). In addition,
introduce Hilbert spaces H (curl ; Q) = {v € (L>(€))? : curl v € L%(R)}, Ho(curl ; Q) =
(v e Heurl ;) : v-tlr = 0}, Hdiv; Q) = {v € (L2(Q))? : divv € L*Q)},
H@div?; Q) ={ve H(div; Q) : divv = 0}, Hy(div; Q) = {v € H(div; ) : v-n|r = 0}.

The norm for H (curl ; Q) is |[V||§ oy = |IVII§ + |lcurl V|| and the norm for H (div ; Q)
is ||V||%,div = ||V||(2) + ||div V||(2). The Hilbert space H (curl ; ) N H(div ; 2) is equipped
with the norm ||V||%,curl div = ||V||(2) + ||curl V||% + ||div v||(2). As a result of the following

Proposition 2.1, the Hilbert space Hp(curl ; 2) N H (div ; €2) can be equipped with the norm

V1201 aiv = llcurl v[|§ + [|div v|[3, which is equivalent to the norm |V]|o,curt .div - We in

addition introduce L%(Q) ={weL*Q): fQ w = 0}. The norm of L%(Q) is still denoted
by [l - llo-

Proposition 2.1 [2,32,42] For any v € Hy(curl ; Q) N H(div ; ), we have
lleurl VI3 + [1div vI[§ = ClIVI[G.
Proposition 2.2 [2] We have the following Hodge-decomposition(L* orthogonal):
(L*())? = curl (H'(Q)/R) + VH} (Q).
Proposition 2.3 [2] The following continuous embedding hold for some 1/2 < r < 1:
Ho(curl ; ) N H(div ; Q) < (H"(Q))%,
where for any v € Hp(curl ; Q) N H(div ; 2), we have
IIVIlr = ClIvlleurt ,div -

The value of the regularity » comes from the Poisson equation of Dirichlet boundary
condition [2,33], and roughly, 1/2 < r < 7/, for the largest opening angle 7 < k < 2m at
the reentrant corners.

3 The Finite Element Method

In this section, we define the finite element method.

Denote by .7}, the conforming triangulation of €2 into shape-regular triangles [17], i.e.,
Ip ={T},h := maxreg, ht and ht thediameterof T € .7;,. Let .7}, /> denote the barycentric
refinement of .7}, in the following way: forevery T € .7}, we divide T into three sub-triangles
by connecting the barycentre to the three vertices. Let D C 2 be an open subset. Denote by
P¢(D) the space of polynomials on D of total degree not greater than £, where £ > 0 is an
integer. Denote either of .7, or 7,2 by the notation 4. Introduce

V(G = {un € LX) : vplr € Po(T), VT € ). 3.1)
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For ¢ > 2, we define the Lagrange finite element space U,(f) (F2) for the solution
U (i) = (Vi (Fh2) 0 H () 0 Ho(eurl ; Q). (3.2)
In addition, we introduce
0" (T = V" (). (3.3)

The finite element method we propose is to find (a)i, u, #0, pp) € R x U;f)(ﬂh /2) X
0% () such that

a(uy, vi) + b(va, pp) = of (W, Vi), Vv, € Uff)(%/z),

(3.4)
b(uy, gn) =0, Van € Q) (Th).
where
a(u,v) = (curl u, curl v), 3.5)
b(v,q) = (divv,q). (3.6)

4 The Dual Fortin-Type Interpolation

In this section we shall show an inf-sup condition and dual Fortin interpolation associated with
the following trilinear form, which will be the main tools for analyzing the stability and the
error bounds. We introduce a trilinear form over (H (curl ; Q)N H (div ; )) x L% (Q)x LE(Q)
as follows:

c(v,(x,q)) = (curl v, x) + (divv, g) : (H(curl ; Q)N H(div ; 2))
xL3(Q) x L*(Q) — R. 4.1)

This trilinear form links the curl operator and the div operator. The main ingredients of the
theory for stability and error bounds are the dual Fortin-type interpolation and the inf-sup
condition of c(-, (-, -)) and the primal Fortin-type interpolation which will be established in
this section.

4.1 Auxiliary Finite Element Spaces

We shall introduce three auxiliary finite element spaces for theoretical purpose.
Introduce a third finite element space

W (G = V() N L), (4.2)

which is only used for theoretical analysis and will not be involved with the implementation
of the finite element method. The norm for W}EZ_I)(@1 /2) is the same as that of L%(Q), ie.,
inf.cr ||V + cl|o, still denoted by the same notation ||v||o. Let the kernel set of c(-, (-, -)) be
defined by

Ki(©) = {vor € U (Fy2) : cvons Cons an)

=0, Var € O (). Vi e W\ (T (43)
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Lemma 4.1 The kernel set Kj,(c) can also be equivalently defined as follows:
K;i(0) = {vi € Uy (Zh2) s @V, vi) = 0, b(vi, i) = 0,¥gy, € 07 (F)}. (44)
Proof From (4.1), (4.3), (3.5) and (3.6), it follows that (4.4) holds. O

For the finite dimensional space U;f) (Ih/2), we can have the following orthogonal decom-
position with respect to the L? inner product (-, -):

UL (Fh2) = Ki(e) + Kn(o)h, (4.5)
where
Ki (o) = (v, € U (Ti2) + (Vo V) = 0 Yvou € Ki()). (4.6)

Introduce a fourth finite element space
14 14
X, (Ti2) = U (F2) 0 (Hg (@))%, @.7)

which, together with W}EZ_ D (Ih/2), 1s also only used for theoretical analysis for some inf-sup
condition relating to the curl operator.

Lemma 4.2 [40,41,44,45] The following relation between X\ (Fj,/2) and W\ V(T /2)
holds:

curl X;ll)(%,/z) = W;Ezil)(yh/zl

The conclusion is originally stated in term of the ‘div * operator in the cited references,
but in two-dimensions, with 77 /2 rotation, the conclusion is the same for the scalar ‘curl ’
operator. For £ = 2, 3, this lemma was shown in [40, Theorem 4.6.1,Theorem 6.4.1] through
the following inf-sup condition(in terms of the scalar curl operator and the finite element
spaces here):

(curl vy, wy)

-1
> Cllwpllo, Ywyp € W (F2).
Valli

sup
0#v, EX,(,E)(ﬁh/z)

This inf-sup condition and the trivial fact curl X,(f)(ﬂh 1) C W}Ee_])(% ,2) lead to the con-
clusion as stated. For ¢ = 2, a different argument for showing this conclusion can be found
in [44]. For general ¢, this conclusion is essentially due to [40], see the remarks after Theo-
rem 6.4.1 therein. In addition, the three-dimensional results in [45] are applicable to obtain
the two-dimensional conclusion for general ¢ > 2. For £ > 4, from [41], if we do not use
the barycentric refinements, i.e., 7,2 := .}, Lemma 4.2 still holds, but under some very
restrictive conditions on the meshes. We also refer the readers to [16, sections 4 and 6] for
the conclusion(stated for the div operator).
Obviously, we also have

curl X\9(F,2) = curl U (5 0) = WV (T 0).
We finally introduce a fifth finite element space, which is a C I element,
Y () = Vi (Fhg0) 0 HG (@) N HA(9), (4.8)

which is only used for theoretical analysis for discrete analogs of the Hodge-decomposition
and the regular-singular decomposition, and we have

vy (G c UL (G )0). (4.9)
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For a later theoretical use, below we review the local degrees of freedom of ¥ }EHI) (Ihy2)
from [21]. Given a triangle T of .7,, whose subdivision consists of three sub-triangles
K1, K>, K3, all of which belong to .7}, /2. The three vertices of T are called exterior ver-
tices and the three edges of T exterior edges, and the barycentre of T is called interior vertex
and the three edges in the interior of T are called interior edges. Thus, T has three exterior
vertices, three exterior edges, three interior edges, one interior vertex, and three sub-triangles.
The local degrees of freedom are listed below from (1)—(7):

(1) The value and gradient (i.e., 3/dy,,0/9yx,) at the exterior vertices of T,

(2) The value at £ 4+ 1 — 3 distinct points in the interior of each exterior edge of T,

(3) The normal derivative(i.e., d/dn) at £ 4+ 1 —2 distinct points in the interior of each exterior
edgeof T,
andif £ + 1 > 4,

(4) The value and gradient at the interior vertex of 7',

(5) The value at £ 4+ 1 — 4 distinct points in the interior of each interior edge of 7',

(6) The normal derivative at £ + 1 — 4 distinct points in the interior of each interior edge of
T,
and

(7) The value at (1/2)(€+1—4)(¢+1—15) distinct points in the interior of each K; chosen
so that if a polynomial of degree ¢ 4+ 1 — 6 vanishes at those points, then it vanishes
identically.

All the above degrees of freedom who locate on the exterior and interior edges and in the
interior of element and sub-elements can be replaced by the average quantities such as edge
integrals and volume integrals,e.g., [ dq/0n, [ g and ;. g fora given interpolated function
q.

We emphasize that all these three auxiliary finite element spaces W}El_ b (Thy2), X,(f) (T2,
Y;Hl)(% ,2) are merely technicalities of our proofs for establishing inf-sup conditions,
Fortin-type interpolations. They have no influences on the finite element discretization which
only uses the Lagrange elements Uze) (Ih2) we have defined in Sect. 3.

4.2 Mesh-Dependent Norms

Let 1'[;10) denote the L? projection operator onto Q;lo) (). Introduce mesh-dependent norms
as follows:

2 2 0) 4. 2
VI et iy o= llcurl VI3 + (1113 div v|[3, (4.10)
2 2 2 2 0) 4. 2
V117 ocurt aiv = VIR + VIR et iy = [1V]Gcun + [ITIdiv VB, (411)
VI = 11¥117.0.c0t aiv + Dr(¥). (4.12)

my

> v, VWi, rbr))o,r (v, VWi, rbr)o,r
Dy = Y by

- C@13)
TeThn Z ||v(1//i,TbT)||(2),T
i=1

where my = £(€ + 1)/2, and {¢; 7, 1 <i < my}is chosen so that each ; 7 € P,—1(T) for
T € Jj> and the following local inclusion holds:

div (val7) € Wr == span{yy;.7. 1 <i <mg}, Vv € U (F32). VT € o,

@ Springer



8 Page8of37 Journal of Scientific Computing (2020) 82:8

br =212 (4.14)

is the usual element-bubble function, where A]T, Jj = 1,2, 3, are the three basis functions of

the linear element P (7). Note that once Uf)(ﬂh /2) is defined, (4.14) can be accordingly
defined.

Proposition 4.1 The Dy, (-) has the following properties:

Dy(v) <C Y Wy IV, W e (LX), (4.15)
Teﬂ;./z
Dh(v) <C Y hy 2 lIdivvl[§ . Vve H(div;Q), (4.16)
TeTnn
C > W FIdivvall} 7 < Da(va). YV € U (). (4.17)
TeTn,n

Proof 1In fact, by the Cauchy—Schwarz inequality,
my me
IO V@ rbr)or? < VG 7 Y IV @bl 7
i=l1 i=1

and by the definition (4.13), we immediately obtain (4.15). From (4.13), by the formula of
integration by parts,

v, V@i, rbr))o,r = —(div v, ¥ rbr)oT,
and by the Cauchy—Schwarz inequality,
[(div v, ¥ rbr)o,7| < |Idiv Vilo,7l1¥i, b7 l0,7+
but, by the Poincaré—Friedrichs’ inequality (cf., Lemma 4.1 in [22]),
i, rbrllo,r < Chr|IVWirbr)llo,T,

and we have

my my my
SNV V@ rbr)or =Y 1div v, Y rbr)o.rP<Ch1Idiv vIG 7 > IV Wi 7)1 7

i=1 i=1 i=1

from which and the definition (4.13) it follows that (4.16) holds. From the local inclusion
(4.14), following the same argument in Lemma 4.3 of [24], we can show (4.17). O

We also emphasize that the mesh-dependent norm ||| |||, is merely for theoretical purpose
for estimating the error bounds of the dual Fortin interpolation. We only use the mesh-

dependent norms || - ||x,curl ,div and || - ||x,0,curl ,div in the finite element method which has
been defined in Sect. 3.

4.3 The Inf-Sup Condition

We are now in a position to establish the inf-sup conditions associated with c(-, (-, -)).
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Lemma 4.3 For any given pj, € Q;lo), there exists a V6’hl € Ky (c)*, with curl VahL =0,
satisfies

{—1
W™ iy pi) = bV o) = llpal3. Ywn € WP (Fhp), ws)
11vg Ml < Clipallo;
c(Vi, (W, pr)) ~
sup PV Cliplle, Yn € O (), Yy € WD (3,63.19)
0£vy, €Ky (e)F Ve llln
curl v, =0

Proof For given pj, € Q;lo)(%), consider the Poisson equation of homogeneous Dirichlet
boundary condition: Find 8 € HO1 (£2) such that

—A0=p, inQ, 6=0 onT.

It is known from [33] (Theorem 4.4.4.13 and Corollary 4.4.4.14 for polygon) that, for some
1/2<r<1,0 € H*(Q) and A0 € L2(Q),

[1A61lo + 101114+ = Cllpallo-
Letting
V¥ i= —V6 € Hy(curl ; Q) N H(div ; ),
we have
curl v8 =0, divvF = p,, v e (H Q)% IV + 1IV¥]lo.aiv < Cllpnllo-
Denote by .%,,(7,) denote the set of all edges of .7;,. Define
Vi i==V0, € U (T, O € ¥, (i),

where 6, is the finite element interpolation of 6, satisfying

fV(Q—Hh)‘n=0, VF € Zi(Th), 110 = 6ullo+hl0 — 6ult < Ch'7116]]14,.
F

We remark that the finite element interpolation 6, € Y}EK—H)(% 2)of 6 e HO1 ()N H2(Q)
can be found in [21]; in particular, therein 06),/dn(ar) = 00/0n(ar) at all the mid-points
ar of F € Z,(93). Such degree of freedom 96 /dn(ar) can be replaced by the edge average
|F|~1 fF 060/0n, where |F| is the length of F € .%,(.7,), and consequently, the regularity
of the interpolated function can be relaxed to 6 € H} () N H'*"(Q) for 1/2 < r < 1 and
AO € L3(Q).

In terms of v? and v;,

/F(vIj —vj) n=0, VFeZ(T). IV —vjllo < Ch"[|V¥||,.
We also have
I div (v — vi)I3 = (T div (v — v), T div (v — v}))
div (v¢ — v}, MVdiv (v — v}))

0) .
> | F = vl div (v = vi)l =0,
Fez (7 "
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ie.,
nVdiv (vF —v}) =0,
and
H;lo)div vg = H;O)div v = DPh-
For Y,ﬁ“l) (Ihs2), let Y} denote the subspace which is spanned by all the basis function
each of which corresponds to the degree of freedom of the zeroth-order normal derivative(i.e.,

fF dq/0n) at the mid-point of the exterior edge of T € .7,. We can split Y}EHI) () in the
following orthogonal decomposition with respect to the scalar product (V-, V-):

+1 *
Y;f * )(%/2) =N, + 7Yy,

where N, denotes the orthogonal complement of Y;}. Every & € Y takes a zero value at
every other ‘node’ corresponding to other degrees of freedom, and particularly,

&ilor =0, VT € ).

On the other hand, the zeroth-order normal derivatives of every ¢, € Nj, must take zero
values at all the mid-points of the exterior edges of T for all T € .7}, and consequently,

/ dpp/on =0, VT € .
oT
With 6, € Y, ,fl+l)(<%,) as constructed in the above, we split 6, with respect to the scalar
product (V-, V) as follows:
Oh = on +0;, on € Np, )€Yy,
For such 0 e Yy, it satisfies
Oplor =0, VT € .,

while ¢, € N, satisfies

/8(/);,/811:0, VT € 7.
aT

Hence, by the Poincaré—Friedrichs’ inequality,
N65llo,r < Chr|O5l1,7, YT € T,
and we have
1165110 < Chlo 1.
Now,
|6‘;|% = (V0;,V6;) = (V6;,, Vo) = (VO;,, V6, — VO) + (V6;;, V),
where

(VO VO, — VO) < ClO5 1110 — Ol < CRTI05 111101114+,
(VO VO) = — (0, A8) < [1051l0l1A8]lo < ChIE;1111A0] o,

we have

10511 < Ch™ (1101114 + 11A0]0).
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Let

Vi i= =V, V)=V,
where v}l € K, (¢), since curl V,ll =0and [, div V,ll = [or V,ll ‘n=— [, 9¢,/0n =0,ie.,
Hzo)div V}l = 0. Thus, since

g _ 1 *
v, =V, +V,

we have

H;O)div v, = Hzo)div (VZ —vhH = I"[;lo)div v}ﬁl = Ph.

Now splitting v; with respect to the L? inner product (-, -):
1 1 1
v, = Va,h +V6,h , Va,h € K; (o), Va,h e Ky(o)—,
we have
2 2 12
||V}*,||0 = ||V6,h||0 + ||V6,h ||(]a
0) ;- 1 0) 4.
1'[2 ) div Vo = l'[gl ) div V, = Dh.
We next estimate |||vj hLIIIh. By (4.16) and the inverse estimates, we have
1 1 0) . 1 1
IV, 1112 = Ilva,hll@,cuﬂ +||2n; div va,hl||3+Dh<va,,, )
= Ivg.,~ 1o + lpallg + Dr(vg )
2 2 2-2r 1 33 L2
< IVillg + [Ipallg + Ch=="||div vg , |15
2 2 ) 112
< IIV;*,II(Z) + ||Ph||(2) + Ch 2’||V6,h2 I
< IIV};||02+ ||Ph||02+ Ch‘zrllV};lzlo
= ClO;17 + llpallg + Ch™"10;11

< CUI6117,, + 1186115 + l1pallg
< Clipallg-

That is,
1
11v6,~ i < Cllpallo-
We also have
curl vg L, = curl (v — Vo p)=curl v; = —curl V6;=0,

x L . * 0) 5. * —1
(v 1, iy pr))=(div v§ .=, p)=(1"div v§ 5, p)=l1pall3, YwreW, ™ (Fip),

and we have
c(Vn, (wn, pn)) -
sup PR s Clipallo, Vo € 0 (T, Yun € WD ().
O#VhEK/,(c)L |||Vh|||h

curl v,=0

O

Lemma4.4 Forall wy € W,EK_I)(,%,/Z) and for all py, € Q;lo)(ﬂh), we have
c(Vi, (Wh, pn))
sup ———————— = C(llwallo + lIpallo)- (4.20)

v
0, U (1 2) vallln
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Proof For any w), € W}Eﬁ_l)(% /2), from Lemma 4.2 there exists

¢
vy € X (i), (curl vy, wp) = llwallf,  [1vy Il < Cllwsllo.
Note that Lemma 4.2 holds with the following inf-sup condition:

(curl vy, wy)

sup > Cllwallo Vwy, € WP (),

vV,
0£v), EX;(f) (Tnp2) Ivalh

where as defined earlier, ||wy, || is understood as the norm of L%(Q).
From Proposition 4.1, we have

0) 5.
VT = V113 o+ T div v 112 + Dr(v) < CIVE IR < Cllwall3. (4.21)
On the other hand, by the Cauchy-Schwarz inequality and the Young inequality we have

vy (wh. pn) = [lwall} + (div vy, pp)
> [|wall§ — 11div v®|lol| pallo
> [lwallf = ClIvE 1 pallo
> lwallg — Cllwnlloll pallo
> Cillwall§ — Callpall5- (4.22)
From Lemma 4.3, taking

1
vy = V(*),hL +8v;<l>, § = E,
from (4.18), (4.21) and (4.22), we have

(Vs (Wi, pi)) = (Vi s (wiy pi)) + 8e(VS, (i, pr))
> SCyllwpll3 + (1 = 8C)1pall3
> C(|lwallg + 1pall),
1Ivallln < C(Twallo + lpallo)-

Directly, it follows that the inf-sup condition (4.20) holds. O

We note that, from the fact that all norms are equivalent in a finite dimensional space,
the definition (4.3) of Kj,(c), Lemma 4.1, (4.20) and the split of (4.5)—(4.6), there exists a
constant C;, > 0 which might depend on 4 such that, for all w), € Wifzfl)(ﬂh /2) and for all

o€ O (T,

c(Vi, (W, pn))
sup B PR o (wallo + 1 pallo)- (4.23)

0Kyt IVallln

The constant C,, > 0 for any 7 > 0, but, at the moment, it is not clear whether Cj, can be
independent of i. However, (4.23) is sufficient to ensure the existence of the dual Fortin-type
interpolation in the next subsection, and Lemmas 4.3 and 4.4 are sufficient for the error
estimates of the dual Fortin-type interpolation under suitable hypotheses. Later on, we shall
improve Lemma 4.4 by showing that (4.20) can hold on Kj(c)*, and then conclude that
(4.23) holds uniformly in 4, i.e., Cj, is indeed independent of 4.
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By the way, we have the following boundedness:

le(v, (w, p)I < ClIVlln.curt aiv (1wllo + [Ipllo) < ClIIvIIa(wllo + [Ipllo), (4.24)
forall v e H(curl ; ) N H(div ; Q), Yw € L3(Q), ¥p € L3 (Q).

4.4 The Dual Fortin-Type Interpolation

In this subsection, with the inf-sup conditions, following the same idea in [25], we show that

there is a ‘dual’ Fortin-type interpolation over QLO) (Tp) x W}fg_l) (Jh2) through the trilinear

form c(-, (-, -)).
We consider the problem: Given p € Lz(Q) and w € L%(Q), to find p € Q;lo)(ﬁh) and
W € W' (F) such that
(v, (@, P)) = ¢V, (w, p)), Vvi € Kp(o)™. (4.25)

With the choice of Kj,(c)*, the established inf-sup inequality (4.23) and the boundedness
(4.24), from [3] we know that the stated problem has a unique solution. We denote (p, w) as
the dual Fortin-type interpolation of (p, w).

Theorem 4.1 Let p € H} () and w € LA(RQ), and let (F, @) € O (F) x W™ (F)0)
be constructed as in problem (4.25). We have

12110 + lwllo < CUIVpllo + lwllo)- (4.26)
If additionally
(Vp,vor) =0, Vvo, € Ky(o), 4.27)
then,

[lp — Pllo + llw — Wllo
1/2

<C  inf p—anllo+ | Y BF2llp—anllor | + 1w —xallo

0
a0} (Tn) T,
-1
XhEW,f )(<7h/2)

(4.28)
Proof From the inf-sup condition (4.20)
- ~ c(vy, (W, P))
Clpllo + llwllo) < sup AT
0£v, €U (T)2) hilih
writing v, = vo , + Vé,l, vo.n € Ky (c), volh € Kj,(c)*, we have
c(vp, (W, p)) = c(vé"h, w, p)) = c(V(J)jh, (w, p)) = (curl V(J):h, w) + (div V(J):h, p),
but
|(curl vg ;. w)| = | (curl vi, w)| < [[eurl va|lo|[wl]o,
|(div ¥g 5. )| =100, =V )| < Vg1V pllo < [1Vallol IV pllo,

where we have used the fact that ||V3jh | Ié = ||vn| I(z) —||vo.nl |(2) A |%. It follows that (4.26)
holds.
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From the inf-sup condition (4.20) we have, for all g, € Q;lo)(ﬁh) and for all x;, €
(£=1)
W, (Th2),

~ ~ C(V/’lv (w — Xh» ﬁ_Qh))
CU15 = gnllo + 11 — xallo) < sup - ,

v
05, U0 (71.2) HIvallln

where, writing vj, = Vo.» 4 Vg ,» Vo.n € K (c) and vy, € Ky (), by (4.25) we have

c(Vp, (W — xn, P —qn) = c(Vp, (W —w, p— p)) +c(Vp, (W— xn, P — qn))
= C(Vo,l’h (w —w, 5_ p)) +C(Vh7 (U) — Xh>, P — CIh)),

and by vo, € Kj(c), we have curl vo, = 0, H;lo)div vo,, = 0, while by the assumption
4.27),

(Vp,von) =0,
and we have

(curl vo 5, W — w) + (div vo n, p — p)
—(div vo,n, p) = (Vp,von) = 0.

c(vo.n, (W —w, p— p))

On the other hand,
(Vi (W = xps p — qn)) = (curl vy, w — xp) + (div Vi, p — qn)
1/2
< lleurl vallollw = xallo+ | Y A7 > lIdiv vallg 1
T€<7h
12
2r—2 2
<[ > hE e —anllg s
TeT,
12
< lleurl vallollw = xallo+C [ Y A% > lIdiv vall§ &
KeThn
12
2r—2
<| Yo Plp—anllor |
TeI),

where we have used the fact that iy < Chg forall K C T with K € 0, forall T € .7,
and that ||div Vh||(2)’T = > gcr lldiv vhlla k- We thus straightforwardly obtain the stated
error estimates (4.28). O

Corollary 4.1 For p € H(} (Q) and w € H'(Q)/R, under the same conditions as in Theo-
rem4.1,

llp = pllo + llw — wllo < CA"(Iplli + llwll1), (4.29)

where r comes from the norm ||| - ||| as defined by (4.12) and (4.13), the same as the r in
Proposition 2.3. If additionally p = 0 and w € H'Y(Q) for any s € R, then, p = 0, and

lw — Wl < CA™NET )| (4.30)
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Proof Choosing a q;, € Q;lo) (%) as the L2 projection of p such that
llp —anllo,r = Chrllpllir, YT € F
and xp, € W}fl_l)(ﬂh/z) as the L? projection of w such that
lw = xallo,r < Chrllwlly,r, YT € Jp)2,

we obtain (4.29) from (4.28).
From problem (4.25), choosing v;, € Kj (¢)* with curl v, = 0, we have

(div v, p) = (div Vg, p),

and from the inf-sup condition (4.19) in Lemma 4.3, we have

- div vy, div vy, p)
Clipllos  sup VD) _ (@ v )
0£v,€Kj (o)t i 0£v,€Kj, (o)t N1vallln
curl v;,=0 curl v;,=0

but p = 0, we have p = 0. From (4.28) we have therefore

llw —wllo < C inf llw = xnllo

XhEWh(efl)('%/z)

and we have no difficulty in finding a suitable x; € Wélil)(,%, /2) such that (4.30) holds.
O

However, we want to study a general p which does not necessarily satisfy (4.27). We can
improve Lemma 4.4 to achieve that goal. Such improvement is stated in Theorem 4.2 below.

Lemma4.5 For any given wy € Wél_l)(%/z), there exists a Vg hJ‘ e Ky(e)t, with
N div vt = 0, such that

0
c(vé,hj (wn, i) = (eurl Vg, wn) = lwnllF, Vpn € Q7T 40
Vg e < Cliwallo:
c(Vi, (Wp, pn)) —1
=T T > Cllwpllo, Ywp € WV (Fh2). (4.32)
0£v, €Ky (c) - Mvallln
1V div v,=0

Proof Inequality (4.32) follows directly from (4.31). To show (4.31), we first construct a
general ‘primal’ Fortin-type interpolation, which will also be used for error estimates, and
then apply this to obtain (4.31).

Let pj denote the L2 projection onto W,El_l)(,%,/z), ie., foraw € L%(Q), define ppw €
W (i) by
(onw. xn) = (. xn). Vo € W (Tip). (4.33)

Such pj, has the following approximation properties:

llonwllo < llwllo, [lorw — wllg < CA™M T 1|4, for w € H'F () N L3(R).
(4.34)
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Given u € Hy(curl ; ) N H (div %; Q). We shall show that there exists a ‘primal’ Fortin-
type interpolation i € Ky, (c)* such that

i e Kyt
curl U = pycurl u, (4.35)
0" divi =0,

and U satisfies the following approximation properties:

[lu —1llo < Ch"||curl ullo, (4.36)

[lcurl (u —W)||p = inf llcurl u — xpllo, (4.37)
xneW, (T

[[lu =[] < Cllcurl ullo, (4.38)

[10]15,0,curl ,aiv < Cllcurluf|o, (4.39)

[1lllx < Cllallo,cur - (4.40)

In fact, firstly, for pjcurlu € W}Ez_l) (h/2), by Lemma 4.2, there exists v;, | € X;lz) (In)2) C
U (F},2) such that

curl v;rl = ppcurl u, ||V,T,||1 < C||pncurl u||.

From the proof of Lemma 4.3, for H;,O)div VZ S Ql(lo)(%), we can find a 9, € Y;EHI)(%,/Z)
such that, v2 = -V, € Kn(o)t,

" div v = 1Vdiv v, .
Define
V,i; = V,: — vg,
which satisfies

curl vz = curl v;rl = ppcurl u, H;lo)div V;S =0.

Split
. . 1
Vi = Vg,h +Vg,h . Vo € Kn(o), Vé’h e Kip(o)",
and define
~. i L
Ui=vy, .

We shall show that such 1 indeed fulfills (4.35)—(4.40). By definition, (4.35) holds. Now, to
show (4.36)—(4.40), we consider the problem:

curlcurlz—Vdivz=u—u inQ, z-t=0, divz=0 onT, (4.41)
which is a type of Hodge-decomposition, putting
pi=divze H(Q), w:=curlze H (Q)/R.

Here we need the form (4.41) in order to use the dual Fortin-type interpolation. Since diva = 0
and U € Kj,(¢)1, we have u = curl v for a scalar function ¥, (u, vo.n) = (Y, curlvg p) =0
for all vo 5, € Kj,(c), and we have

(u—1u) LK.
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As a consequence, from (4.41) we see that
(Vp,von) =0, Vvon € Ky (o).
In addition,
liplh < Cllu=1dllo, Ilwll < Clwli = Clleurl wllo = Clleurl curl z||p < C|lu —ullo.

From (4.25), let p € Q;lo)(ﬂh) and w € W}fg_l)(ﬂh /2) be the dual Fortin-type interpolation
of p and w, respectively. Then, from (4.41), (4.25), (4.35), (4.33), (4.34), and Corollary 4.1,
we find that
[la — ﬁ||% = (curl curl z, u — 1) — (Vdiv z, u — 0)
= (curl z, curl (u —W)) — (p, div 0)
= (curl z, curl u — pycurl w)) — (P, div ) + (curl U, w — W)
= (curl z — pycurl z, curl u — pjcurl u) + (curl W, w — W)
= (curl z — pycurl z, curl u) + (ppcurl u, w — w)
< |leurl z — pycurl z|[o||curl ullo + [|curl ullo|]w — Wllo
< Chllcurl z||1|[curl ullo + CH" (|| pll1 + [[w|[1)[lcurl ullo
< Ch'||curl ulo|lu —ullo,
that is, (4.36) holds. From (4.35), since curl u is the L2 projection of curl u, (4.37) holds
obviously. From (4.35), (4.36), (4.37) and Proposition 4.1, it follows that (4.38) holds, since
M —TI2 = [ — T3 + 1TVdiv (w — DR + Dy (u — )
< Ch*"||curl u|[3 4 Cllcurl u|]3 + Ch~ > |ju — U||3
< C|curl u||3.
Both (4.38) and (4.39) then follow easily.

Now, we show (4.31). For w;, € ngefl)(ﬂh/z), we consider the problem: Find u €
Hoy(curl ; ) N H(div °; Q) such that

curlu =wy, divu=0 inQ2, u-t=0 onl.

Take
VahJ‘ =1,
which satisfies (4.35)—(4.40). Immediately,
eV (wy p)) = (curl vi ™ wn) = Nwallg,  11vG, "l

< Cllulfo,cun = Cllcurluflo = Clfwa|lo.

[m}
Theorem 4.2 For all wy, € W,Ezfl)(ﬂh/g) and for all py, € Q;lo)(%,), we have
c(Vi, (Wh, pn))
sup  ——————— = C(llwallo + llpallo)- (4.42)

0£vieKy@t  Vallln

For any given p € HO1 () andw € HY(Q)/R, let j € Q;lo)(ﬂh) and w € Wéz_l)(%/z)
be the dual Fortin-type interpolation of p and w, respectively, defined by (4.25). Then,

[1P1lo + llwllo < CUIVpllo + llwllo), (4.43)
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which was established in Theorem 4.1, satisfying

llp = Pllo + [lw — wllo

1/2
. 2r—2
=C  inf P =anllo+ | D0 W7 2l —anllsr |+ 1w —xallo |-
qn€Q,, (In) TeT),
XhEW,SZ_l)(yh/z)
(4.44)
1P = Pllo + 11w — Bllo < CA" (Il + [lwlln)- (4.45)

Proof Combining Lemmas 4.3 and 4.5, following a similar argument in proving Lemma 4.4,
we have (4.42), while (4.43)—(4.45) follow similarly as in Theorem 4.1 and Corollary 4.1. O

We should emphasize that no condition (4.27) is required in Theorem 4.2. In addition,
(4.42) confirms that the constant Cj, in (4.23) actually does not depend on /. Theorem 4.2
plays a key for the uniform convergence in the spectral approximation.

Introduce the kernel space

Ku(b) = {v, € U},&(%/z) :b(vp,qn) =0,Yq, € Q},O)(ﬂh)} (4.46)
= vy € UV (Fyn) : TVdiv v, = 0}
Corollary 4.2 We have the following kernel-coercivity:

a(vh, vi) = lleurl vilg = ClIvallg, Vvi € Kin(®) N Ky ().

Proof From Proposition 2.2 we write v, as the following L orthogonal Hodge-decomposition:

vy =curlw —Vp, peH}(Q), weH(Q/R,
IVall§ = IV Pl + |leurl w][3,

and let p € Q;,O)(yh), w e W}flfl)(%, /2) be the dual Fortin-type interpolations of p, w,
respectively, i.e.

(i, (@, p)) = c(vi, (w, p)) =0 Vvj, € Kp(o)™,
such that (see Theorem 4.2)
12110 + l1@llo < C (lpllh + 1lwllo) = C (lplli + [wl) < Cllvallo.

where we have used the Poincaré inequality ||w|lp < Clw|; = C||curl w||p. Since v, €
K, (b), we have (div vj, p) = 0, and we have

IVAlIZ = (Vi vi) = (v, curl w — V)

= c(vp, (w, p)) = c(vu, (W, p)) = (curl vy, W)
< |leurl vz |lollwl]lo < Cllcurl vz llollvallos

from which the stated coercivity follows. O

5 Error Estimates

In this section, we shall give the error estimates of the solution operators and then give the
error estimates of the eigenvalues and the eigenfunctions.
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5.1 Properties of Discrete Eigenvalue and Eigenfunction

Put
Ap = a),zl + 1.

Problem (3.4) can be restated as follows: Find (Ay,, u, # 0, pj) € Rx U,(f) (Tny2) x leo) ()
such that

a(uy, vp) + Uy, Vi) + bV, pp) = AUy, Vi), Vv, € U;,Z)(%/z),

5.1
b(w, gn) =0, Van € 0 (). o-h

Lemma 5.1 Problem (5.1) is well-posed. There exists an eigenvalue )»2 = 1 which has been
priori identified and corresponds to the eigenfunction space Ky, (c). All the other eigenvalues
An # 1 correspond to eigenfunction spaces belonging to Ky, (c)* N Ky (b) and

= 14+C, (5.2

where the constant C comes from Corollary 4.2

Proof The well-posedness easily follows from the classical theory of saddle-point problems,
because

a(, Vi) + i, Vi) = (Va1 cun = IV lh0curt v+ YV € K (D)
and Lemma 4.3 already indicates the inf-sup condition
b(Vn, qn) 0
sup et = Cligullo. Yan € 0 (Th). (53)
O#V/I€U§,()(yh/2) Villh,0,curl ,div

It can also be easily seen that Ag = l is an eigenvalue and its eigenfunctions belong to K, (c).
Now, let A;, # 1 be any eigenvalue, corresponding to eigenfunctions uy,. Split

w, =g + gy, s €Ky(o), ug, € Ky
Taking v;, := ug j in the first equation of (5.1), from (4.4) we have
[wo.al1§ = Aallwo.nll3,

but 1;, # 1, we immediately have up , = 0, and u;, = u({ n €Ki (¢)*. On the other hand, by
the second equation of (5.1), it is obvious that u;, € Ky (b). In other words, any eigenfunction
u;, of &, # 1 must belong to K, (©)* N K, (b). Next, taking v, = up(the eigenfunction of
An # 1) in the first equation of (5.1), we have

2 2
nllp,cunt = nllwnllp,
but, from Corollary 4.2, we have
2 2
Hnllgcanr = (1 + O)llupllp,

and as a result, we have A, > 1+ C. O

Remark 5.1 According to Lemma 5.1, the eigenvalue )»2 = 1, whose eigenfunction space is
K, (c) and which has been a priori identified, should be abandoned. Such a situation also exists
in the Nédélec element method and discontinuous Galerkin method, e.g., see [15]. In other
words, problem (3.4) have zero eigenvalues which should be abandoned. All what we need
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are the nonzero eigenvalues a)ﬁ # 0 of problem (3.4), or equivalently, all what we need are
the eigenvalues A;, # 1 of problem (5.1). All the eigenvalues A; # 1 of problem (5.1), with
eigenfunctions belonging to Kj, (C)J‘ N K} (b), have been well separated from the eigenvalue
Ag = 1 according to (5.2), while the eigenvalue )»2 = 1 is already a priori identified.
Equivalently, all the eigenvalues wﬁ # 0 of problem (3.4), with eigenfunctions belonging to
K, (¢)* N Ky (b), have been well separated from the eigenvalue ‘0’ by a)% > C > 0 from
(5.2), i..e, the eigenvalue ‘0’ which is already a priori identified cannot pollute any other
nonzero eigenvalues.

5.2 Error Estimates

This section is devoted to the error estimates.

Firstly, let A denote the solution operator mapping from (L?(£2))? onto U, which is well-
defined by the mixed problem (5.4) below, i.e., for any f € (L%(£2))2, we have Af € U; we
also define the multiplier as Bf € Q, where the solution operator B maps (L%(22))? onto Q.
In other words, for any given f € (L2(Q))?, Af € U and Bf € Q are determined by

{a(Af,v)—i—b(v, Bf)y=(f,v), Vvel, (5.4)

The solution operator A is compact from (L%(2))2to U, since U = Hy(curl ; Q)NH (div; )
is compactly embedded in (L%(2))? (cf., [42]). Here we have seen that the saddle-point
problem is advantageous because it can provide a compact solution operator. In addition, the
multiplier which is denoted by Bf € Q satisfies

Bf =0, iffe H(divO0; Q). (5.5)

Note that we study Au for the eigenfunction u, while u € H (div 0; 2). In other words, the
multiplier p € Q = L*(R) in the eigenvalue problem (1.2) satisfies

p=w’Bu=0. (5.6)
In terms of A, the eigenvalue problem (1.2) can be written in the equivalent form
Au= () 'u, p=w’Bu=0. (5.7)

On the other hand, for any nonzero eigenvalues w% # 0, from the finite element eigenvalue
problem (3.4), we introduce the discrete solution operator Ay, : (L2(2)? = K, (o)t and
the discrete operator B, : (L2(Q)? —> Q;O)(%), i.e., for any given f € (L2())2, Apf €
K, (¢)* and B,f € QZO)(%) are determined by

{a(Ahf, Vi) + b(vi, Buf) = (£, vi), Vv, € Kp(o)t, 5.8)

b(Auf, qn) =0, Van € 00(T).

Note that A,f € K, (c)t N K, (b), in fact. In terms of Ay, the finite element eigenvalue
problem (3.4) can be written in the form

Ay, = () ay, where i #0, py = i Byuy,. (5.9)
For convenience, put

z .= Af, p:= Bf. (5.10)
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We consider the source problem: for any given f € (L%(£2))?, find z and p such that

curlcurlz — Vp =f inQ,

divz=0 in 2,
t-z=0 onl, .10
p=0 onT.
The variational problem of (5.11) is to find z € U and p € Q such that
a(z,v) +b(v,p)=({f,v), Vvel, (5.12)
b(z,q) =0, Vg e Q. '

The finite element problem reads as follows: Find z;, € Kj () and py € QI(IO) () such
that

{a(zh, Vi) + bV, pn) = (£, Vi), Vi € Ky(o)t, (5.13)

b(zy, qn) = 0, Van € 0 (F).

With the exact solution pair (z, p) of problem (5.12) and with the finite element solution
(21, pn) of problem (5.13), we find that

{a(z — 25, Vi) + bV, p—pn) =0, Vv, € Kp(o)t,

(5.14)
bz — 2, qn) = 0, Van € 00(%).
‘We note that

la(a, v)| < ||u||h,0,curl Jdiv ||V||h,0,curl div, Yu,ve H(curl ; Q) N H(div ; ),

Ib(v, gn)| = |(div v, gi)| = (M div v, gp)| .
< [1¥ll0.curl giv lgnllo, Vv € H(curl ; ) N H(div ; Q), Vg, € 0L (Fh),
[E W] < IEllolIVIllA.0.curl .div YV € H(curl ; ) N H(div ; ).

Consequently, a(-, -), b(-, -), (f, -) are all bounded over
U (T2 x U Ty, UG x 00T, U (i),
respectively, with respect to the solution spaces
WU (Fh2) - N o.curt aiv ) Q4 (), 11+ o).
In addition, Lemma 4.3 already provides the following inf-sup condition:

b(vp,
sup bl = Clignllo, Y qn € Q. (5.15)

0£v,, €Ky ()L 1VRlln0.curl div

Theorem 5.1 For any f € (LZ(Q))Z, problem (5.13) admits a unique solution (zj, pp) €
Ky ()t x O (), satisfying

1zx|1h,0,curl ,div + llorllo < cllfllo-

Proof With the kernel-coercivity on Ky, (¢)+ N K}, () in Corollary 4.2 and (5.15) the inf-sup
condition, we find that the conclusion is just a simple consequence of the classical theory
([13,32]) of saddle-point problems applied to problem (5.13). O
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Remark 5.2 With Corollary 4.2 the K, ©+ NK, (b)-ellipticity and (5.15) the inf-sup con-
dition again, we can also have the well-posedness of the general mixed problem with any

given j € (LZ(Q))2 and g € Lz(Q): Find z;, € K;,(¢)* and &, € Q;O)(Zl) such that for all
vi € Ky(0)* and g € Q) (),

{G(Zh, Vi) +b(Vi, En) = (. Vi),

b(zp, qn) = (g, qn)- (5.16)

As a consequence, for any given g € L*(2),

Gi(b; &) = (Vi € Kn(O)F : bvi, i) = (g, ), Yan € O (T} 0. (5.17)

When g = 0, the set G, (b; 0) is none other than K, (C)J‘ NKj, (b). This remark, i.e., the result
(5.17), is only for adapting the routine in [13] to establish the error estimates in Theorem 5.2
of the related source problem.

Now, we are in a position to give the first main result of error estimates. Since we are
dealing with the eigenvalue problem (1.2), where u is solenoidal, i.e., div u = 0, we first
consider the case

f € H(div 0; 2). (5.18)
With this right-hand side, the source problem (5.11) has a dummy multiplier variable, i.e.,

p = 0. (5.19)

Theorem 5.2 Let (z, p) denote the exact solution of the source problem (5.11) with (5.18)
and (5.19), and (zj,, pp) the finite element solution of (5.13). Then,

1z — zx|1n,0,curl ,aiv < ¢ inf 1z — Willn,0,curl div - (5.20)
w; €Kj, ()L NKy, (b)

Additionally, under the inf-sup condition (5.15),

|z — zpllp,0,curl div <c inf  [|Z — Villpn,0,curl ,div s (5.21)
vieKp (o)t
llorllo < cllz — zplln,0,curl div - (5.22)

Before proving this theorem, we should note that unlike Theorem 5.1, the classical theory
of saddle-point problems cannot immediately lead to the above error estimates. We would
rather give the details, but still following the procedure outlined in [13] to prove (5.20)—(5.22).

Proof of Theorem 5.2 Firstly, we show (5.20). Let w;, be any element of K, (©)*+ N K, (b).
Since w;, — z;, € Kj,(¢) N Ky, (b), from Corollary 4.2, we have

a(Wp — 2, Vi)
ClIwn = 2ulln.0,curl .aiv =< sup ———,
0£v, €K), (o)L NK), (b) [1Vi117,0,curl ,div
where
a(wp —zp, Vp) = a(Wp — 2, Vp) + a(z — zp, Vp),

but, for (z, p) the exact solution and (zy, pp,) the finite element solution, from (5.14) and
(5.19), we find that

a(@—z,, Vi) = —b(i, p — pr) = b, pr) =0, ¥v; € Kp(©)" NK(b). (5.23)

@ Springer



Journal of Scientific Computing (2020) 82:8 Page230f37 8

From the Cauchy-Schwarz inequality, we have

Wi — 2 |1h,0,curl ,div < C inf 1z — Wi lh,0,curl div »
w;, €Kj (0)LNK, (b)

and (5.20) follows from the triangle inequality.
Secondly, we use the inf-sup condition (5.15) to show that

inf lz — Willno,curl ,div < C inf  [|z = Vallpo,cur div - (5.24)
wi eKp (0)FNKj (b) vieKp (o)t

Note that from the inf-sup condition (5.15), for any t; € K, (c)l/ K}, (b)(the quotient sub-
space), we have
b(ty, jin)
Clltnlln,0.curl ,div < sup W (5.25)
0£upeQ (7 IO

Let vy, be any element of K, (c)*. We look for rj, € Kj,(¢)* such that

b(ry, pn) = b@— Vi, ), Vi € OV (Fh). (5.26)

From Remark 5.2, we conclude that (5.26) has at least one solution. From (5.25), we can in
fact find the solution in Ky, (¢)* /Kj,(b) to satisfy

b(rp, pn)

[ITalln,0,curl ,div < C sup
[eenllo

0#£1n €0y (Th)
b(z — vy,
s sup ( )
otmeoczy  I1Hnllo
0) .
= I Vdiv (z — vi)llo. (5.27)

From (5.26), we also know that w;, := 1, + v, € Kj,(c)+ N K, (b), since b(z, un) = 0.
Thus, writing

1z — Walln,o,curl ,div = 1Z — Vi — Tplln0,curl ,div < 11Z = Villn,0,curl .div + [Xa!1R,0,curl ,div

we get directly (5.24) from (5.27) and the definition (4.11) of the norm || - ||1.0,curl ,div > and
(5.21) follows.

Thirdly, from the inf-sup condition (5.15), (5.14), and (5.19), we have no difficulty in
obtaining the estimate (5.22) for pj,. ]

Remark 5.3 If f € (L*(R))? only and div f # O(in the distributional sense), then from the
source problem (5.11), p # O and p € H(; (2) only, satisfying

1ol = Clifllo- (5.28)
Note that, from problem (5.11), it can be seen that the multiplier is determined as follows:
—Ap=divf inQ, p=0 onl. (5.29)
We now state the second main result of the error estimates.

Theorem 5.3 Let (z, p) denote the exact solution of problem (5.11) with f € (L%2(2))2, and
(zn, pp) the finite element solution of (5.13) in Kp(c)* x Q;lo)(,%,). Then,

1z — zp|lh,0.curt .aiv + |0 — prllo = Ch[E]lo. (5.30)
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Proof Under the K}, (c)-NKj, (b)-coercivity in Corollary 4.2 and the inf-sup condition (5.15),
following the same argument but with obvious modifications for proving Theorem 5.2, we
can obtain

Cllz — zplln,0,curt div + 110 — pnllo < inf [z — Valln,0,curl ,div
vieKp (o)t
. b(¥i, p — qn)
£ inf sup  —mPTAR) (53
210 (Th) 0v, Ky () 1Vallno.curl div

Let g5 and wy, be the dual Fortin-type interpolation of p and w := curl z, from (4.25) and
Theorem 4.2, we have

b(vi, p—qn)=(curl vy, w, — w)<Ch"||curl vj||ol[curl z|[; <Ch"||curl v4||o||curl curl ]|y,

and we have
b(vy, p —
inf sup 2L TN cprcurl curd ). (5.32)
110 (Th) 02vy Ky () 1Vallno.curl div

On the other hand, for z € Hy(curl ; ) N H(div %; Q), taking Z as constructed by (4.35)—
(4.40), we have

inf ||z = vllno0,cu ,div < Ch(||curl z]]p + [|curl z]|1)

vieKy (o)t
= Ch" (||curl z||p + ||curl curl z||p). (5.33)
But,
l|curl z||o + [|curl curl z|o + [|pl[1 < ClIf|lo, (5.34)
the proof is then done. O

Remark 5.4 The key role of (5.30) is that it provides a uniform convergence with respect to
f e (L2(Q)%ie,
1z — 23 |ln,0,curl div + 1P — pallo
sup

— 0, ash— 0. (5.35)
04fe(L2())2 [If]]o

From Theorem 5.3 and Remark 5.4, in terms of the continuous solution operator A and
the discrete solution operator Aj, we have the following theorem.

Theorem 5.4 Foranyf € (L%(R2))?, letting Af € U and Apf € K, (¢)* be defined by (5.11)
and (5.13), respectively,

(A — ApEl|k,0,cul ,aiv < Ch"|[f]]o, (5.36)
[1(A — Apfllo < Ch"|Ifllo. (5.37)

Theorem 5.4 ensures that the finite element eigenvalue problem (3.4) provides the spectral-
correct, spurious-free approximations of the eigenvalue problem (1.2). In other words, all
the nonzero discrete eigenvalues a),zl # 0 correctly converge to the exact eigenvalues w® with
correct multiplicities.

In what follows, we study the order of convergence.

Let ? be an eigenvalue of (1.2) of multiplicity k and let E C U be the corresponding
eigenspace. Obviously,

E c K(b) := Hy(eurl ; Q) N H(div %; Q). (5.38)
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We denote by w% [T w,% ;, the discrete eigenvalues converging to w? and by Ej, the direct
sum of the corresponding eigenspaces. Introduce the gaps between the spaces of continuous
and discrete eigenfunctions:

S(E,Ey,) = max(3(E, Ey), §(E;., E)),

S(E,Ep) = sup inf [Ju — vpllo,
ueE, |ju|jp=1 V1 €Ex
8(Ep, E) = sup inf [lu; — vlo.

w,€Ep, |luy[lo=1 VEE

Applying the abstract theory from ([36], Section 5), from Theorem 5.2, together with the
primal Fortin-type interpolation (4.35)—(4.40), or from Theorem 5.3, we have the following
theorem about the error estimates of the gap §(E, Ep).

Theorem 5.5 Under the same hypotheses of Theorem 5.4, there exists a constant C such that

S(E,Ep) < ClI(A— Ap)gllo < Ch". (5.39)
O
We can also define the gaps in the norm || - ||5,0,curl ,div » We have the same convergence

order as (5.39).
Moreover, noting Bu = 0 for any u € E. Applying the abstract theory from([36], Section
5), from Theorem 5.2 or from Theorem 5.3, we have the convergence order for the eigenvalues.

Theorem 5.6 Under the same hypotheses of Theorem 5.4, there exists a constant C such that,
fori=1,2,---k,

2
lo? — w? ] < C (1A — Ap)igllno.cunt aiv )~ < Ch?. (5.40)

[}

Remark 5.5 1f the eigenfunctions are smooth enough, say belonging to (H'1¢(£2))2, we can
obtain from Theorem 5.2

S(E,Ey) < Ch', (5.41)
lo? —w?, | <Ch**, i=1,2,-- k. (5.42)

For singular solution, we obtain the optimal error bounds in Theorems 5.5 and 5.6 relative
to the regularity of the solution; for smooth solutions, we obtain the optimal error bounds in
(5.41) and (5.42) relative to the both the regularity of the solution and the order of approxi-
mation.

Remark 5.6 So far, the approximations from the proposed mixed method has been proved
to be spectrally-correct and spurious-free. It would be interesting to know whether the so-
called discrete compactness property holds. Such property is well-known as the key in the
computation of the Maxwell eigenproblem, which was originally due to [35]. Unexpectedly,
the estimate (5.32), which we have established as one part of the argument for proving
Theorem 5.3, indeed implies the discrete compactness property which reads as follows:

For any uniformly bounded sequence {v;,} C Ky, (c)"NKy,(b), i.e., vy € Kp,(c) NK},(b),
satisfies ||Vi|lh,0.curl .div < 1 for all h, there exists a v € (LZ(Q))Z(which is actually in
H (div °; )) such that ||v;, — v|lo = 0 as h — 0.
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Below is a proof. From Theorem 5.3, putting f := v;,. From (5.11) we have
vy =v—Vp, v:=curlcurl z e H(div O; Q), pe Hol(Q),
where
IVallg = IIVI5 + 1V o115,
But, since [[vi|]n,0,curl .div < 1, we have
[I¥llo + el < Clivallo < ClIvalln,o.cun div < C,

where the constant C is independent of /. Since v € K, ©)* NK,b), letting g5, denote the
dual Fortin-type interpolation of p as in the proof of Theorem 5.3, we have

1Vh — VI3 = (v — V, Vi = V) = (V) =V, =V p) = —(Vi, V) = b(Vy, p) = b(Vh, p — qn).

On the other hand, from (4.35)—(4.40), we observe that (5.32) and (5.33) actually hold on
K (¢)* N K;,(b). Then, from (5.32),

16V, p = gn)| < Ch"|IValln,0,curl v [leurl curl z|lo = CA"[[Vp|14,0.curl ,giv |IV]lo < Ch',

and we conclude that the stated discrete compactness property holds. Therefore, by Theo-
rem 5.3, within the theory for which the key condition is the discrete compactness property
in [35], the mixed method here is spectral-correct and spurious-free.

Remark 5.7 One referee of this paper pointed out the theory by Boffi et al. (see [7]) for mixed
finite element methods of eigenproblems. Within that theory, two key properties for spectral-
correct and spurious-free approximations are the so-called weak approximability and strong
approximability. Unexpectedly, the two estimates (5.32) and (5.33) in the proof Theorem 5.3
correspond to the weak approximability and the strong approximability, respectively. Then,
from [7, Theorem 1,page 3676], we still conclude the uniform convergence, the same as
stated in Theorem 5.4. In other words, the theory in [7] can also be used to show that the
mixed method here is spectral-correct and spurious-free.

Remark 5.8 Here we would like to comment on the fact that the singular solution of not being
H' function can be correctly approximated by the H '-conforming Lagrange elements, with
optimum in convergence with respect to the regularity of the solution, i.e., u € (H"(2))?
and curl u € H'"(Q)(in two-dimensions, curl u € H'($)). The correct approximation
is ensured by the primal Fortin-type interpolation W constructed by (4.35)—(4.40). From
the construction, the interpolation includes the gradient of a function in Y,5£+1)(<% 2) C
H?(£2). Such inclusion (via the primal Fortin-type interpolation) helps to establish the correct
approximation for the div operator; actually, since u € Ho(curl ; Q) N H (div ; Q), we have
I div @ — ) = I div i = 0, i.e., b(@ — u, g) = O for all g € Q)" (). From the
second equation of (4.35), (4.37) and Lemma 4.2, the curl u is correctly approximated by
curl W. The L2 estimates of u—1i is obtained from the dual Fortin-type interpolation. Therefore,
foru € Ho(curl ; ) N H(div ; Q) with the regularity u € (H"(2))? and curl u € H" (),
via the primal Fortin-type interpolation, the mixed method yields a correct approximation of
the singular solution. The convergence is measured in the norm ||| - |||4,0,curl ,div Which is
defined by (4.10) and (4.11). We should note that as is well-known in the literature(e.g., cf.
[19]), the convergence in the natural norm || - ||o,curl ,div Which is defined in Sect. 2 cannot be
expected for any Lagrange element methods, because (H L)% N Hy(curl ; Q) is not dense
in Ho(curl ; Q) N H(div ; Q) with respect to the natural norm || - ||o,curl ,div » unless €2 is
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convex or smooth enough. All the Lagrange element methods such as cited in the Introduction
section use some weaker norm than the natural norm || - |[o,curl ,div and the common main
strategy is to weaken the div operator in some sense, e.g., the weighted div method in [20].
Here, the div operator is weakened in the finite element problem by the multiplier with the
finite element space Q;lo) ().

Remark 5.9 One referee pointed out a Lagrange element method in [43] (see also [8])

but using the classical variational formulation which reads as follows: Find »? and u €
Hy(curl ; 2) such that
(curl u, curl v) = a)z(u, v), Yve Hy(curl ; Q). (5.43)

This is a different method. It is not clear whether the discrete counterpart of problem (5.43)
relates to the discrete problem (3.4) here, and the analysis for (5.43) still keeps open as it has
been so far.

Remark 5.10 The finite element method of this paper can be in principle straightforwardly
used for the three-dimensional eigenproblem, with the three-dimensional vector ‘curl =
V x’ operator replacing the scalar ‘curl > operator and with a suitably defined finite element
space Uy, for the electric field(e.g., the P4 element on the barycentric refinements) and Oy,
for the multiplier is still the constant element. We have presented some numerical results for
an eigenproblem in three-dimensions. But, it is not clear whether the two-dimensional theory
could be generalized to the three-dimensional eigenproblem, because the establishment of
Lemma 4.2 for the three-dimensional curl operator seems to be unknown.

Remark 5.11 It would be interesting to investigate the dimension of the kernel space Kj (¢),
actually Kj, (¢) N K}, (), of the a priori identified and abandoned eigenvalue ‘0’ or A2 =1lin
Lemma 5.1. Below, we give the dimension. Let ug € K (¢)NK}, (b) denote any eigenfunction
relating to the eigenvalue 20 = 1. From (4.1), (3.6), (4.3) and (4.46), we have the following
two equations:

(curluf), wy) =0, Ywy € W' V(Fhp). (divul.gn) =0. Vg € 0 ().

Then, the dimension of K, (¢) N Ky (b) is equal to the number of the degrees of freedom of

U;f) (Jh2) subtracting the sum of the number of the degrees of freedom of W}fe_l)(% /2)
and the number of the degrees of freedom of QELO) (). This is confirmed by calculating the
number of the discrete zero eigenvalues from the numerical results for £ = 2 in L-shaped

domain.

Remark 5.12 As a concluding remark, within the theory by Babuska—Osborn [4,36], we have
established two estimates (5.32) and (5.33) for the mixed method we have presented in this
paper. From these estimates, we conclude Theorem 5.3, i.e., the uniform convergence in
Theorem 5.4 which is the key condition in the theory by Babuska—Osborn; we also con-
clude the discrete compactness property in the theory by Kikuchi [35] and both the weak
approximability and the strong approximability in the theory by Boffi et al. [7]. Therefore,
whichever theory is used either the theory by Babuska—Osborn, or the theory by Kikuchi, or
the theory by Boffi et al, the proposed mixed method is spectral-correct and spurious-free.
For the spectral approximation of the compact operator, the theory by Babuska—Osborn is
thus more general.
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Fig.1 The barycentric
refinement mesh of 7 = 1/2 for
L-shaped domain

6 Numerical Results

In this section, we provide numerical results of the Maxwell eigenproblem in L-shaped
domain. Since this problem has singular eigenfunctions and smooth eigenfunctions, it suf-
fices to use such problem to illustrate the performance of the proposed mixed method and
the obtained theoretical results. We also provide some three-dimensional numerical results.
Additionally, numerical results are given for the criss-cross mesh.

The L-shaped domain is (—1, 1)2 \ ([0, 1] x [—1,0]). The reentrant corner is at the
origin, with the opening angle 37 /2. The domain is non-convex. The first five eigenvalues
are available as follows (https://perso.univ-rennes1.fr/monique.dauge/benchmax.html):

1.47562182408,
3.53403136678,
9.86960440109,
9.86960440109,
11.3894793979.

The regularity for the eigenfunctions of the above five eigenvalues are as follows: for any
€ > 0, the lrst Maxwell eigenfunction has the strong unbounded singularity, belonging
to (H%/37¢(2))2, the 2nd one belongs to (H*3=€(Q))2, the 3rd and 4th ones are analytic
(exact value of the eigenvalue 72 = 9.86960440108936), and the 5th one seems belonging
to (H*37¢(Q))2.

The numerical results are obtained for which the uniform triangle meshes are generated
by the barycentric refinement as shown by Fig. 1.

The numerical results show that the proposed mixed method can effectively solve the
Maxwell eigenproblem, optimally approximating the eigenvalues whose eigenfunctions are
singular or smooth. We use the P, element, Pz element and P4 element. All the results
are accordingly reported in Tables 1, 2 and 3, where the convergence rate is computed by
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Table 1 Finite element eigenvalues in L-shaped domain using P, element

w? 1/h w? lo? — w2|/|w?] Conv. rate
1.47562182408 2 1.24859256624436 1.5385E—01 -
1.38024538295140 6.4635E—-02 1.25
1.43681673052291 2.6297E—-02 1.30
16 1.46007155583090 1.0538E—-02 1.32
32 1.46942737341303 4.1979E—03 1.33
64 1.47315994943214 1.6684E—03 1.33
3.53403136678 2 3.52461498343833 2.6645E—03 -
3.53246614272948 4.4290E—-04 2.59
3.53377820993822 7.1634E—05 2.63
16 3.53399107280163 1.1402E—-05 2.65
32 3.53402499439782 1.8031E—-06 2.66
64 3.53403036143924 2.8447E—-07 2.66
9.86960440109 2 9.88658420199062 1.7204E—-03 -
9.87079892329209 1.2103E—-04 3.83
8 9.86968257422809 7.9206E—06 3.93
16 9.86960935601154 5.0204E—-07 3.98
32 9.86960471192718 3.1494E—-08 3.99
64 9.86960442019671 1.9359E—-09 4.02
9.86960440109 2 9.88687299566249 1.7497E—-03 -
9.87080184900686 1.2133E—-04 3.85
9.86968260179590 7.9234E—-06 3.94
16 9.86960935638135 5.0208E—07 3.98
32 9.86960471195824 3.1498E—08 3.99
64 9.86960442043108 1.9597E—-09 4.01
11.38947939790 2 11.39585047754120 5.5938E—-04 -
11.38916368873260 2.7719E—-05 4.33
11.38924892781950 2.0235E—-05 0.45
16 11.38943011987580 4.3266E—06 2.23
32 11.38947079670730 7.5519E-07 2.52
64 11.38947799035300 1.2358E—07 2.61
o’ —wf|/|e?| . .
logz(W) for the two consecutive mesh sizes & and //2. From these results, we

can see that the theoretical error bounds are confirmed.

From Table 1, we see that corresponding to the five eigenvalues, respectively, the conver-
gence rate is about 4/3 ~ 2r for the first eigenvalue with r = 2/3 — €, 8/3 =~ 2r for the
second eigenvalue with r = 4/3 — €, 4 = 2¢ for £ = 2 for the third and fourth eigenvalues
with analytical eigenfunctions, 8/3 & 2r for the fifth eigenvalue with r = 4/3 — €. These
are consistent with the theoretical results.

From Table 2, we see that corresponding to the five eigenvalues, respectively, the conver-
gence rate is about 4/3 & 2r for the first eigenvalue with » = 2/3 — €, §/3 ~ 2r for the
second eigenvalue with r = 4/3 — €, 6 = 2¢ for £ = 3 for the third and fourth eigenvalues
with analytical eigenfunctions, 8 /3 =~ 2r for the fifth eigenvalue with r = 4/3 — €. These are
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Table 2 Finite element eigenvalues in L-shaped domain using P3 element

2

2

w 1/h w? lo? — w2|/|w?] Conv. rate
1.47562182408 2 1.37260019340807 6.9816E—02 -
4 1.43374377209089 2.8380E—02 130
8 1.45884306380164 1.1371E—02 1.32
16 1.46893848295231 4.5292E—03 133
32 1.47296571601359 1.8000E—03 133
64 1.47456715406756 7.1473E—04 133
3.53403136678 2 3.53178763377640 6.3489E—04 -
4 3.53367670946601 1.0035E—04 2.66
8 3.53397547706695 1.5815E—05 2.67
16 3.53402256212760 2.4914E—06 2.67
32 3.53402997994109 3.9242E—07 2.67
64 3.53403114834904 6.1808E—08 2.67
9.86960440109 2 9.86981129391765 2.0963E—05 -
4 9.86960805422315 3.7014E—07 5.82
8 9.86960445962785 5.9311E—09 5.96
16 9.86960440198589 9.0773E~11 6.03
32 9.86960440216369 1.0879E—10 ~0.26
64 9.86960440106915 2.1125E-12 5.69
9.86960440109 2 9.86989008500269 2.8946E—05 -
4 9.86960909179044 4.7527E—07 5.93
9.86960447522193 7.5111E—09 5.98
16 9.86960440355411 2.4967E~10 491
32 9.86960441066704 9.7036E—10 —1.96
64 9.86960440108235 7.7500E—13 10.29
11.38947939790 2 11.38699143022030 2.1844E—04 -
4 11.38897522454420 4.4267TE—05 2.30
11.38939885234620 7.0719E—06 2.65
16 11.38946673950950 1.1114E—06 2.67
32 11.38947740541000 1.7494E—07 2.67
64 11.38947908466560 2.7502E—08 2.67

consistent with the theoretical results. For the 3rd and 4th eigenvalues, when 4 = 1/16, the
computed are already very accurate close to the exact solutions where the relative errors are
of magnitude about 1.0E—10 so that the computed convergence rates for successive meshes
after h = 1/16 do not truly reflect the predicted.

From Table 3, we see that corresponding to the five eigenvalues, respectively, the conver-
gence rate is about 4/3 & 2r for the first eigenvalue with r = 2/3 — €, §/3 ~ 2r for the
second eigenvalue with r = 4/3 — €, 8 = 2¢ for £ = 4 for the third and fourth eigenvalues
with analytical eigenfunctions, 8/3 ~ 2r for the fifth eigenvalue with r = 4/3 — €. These are
consistent with the theoretical results. For the 3rd and 4th eigenvalues, when 7 = 1/4, the
computed are already very accurate close to the exact solutions where the relative errors are
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Table 3 Finite element eigenvalues in L-shaped domain using P4 element

w? 1/h w? lo? — w2|/|w?] Conv. rate
1.47562182408 2 1.41810442831540 3.8978E—02 -
1.45245960371947 1.5697E—02 131
1.46637545161301 6.2661E—03 1.32
16 1.47194398287482 2.4924E-03 133
32 1.47416097311807 9.8999E—04 133
64 1.47504188486512 3.9301E—04 1.33
3.53403136678 2 3.53334748574238 1.9351E—04 -
3.53392368368660 3.0470E—05 2.67
3.53401440740811 4.7989E—06 2.67
16 3.53402869626236 7.5566E—07 2.67
32 3.53403094673058 1.1886E—07 2.67
64 3.53403130045075 1.8769E—08 2.66
9.86960440109 2 9.86960641952633 2.0451E—07 -
9.86960440936467 8.3840E—10 7.93
8 9.86960440112122 3.1634E—12 8.05
16 9.86960440062396 4.7220E—11 -3.90
32 9.86960440065085 4.4495E—11 0.09
64 9.86960440093985 1.5213E—11 1.55
9.86960440109 2 9.86960642425001 2.0499E—07 -
9.86960440936846 8.3878E—10 7.93
9.86960440112782 3.8320E—12 7.77
16 9.86960440743662 6.4305E—10 -7.39
32 9.86960440660897 5.5919E-10 0.20
64 9.86960440100940 8.1663E—12 6.10
11.38947939790 2 11.38848458010000 8.7345E—05 -
11.38932332537450 1.3703E—05 2.67
11.38945498348860 2.1436E—06 2.68
16 11.38947556276420 3.3673E—07 2.67
32 11.38947879428710 5.2997E—08 2.67
64 11.38947930283520 8.3467E—09 2.67

of magnitude about 1.0E—10 so that the computed convergence rates for successive meshes
after h = 1/4 do not truly reflect the predicted.

The following Table 4 shows the relationship among the degrees of freedom(dof) of
U,(f) (Tn)2), W,ﬁ D (Fh2) and Q;lo)(%) for P, element on the barycentric refinements in L-
shaped domain. This table confirms the conclusion given in Remark 5.11.

Below, we present a three-dimensional(3D) numerical test for the Maxwell eigenprob-
lem in the thick L-shaped domain @ = ((—1, 1)2/([0, 1] x [=1,0]) x (0,1) c R3. The
first nine eigenvalues are available as follows (https://perso.univ-rennes|.fr/monique.dauge/
benchmax.html):
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Table 4 Number of discrete zero eigenvalues and dofs of U,(f) (Th)2) ngl)(._%l/z) and Q](lo) (T)

1/h 1 2 4 8 16 2

dof of UP (7, 2) 68 284 1148 4604 18428 73724

dof of W\ (Fj,/2) s3 215 863 3455 13823 55295

dof of 01" (Z}) 6 24 96 384 1536 6144

Number of zero eigenvalues 9 45 189 765 3069 12285
9.63972384472,

11.34522622520,
13.40363576790,
15.19725192650,
19.50932824580,
19.73920880220,
19.73920880220,
19.73920880220,
21.25908379900.

No regularity results are available for the corresponding eigenfunctions. The meshes of
tetrahedra are barycentric refinements. We employ the mixed (P4)? — Py element in the
following way. The mesh .7}, is composed of tetrahedra, while the sub-mesh .7 is obtained
from .7}, by connecting the barycentre of each tetrahedron T € .7, to its four vertices. On
eachK C T € Jand K € 9/, weusethe (P4(K ))? element for the electric field, while on
each T € .7}, we use the constant element Py(7) for the multiplier. Such (P4)? — Py element
is the lowest-order element on the barycentric refinements that may be possibly theoretically
proven to be spectral-correct and spurious-free. The three-dimensional computation for the
Maxwell eigenproblem is rather time-consuming, because there are a huge number of degrees
of freedom for the high order (P4)? element on the barycentric refinements. Thus, we only
present the numerical results for a few mesh sizes: h = 1, 1/2, 1/4. Here h = 1 means that
we partition the sub-domain (0, 1)? in the following way: it is first partitioned into two prisms,
and each prism is partitioned into three tetrahedra, and then each tetrahedron is barycentric-
refinement-based partitioned into four sub-tetrahedra, i.e., there are six tetrahedra in the mesh
J}, in the cube (0, 1)3, and there are twenty-four sub-tetrahedra in the sub-mesh 7}, > in the
cube (0, 1)3; other sub-domains(cubes) are similarly partitioned. The numerical results are
reported in Table 5 using the proposed mixed method in 3D: Find (a)i, u, #0,py) €

R x Uf)(yh/z) X Q;,O)(%) such that

(curl wy, curl vi,) + (div Vi, pp) = @f (i, Vi), Vvi € Uy (F)0),
(div up. gs) = 0, Van € 0 (T,

From Table 5, for these few mesh sizes, although the computed eigenvalues have low accuracy,
the asymptotic convergence rates appear to be good. We moreover compute the eigenvalues
using a stabilized method: Find (a)ﬁ, u, #0, pp) e R x Ug‘)(ﬂh /2) X QEIO)(%,) such that

TeTy,

[ (curl uy, curl vp) + Y h2T (div uy, div vp)o, 7 + (div vy, pp) = wﬁ (up,vp), Vv, € U;l4)(<%,/2),
(divuay, gp) =0, Yan € Q,ﬂo)(%%
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Table 5 Finite element eigenvalues in 3D thick L-shaped domain using P4 element

w? 1/h w? lo? — w2|/|w?] Conv. rate
9.63972384472 1 0.31104858475161 9.6773E—01 -

2 2.09967443631374 7.8219E—01 031

4 8.34301225053444 1.3452E—01 2.54
11.34522622520 1 0.43360129202145 9.6178E—01 -

2 2.12232656664357 8.1293E—01 024

4 8.34528478013753 2.6442E—01 1.62
13.40363576790 1 1.02924660320636 9.2321E-01 -

2 2.66370404225194 8.0127E—01 0.20

4 9.64664199864069 2.8030E—01 1.52
15.19725192650 1 2.07849852817239 8.6323E—01 -

2 2.70578431001422 8.2196E—01 0.07

4 10.11413548043320 3.3448E—01 130
19.50932824580 1 3.65814616727680 8.1249E—01 -

2 2.73482863097847 8.5982E—01 ~0.08

4 10.15650024722180 4.7940E—01 0.84
19.73920880220 1 4.32185174288536 7.8105E—01 -

2 2.85888938185043 8.5517E—01 -0.13

4 10.22237096302830 4.8213E-01 0.83
19.73920880220 1 6.00283896555682 6.9589E—01 -

2 3.06961232920241 8.4449E—01 —0.28

4 10.25836450276590 4.8031E—01 0.81
19.73920880220 1 7.74444918373253 6.0766E—01 -

2 3.07494493221733 8.4422E—01 —0.47

4 10.38898991430580 4.7369E—01 0.83
21.25908379900 1 9.26449977505675 5.6421E-01 -

2 3.24421410173137 8.4740E—01 ~0.59

4 10.66407096028730 4.9838E—01 0.77

Interesting, with the same few mesh sizes, the computed eigenvalues have much better accu-
racy, as is seen from Table 6. The analysis and theory for these 3D computations are not yet
known.

We additionally consider the criss-cross mesh of the L-shaped domain(see Fig. 2). This
mesh is generated as follows: firstly generating a macro square mesh and then dividing each
macro square into four triangles by connecting the two diagonal lines. Following the same idea
for the mixed method in the barycentric refinement mesh, the electric field is approximated
by the P, element in the criss-cross mesh while the multiplier is approximated by the Py
element in the macro square, see Fig. 3. The numerical results, which are reported in Table 7,
show that the eigenvalues are correctly approximated and the convergence rates are quite
like those for the P, element in the barycentric refinement mesh (cf. Table 1). On the one
hand, the Fraeijs de Veubeke-Sander quadrilateral C' element in the criss-cross refinement
in [17](page 286) should play an important role in the convergence, since the gradient of this
C! element is a subspace of the P> element(C 0 element) in the criss-cross mesh; but, on the
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Table 6 Finite element eigenvalues in 3D thick L-shaped domain using P4 element and stabilization

w? 1/h w? lo? — w2|/|w?] Conv. rate
9.63972384472 1 9.69340657194835 5.5689E—03 -

2 9.66123370875044 2.2314E-03 1.32

4 9.64788754440316 8.4688E—04 1.40
11.34522622520 1 13.71186339921360 2.0860E—01 -

2 13.52266775131840 1.9193E-01 0.12

4 13.43752354621980 1.8442E—01 0.06
13.40363576790 1 14.61079867196800 9.0062E—02 -

2 14.08967398979470 5.1183E-02 0.82

4 13.50116243049290 7.2761E—03 2.81
15.19725192650 1 15.23031858529790 2.1758E-03 -

2 15.19797576739960 4.7630E—05 5.51

4 15.19737284519040 7.9566E—06 2.58
19.50932824580 1 19.78434970959670 1.4097E—02 -

2 19.74004299584520 1.1826E—02 025

4 19.73921250368070 1.1783E—02 0.01
19.73920880220 1 19.78463506833080 2.3013E-03 -

2 19.74007009636080 43634E—05 5.72

4 19.73921257603510 1.9118E—07 7.83
19.73920880220 1 19.78484230182280 2.3118E—03 -

2 19.74007040555270 4.3649E—05 573

4 19.73921258427230 1.9160E—07 7.83
19.73920880220 1 21.12981193732730 7.0449E—02 -

2 20.78838826867910 5.3152E-02 0.41

4 20.55576662476000 4.1367E—02 0.36
21.25908379900 1 21.55879382984100 1.4098E—02 -

2 21.31180126498760 2.4798E—03 2.51

4 21.27385804331540 6.9496E—04 1.84

Fig.2 The criss-cross mesh of
h = 1/2 for L-shaped domain
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— e

Fig.3 Left: P, element in criss-cross mesh for uy,. Right: Py element for py,

Table 7 Finite element eigenvalues in L-shaped domain using P, element in criss-cross mesh

? 1/h w? lo? — wf |/|w?| Conv. rate
1.47562182408 2 1.30682686532695 1.1439E—01 -
4 1.40270226938387 4.9416E—02 1.21
8 1.44573555936858 2.0253E—02 1.29
16 1.46360943008524 8.1406E—03 1.31
32 1.47083052368678 3.2470E—03 1.33
64 1.47371657111986 1.2912E—03 1.33
3.53403136678 2 3.52218810422874 3.3512E—03 -
4 3.53207798654169 5.5273E—04 2.60
8 3.53371979642336 8.8163E—05 2.65
16 3.53398206047050 1.3952E—05 2.66
32 3.53402358624609 2.2016E—06 2.66
64 3.53403014044250 3.4701E—07 2.67
9.86960440109 2 9.88488611352695 1.5484E—03 -
4 9.87062368484707 1.0328E—04 3.91
8 9.86966921748706 6.5673E—06 3.98
16 9.86960846998371 4.1227E—07 3.99
32 9.86960465567572 2.5795E—08 4.00
64 9.86960441700123 1.6121E—09 4.00
9.86960440109 2 9.88488611352698 1.5484E—03 -
4 9.87062368484719 1.0328E—04 3.91
8 9.86966921748786 6.5673E—06 3.98
16 9.86960846998471 4.1227E—07 3.99
32 9.86960465568457 2.5796E—08 4.00
64 9.86960441701599 1.6136E—09 4.00
11.38947939790 2 11.38577287200070 3.2543E—04 -
4 11.38782849132890 1.4495E—04 1.17
8 11.38911099034530 3.2346E—05 2.16
16 11.38941373516850 5.7652E—06 2.49
32 11.38946856106180 9.5148E—07 2.60
64 11.3894776598212 1.5260E—07 2.64
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other hand, it is not clear whether the present analysis could be applied or not, while these
€% and C! elements and these meshes are beyond the scope of this paper.

7 Concluding Remarks

We have studied a new mixed finite element method for solving the Maxwell eigenproblem in
two-dimensions, with the Lagrange elements in barycentric refinements of any order £ > 2.
Optimum in the error bounds is obtained. Spectral-correct and spurious-free approximations
are theoretically and numerically proven. The method can accommodate singular solutions
as well as smooth solutions. The extension to the three-dimensional problem can be done
straightforwardly, if Lemma 4.2 holds. So far, however, the proof of Lemma 4.2 in three-
dimensions remains open.
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