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Abstract
In this paper a priori error analysis for time-stepping discontinuous Galerkin finite element
approximation of optimal control problem governed by time fractional diffusion equation
is presented. A time-stepping discontinuous Galerkin finite element method and variational
discretization approach are used to approximate the state and control variables respectively.
Regularity of the optimal control problem is discussed. Since the time fractional derivative
is nonlocal, in order to reduce the computational cost a fast gradient projection algorithm
is designed for the control problem based on the block triangular Toeplitz structure of the
discretized state equation and adjoint state equation. Numerical examples are carried out to
illustrate the theoretical findings and fast algorithm.

Keywords Time-stepping discontinuous Galerkin method · Time fractional diffusion
equation · Optimal control problem · A priori error estimate · Fast algorithm
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1 Introduction

PDE-constrained optimal control problem plays an important role in many real world appli-
cations. There has been extensive research on numerical methods or algorithms of optimal
control problems in the literatures (see, [6,9,11,18]), most of which focused on control prob-
lems governed by integer order PDEs. In recent years, many researchers have started to
study numerical approximation of optimal control problems governed by fractional differ-
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ential equations, which are frequently met in applications, for example, anomalous process
([3,14,20]).

Based on an optimal control framework an initial value inverse problem for time fractional
diffusion equationwas studied in [23] by spectralGalerkinmethod. SpectralGalerkin approx-
imation of state integral constrained time fractional optimal control problem was discussed
in [24]. In [17], Legendre pseudo-spectral method combining with L1 scheme was utilized
to discretize control constrained optimal control problem governed by a time-fractional dif-
fusion equation. In [25] finite element method combined with L1-scheme was applied to
discretize time fractional optimal control problem with Caputo derivative and a priori error
estimate for semidiscrete case was proved. Regularity of time fractional optimal control prob-
lem and a fully discrete error estimate for L1 and back Euler scheme were presented in [13].
A time adaptive algorithm was developed in [27] for time-stepping discontinuous Galerkin
approximation of time fractional optimal control problem. In [1,2], finite element approxima-
tion of optimal control problems governed by fractional Laplacian were investigated. Finite
element approximation of optimal control problem governed by one dimensional space frac-
tional diffusion equation was investigated in [26], where a priori error estimate was derived
and a fast primal-dual active set algorithm was developed. A fast gradient projection algo-
rithm for finite difference approximation of space fractional optimal control problem was
proposed in [7].

This paper is devoted to the error analysis and fast algorithm for time-stepping discontin-
uous Galerkin finite element approximation of control constrained optimal control problem
governed by time fractional diffusion equation. A piecewise linear finite element method
combined with a piecewise constant time-stepping discontinuous Galerkin method is applied
to discretize the state equation. For the discretization of control variable variational discretiza-
tion approach(see, [10]) is adopted. Regularity of the optimal control problem is discussed. A
priori error analysis for state variable, adjoint state variable and control variable is deduced.
Due to the nonlocal property of time fractional derivative the numerical schemes for time
fractional equation give rise to long tails in time, which leads to higher memory requirements
and increasing computational time comparingwith integer differential equations. For optimal
control problem this problem becomes more serious, since we usually solve the discrete first
order optimality condition in an iterative manner, which consists of discrete state equation,
adjoint state equation and variational inequality. To reduce the computational cost, a fast gra-
dient projection algorithm is designed for the control problem based on the block triangular
Toeplitz structure of the coefficient matrix of the discretized system. The total computational
cost for solving the state and adjoint state equation is of O(M J log J ) operations, where
M and J denote the number of freedom for space and time, respectively. Finally, numerical
examples are carried out to illustrate the theoretical findings and fast algorithm.

The paper is organized as follows. In Sect. 2, we recall some knowledge about fractional
calculus. Regularity of the optimality system is discussed in Sect. 3. In Sect. 4, time-stepping
discontinuous Galerkin approximation of optimal control problem is given and a priori error
estimate for state, adjoint state and control variable is derived in Sect. 5. A fast gradient
projection algorithm is developed in Sect. 6 based on the block triangular Toeplitz structure
of the coefficient matrix of the discretized state and adjoint state equation. Numerical results
are given in Sect. 7 to verify the theoretical findings and fast algorithm.
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2 Preliminary

In this sectionwe beginwith recalling some definitions and properties of fractional derivatives
as well as Sobolev spaces.

For 0 < β < 1, the left Caputo and Riemann-Lioville fractional derivative are defined as
follows( [21])

C
0 ∂

β
t v = 1

Γ (1 − β)

∫ t

0

v′(s)
(t − s)β

ds

and

R
0 ∂

β
t v = 1

Γ (1 − β)

d

dt

∫ t

0

v(s)

(t − s)β
ds.

Here Γ (·) denotes the Gamma function. Similarly, the right Caputo and Riemann-Lioville
fractional derivative of order β are defined by

C
t ∂

β
T v = − 1

Γ (1 − β)

∫ T

t

v′(s)
(s − t)β

ds

and

R
t ∂

β
T v = − 1

Γ (1 − β)

d

dt

∫ T

t

v(s)

(s − t)β
ds.

Following [21], the following relations hold

R
0∂

β
t v(t) = C

0∂
β
t v + v(0)t−β

Γ (1 − β)

and

R
t ∂

β
T v(t) = C

t ∂
β
T v + v(T )(T − t)−β

Γ (1 − β)
.

We can observe that the Riemann-Liouville and Caputo fractional derivatives are equal for
the homogenous initial condition or terminal condition.

For a Lebesguemeasurable subsetω of Rσ (1 ≤ σ ≤ 4), the symbol (p, q)ω means
∫
ω

pq .
According [8] the following properties hold.

Lemma 2.1 Assume β ∈ (0, 1) \ {0.5} and Λ = (a, b). If v ∈ Hβ
0 (Λ) , we have

(R
a∂

β
t v, R

t ∂
β
b v)Λ = cos(βπ)|v|2Hβ (Λ)

.

Further, if 0 < β < 1/2 and v,w ∈ Hβ(Λ), we have

(R
a∂

β
t v, R

t ∂
β
b w)Λ ≤ |v|Hβ (Λ)|w|Hβ (Λ),

(R
a∂

2β
t v,w)Λ = (R

a∂
β
t v, R

t ∂
β
b w)Λ = (w, R

t ∂
2β
b v)Λ.

According to [22], we introduce the space of Ḣ s(Ω). Let {λk}∞k=1 and {φk}∞k=1 denote the
eigenvalues (ordered nondecreasinglywithmultiplicity counted) and the L2(Ω)-orthonormal
eigenfunctions of −Δ operator on the domain Ω with a zero Dirichlet boundary condition.
For s ≥ 0, let Ḣ s(Ω) ⊂ L2(Ω) defined by

Ḣ s(Ω) :=
{

v =
∞∑

k=0

ckφk :
( ∞∑

k=0

c2kλ
s
k

) 1
2

< ∞
}

.
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By Lemma 3.1(see, [22], Chap. 3, Page 38) we have Ḣ1(Ω) = H1
0 (Ω) and Ḣ2(Ω) =

H2(Ω) ∩ H1
0 (Ω).

3 Optimal Control Problem

Let Ω be a bounded domain of Rd(1 ≤ d ≤ 3) with sufficiently smooth boundary ∂Ω , and
ΩT = Ω × (0, T ), ΓT = ∂Ω × (0, T ). We study the following distributed optimal control
problem governed by time fractional diffusion equation

min
q∈Uad

J (u, q) := 1

2
‖u(x, t) − ud(x, t)‖2L2(ΩT )

+ γ

2
‖q(x, t)‖2L2(ΩT )

(3.1)

subject to
⎧⎪⎪⎨
⎪⎪⎩

∂u

∂t
− R

0∂
β
t Δu = f (x, t) + q(x, t), (x, t) ∈ ΩT ,

u(x, t) = 0, (x, t) ∈ ΓT ,

u(x, 0) = 0, x ∈ Ω.

(3.2)

Here Uad is the admissible set defined by

Uad = {q ∈ L2(ΩT ) : a ≤ q(x, t) ≤ b a.e. in ΩT with a, b ∈ R and a ≤ b}.
Since the functional J is strictly convex and the admissible set Uad is bounded, closed and
convex, the control problem (3.1)–(3.2) admits a unique solution.

Assumption 3.1 In the following we suppose that γ > 0, f ∈ L2(0, T ; L2(Ω)) and ud ∈
L2(0, T ; L2(Ω)) are fixed data.

According [16] the state variable satisfies the following estimate.

Theorem 3.2 Suppose that u is the solution of state equation with right hand term f . Then
we have

(ut , v)ΩT + (R
0∂

β
t ∇u,∇v)ΩT = ( f , v)ΩT ,∀v ∈ L2(0, T ; Ḣ1(Ω)) (3.3)

and

‖u‖H1(0,T ;L2(Ω)) + ‖u‖H (1+β)/2(0,T ;Ḣ1(Ω)) + ‖u‖Hβ (0,T ;Ḣ2(Ω)) ≤ C‖ f ‖L2(0,T ;L2(Ω)).

For above optimal control problem we can derive the following first order optimality
conditions( [27]).

Theorem 3.3 Assume that q ∈ Uad is the solution to optimal control problem (3.1)–(3.2)
and u is the corresponding state variable given by (3.2). Then there exists an adjoint state
such that (u, z, q) satisfies the following optimality conditions:

⎧⎪⎪⎨
⎪⎪⎩

∂u

∂t
− R

0∂
β
t Δu = f + q, (x, t) ∈ ΩT ,

u(x, t) = 0, (x, t) ∈ ΓT ,

u(x, 0) = 0, x ∈ Ω,

(3.4)

⎧⎪⎪⎨
⎪⎪⎩

− ∂z

∂t
− R

t ∂
β
T Δz = u − ud , (x, t) ∈ ΩT ,

z(x, t) = 0, (x, t) ∈ ΓT ,

z(x, T ) = 0, x ∈ Ω

(3.5)
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and ∫
ΩT

(γ q + z)(v − q) ≥ 0, ∀v ∈ Uad . (3.6)

Let

PUad (q(x, t)) = max{a,min(q(x, t), b)}
denote the pointwise projection onto the admissible set Uad . Then (3.6) is equivalent to

q = PUad

(
− 1

γ
z

)
.

Similar to state equation, the adjoint state variable admits the following estimate ([16]).

Theorem 3.4 Let z be the solution of adjoint state equation with right hand term g. Then we
have

−(zt , v)ΩT + (R
t ∂

β
T ∇z,∇v)ΩT = (g, v)ΩT ,∀v ∈ L2(0, T ; Ḣ1(Ω)) (3.7)

and

‖z‖H1(0,T ;L2(Ω)) + ‖z‖H (1+β)/2(0,T ;Ḣ1(Ω)) + ‖z‖Hβ (0,T ;Ḣ2(Ω)) ≤ C‖g‖L2(0,T ;L2(Ω)).

For the optimality system (3.4)–(3.6) we have the following regularity result.

Theorem 3.5 Supposed that (u, z, q) is the solution of optimality system (3.4)–(3.6). Then
we have

u(x), z(x) ∈ H1(0, T ; L2(Ω)) ∩ Hβ(0, T ; Ḣ2(Ω)) ∩ H (1+β)/2(0, T ; Ḣ1(Ω))

and

q(x) ∈ H1(0, T ; L2(Ω)).

Proof Note that f ∈ L2(0, T ; L2(Ω)), yd ∈ L2(0, T ; L2(Ω)) and q ∈ Uad . Then by
Theorems 3.3 and 3.4 we have

u(x), z(x) ∈ H1(0, T ; L2(Ω)) ∩ Hβ(0, T ; Ḣ2(Ω)) ∩ H (1+β)/2(0, T ; Ḣ1(Ω)).

For the projection operator PUad the following property holds (see, [15])

‖PUad (v)‖W s,p(0,T ;L2(Ω)) ≤ C‖v‖W s,p(0,T ;L2(Ω)), 0 ≤ s ≤ 1, 1 ≤ p ≤ ∞.

This implies that

q(x) ∈ H1(0, T ; L2(Ω)).

�


4 Time Stepping Discontinuous Galerkin Discrete Scheme

Let Vh be the finite element space consisting of continuous piecewise linear functions over
the triangulation Th :

Vh = {vh ∈ H1
0 (Ω) ∩ C(Ω); vh is a linear function over K ,∀K ∈ Th}.
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Let Δτ : 0 = t0 < t1 < · · · < tJ−1 < tJ = T be a time grid with τ = T /J . Set
I j = (t j−1, t j ) for each 1 ≤ j ≤ J . Define the fully discrete finite element space

Vhk = {φ : Ω × [0, T ] → R; φ(x, ·) ∈ Vh, φ(·, t)|I j ∈ P0, j = 1, 2, . . . , J }.
This implies that φ is a piecewise constant with respect to time. For φ ∈ Vhk, t ∈ I j , we
define

φ±
j = lim

t→t±j
φ(t),

and

[[φ j ]] = φ+
j − φ−

j , [[φ0]] = φ+
0 .

Then the time-stepping discontinuous Galerkin approximation of the state equation can be
written as

J−1∑
j=0

([[U j ]], w+
j )Ω + (R

0∂
β
t ∇U ,∇w)ΩT = ( f + q, w)ΩT ,∀w ∈ Vhk .

The time-stepping discontinuous Galerkin discrete scheme for the control problem (3.1)–
(3.2) is to find (U , Q) ∈ Vhk × Uad , such that

min
Q∈Uad

J (U , Q)

subject to

J−1∑
j=0

([[U j ]], w+
j )Ω + (R

0∂
β
t ∇U ,∇w)ΩT = ( f + Q, w)ΩT ,∀w ∈ Vhk . (4.1)

Here the control variable was implicitly discretized by variational discretization concept(see,
[10]).

In order to obtain the discrete first-order optimal control conditions for the optimal control
problem, we define the Lagrange functional

L(U , Z , Q) = J (U , Q) + ( f + Q, Z)ΩT

−
J−1∑
j=0

([[U j ]], Z+
j )Ω − (R

0∂
β
t ∇U ,∇Z)ΩT , Z ∈ Vhk . (4.2)

Then the discrete first order optimality condition can be deduced by computing

∂L(U , Z , Q)

∂U
(w) = 0,

∂L(U , Z , Q)

∂ Z
(w) = 0,

∂L(U , Z , Q)

∂ Q
(v − Q) ≥ 0.

– Discrete adjoint state equation: Note that

∂L(U , Z , Q)

∂U
(w)

= lim
t→0+

1

t
(L(U + tw, Z , Q) − L(U , Z , Q))

= lim
t→0+

1

t

⎛
⎝−

J−1∑
j=0

([[(U+tw) j ]], Z+
j )Ω−(R

0∂
β
t ∇(U+tw), ∇Z)ΩT + 1

2

∫
ΩT

(U + tw − ud )2dxdt
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+
J−1∑
j=0

([[U j ]], Z+
j )Ω + (R

0∂
β
t ∇U ,∇Z)ΩT − 1

2

∫
ΩT

(U − ud )2dxdt

⎞
⎠

= lim
t→0+

1

t

⎛
⎝−

J−1∑
j=0

([[(tw) j ]], Z+
j )Ω − (R

0∂
β
t ∇(tw),∇Z)ΩT − 1

2

∫
ΩT

(2U + tw − 2ud )twdxdt

⎞
⎠

= −
J−1∑
j=0

([[w j ]], Z+
j )Ω − (R

t ∂
β
T ∇Z ,∇w)ΩT +

∫
ΩT

(U − ud )wdxdt .

Then we have

J−1∑
j=0

([[w j ]], Z+
j )Ω + (R

t ∂
β
T ∇Z ,∇w)ΩT = (U − ud , w)ΩT ,∀w ∈ Vhk . (4.3)

– Discrete variational inequality: Note that

∂L(U , Z , Q)

∂ Q
(v − Q) = lim

t→0+
1

t

(
L(U , Z , Q + t(v − Q)) − L(U , Z , Q)

)

= lim
t→0+

1

t

(
( f + Q + t(v − Q), Z)ΩT + γ

2

∫
ΩT

(Q + t(v − Q))2dxdt

−( f + Q, Z)ΩT − γ

2

∫
ΩT

Q2dxdt

)

= lim
t→0+

1

t

(
(t(v − Q), Z)ΩT + γ

2

∫
ΩT

(2Q + t(v − Q))t(v − Q)dxdt

)

=
∫
ΩT

(v − Q)Zdxdt + γ

∫
ΩT

Q(v − Q)dxdt .

This gives

(γ Q + Z , v − Q)ΩT ≥ 0. (4.4)

Then the first order optimal condition for the discrete optimal control problem can be written
as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

J−1∑
j=0

([[U j ]], w+
j )Ω + (R

0∂
β
t ∇U ,∇w)ΩT = ( f + Q, w)ΩT ,∀w ∈ Vhk,

J−1∑
j=0

([[w j ]], Z+
j )Ω + (R

t ∂
β
T ∇Z ,∇w)ΩT = (U − ud , w)ΩT ,∀w ∈ Vhk,

(γ Q + Z , v − Q)ΩT ≥ 0,∀v ∈ Uad .

(4.5)

5 Error Analysis

In this section we are going to derive the error estimate of ‖u − U‖L2(0,T ;L2(Ω)), ‖z −
Z‖L2(0,T ;L2(Ω)) and ‖q − Q‖L2(0,T ;L2(Ω)). Note the the state variable and control variable
are coupled together. In the following we firstly sketch the overall proof strategy.

To decouple the estimate we firstly decompose u − U and z − Z as follows
u − U = u − U (q) + U (q) − U ,

z − Z = z − Z(u) + Z(u) − Z ,
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where U (q) and Z(u) are auxiliary variables defined by

J−1∑
j=0

([[U (q) j ]], w+
j )Ω + (R

0∂
β
t ∇U (q),∇w)ΩT = ( f + q, w)ΩT , ∀w ∈ Vhk (5.1)

and

J−1∑
j=0

([[w j ]], Z(u)+j )Ω + (R
t ∂

β
T ∇Z(u),∇w)ΩT = (u − ud , w)ΩT , ∀w ∈ Vhk . (5.2)

In Sects. 5.1 and 5.2 we will prove that the estimate of ‖u − U‖L2(0,T ;L2(Ω)) and
‖z− Z‖L2(0,T ;L2(Ω)) are controlled by the estimate of ‖q − Q‖L2(0,T ;L2(Ω)). In order to finish
thewhole estimate we just need to derive the error estimate of ‖q−Q‖L2(0,T ;L2(Ω)). By intro-
ducing another auxiliary variable Z(q), we obtain the error estimate of ‖q − Q‖L2(0,T ;L2(Ω))

in Sect. 5.3. Then combining the results obtained in Sects. 5.1–5.3 yields the final error
estimate of ‖u −U‖L2(0,T ;L2(Ω)), ‖z − Z‖L2(0,T ;L2(Ω)) and ‖q − Q‖L2(0,T ;L2(Ω)), i.e., The-
orem 5.13.

To achieve the final results we need to introduce some interpolation and projection oper-
ators. Suppose that X is a Banach space. For v ∈ C((0, T ]; X) and v ∈ C([0, T ); X) we
respectively define

(Pτ v)|I j = v(t j ), ∀1 ≤ j ≤ J ,

and

(Gτ v)|I j = v(t j−1), ∀1 ≤ j ≤ J .

According [16] the following estimates hold.

Lemma 5.1 If v ∈ Hσ (0, T ), 0 ≤ α < 1/2 < σ < 1, we have

|(I − Pτ )v|Hα(0,T ) ≤ Cτσ−α‖v‖Hσ (0,T ),

|(I − Gτ )v|Hα(0,T ) ≤ Cτσ−α‖v‖Hσ (0,T ).

Let Ph : L2(Ω) → Vh denote the L2(Ω)−orthogonal projection operator defined by

(Phϕ, χ) = (ϕ, χ),∀χ ∈ Vh,

which satisfies the following estimates ([12]): if v ∈ Ḣσ (Ω) with σ = 1, 2,

‖ v − Phv ‖L2(Ω) +h ‖ v − Phv ‖Ḣ1(Ω)≤ hσ ‖v‖Ḣσ (Ω).

The following lemmas can be found in [22], whichwill be used in the following error analysis.

Lemma 5.2 Assume that v ∈ L2(0, T ; L2(Ω)), and v′ ∈ L2(0, T ; L2(Ω)), then we have

(v′, V )ΩT = (v(T ), V −
J )Ω −

J−1∑
j=0

([[Vi ]], (Gτ Phv)+i )Ω,

(v′, V )Ω×(0,t j ) =
j−1∑
i=0

([[(Pτ Phv)i ]], V +
i )Ω − (v(0), V +

0 )Ω,

for all V ∈ Vhk, and 1 ≤ j ≤ J .
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Lemma 5.3 If V ∈ Vhk, then the following estimate holds

1

2

(
‖V −

j ‖2L2(Ω)
+ ‖V +

0 ‖2L2(Ω)

)
≤

j−1∑
i=0

([[Vi ]], V +
i )Ω,

for all 1 ≤ j ≤ J .

5.1 Error Estimate for u-U

It is easy to see that U (q) is the finite element approximation of u. Then according to [16],
we can get the following error estimate.

Theorem 5.4 If f + q ∈ L2(0, T ; L2(Ω)), then we have

‖u − U (q)‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖ f + q‖L2(0,T ;L2(Ω)).

Nextly we turn to estimate ‖U (q) − U‖L2(0,T ;L2(Ω)).

Theorem 5.5 Assume that U (q) and U are the solution of the Eqs. (5.1) and (4.1), respec-
tively. Then we have

‖U (q) − U‖L2(0,T ;L2(Ω)) ≤ C‖q − Q‖L2(0,T ;L2(Ω)).

Proof Choosing w = U (q) − U in (4.1) and (5.1), we deduce

J−1∑
j=0

([[(U (q) − U ) j ]], (U (q) − U )+j )Ω + (R
0∂

β
t ∇(U (q) − U ),∇(U (q) − U ))ΩT

= (q − Q, U (q) − U )ΩT .

By Lemma 5.3, we deduce

1

2
‖(U (q) − U )−J ‖2L2(Ω)

≤
J−1∑
j=0

([[(U (q) − U ) j ]], (U (q) − U )+j )Ω.

By Lemma 2.1, we obtain

(R
0∂

β
t ∇(U (q) − U ),∇(U (q) − U ))ΩT = cos(

β

2
π)|U (q) − U |2Hβ/2(0,T ;H1(Ω))

.

Note that 0 < β < 1 and U (q) − U vanishes on ∂Ω . Then we obtain

|U (q) − U |2Hβ/2(0,T ;H1(Ω))
∼‖ U (q) − U ‖2Hβ/2(0,T ;H1(Ω))

.

This implies that

‖ U (q) − U ‖L2(0,T ;L2(Ω))≤ C |U (q) − U |Hβ/2(0,T ;H1(Ω)).

Collecting above inequalities and using Young inequality leads to

‖(U (q) − U )−J ‖2L2(Ω)
+ cos

(
β

2
π

)
|U (q) − U |2Hβ/2(0,T ;H1(Ω))

≤ C‖q − Q‖2L2(0,T ;L2(Ω))
.

Theorem result follows above estimate. �
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By Theorems 5.4 and 5.5, we obtain the estimate of ‖u − U‖L2(0,T ;L2(Ω)).

Theorem 5.6 Assume that u and U are the solution of the Eqs. (3.4) and (4.1), respectively.
Then the following estimate

‖u − U‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖ f + q‖L2(0,T ;L2(Ω)) + C‖q − Q‖L2(0,T ;L2(Ω))

holds.

5.2 Error Estimates for z-Z

Note that Z(u) is the finite element approximation of z. Then in the following we are going
to prove the estimate of ‖z − Z(u)‖L2(0,T ;L2(Ω)) by dual argument. To this end we firstly
prove some auxiliary results.

Lemma 5.7 Assume that z and Z(u) are solutions of (3.5) and (5.2). Then we have

‖(Z(u)−Gτ Ph z)+j ‖L2(Ω)+|Z(u)−Gτ Ph z|Hβ/2(0,t j ;Ḣ1(Ω)) ≤ C |(I−Gτ Ph)z|Hβ/2(0,T ;Ḣ1(Ω)).

Proof Let θ = Z(u) − Gτ Phz. Choosing v = θχ(0,t j ), (3.7) reduce to

−(z′, θ)Ω×(0,t j ) + (R
t ∂

β
T ∇z,∇θ)Ω×(0,t j ) = (u − ud , θ)Ω×(0,t j ).

Setting w = θχ(0,t j ) in (5.2) we obtain

j−1∑
i=0

([[θi ]], Z(u)+i )Ω + (R
t ∂

β
T ∇Z(u),∇θ)Ω×(0,t j ) = (u − ud , θ)Ω×(0,t j ).

Subtracting above two formulas leads to

−(z′, θ)Ω×(0,t j ) + (R
t ∂

β
T ∇(z − Z(u)),∇θ)Ω×(0,t j ) −

j−1∑
i=0

([[θi ]], Z(u)+i )Ω = 0.

By Lemma 5.2 and z(T ) = 0 we have

−(z′, θ)Ω×(0,t j ) =
j−1∑
i=0

([[θi ]], (Gτ Phz)+i )Ω.

A simple calculation then yields

(R
t ∂

β
T ∇(z − Z(u)),∇θ)Ω×(0,t j ) −

j−1∑
i=0

([[θi ]], θ+
i )Ω = 0.

Note that z − Z(u) = z − Gτ Phz + Gτ Phz − Z(u). Then we obtain

(R
t ∂

β
T ∇(z − Gτ Phz),∇θ)Ω×(0,t j ) = (R

t ∂
β
T ∇θ,∇θ)Ω×(0,t j ) +

j−1∑
i=0

([[θi ]], θ+
i )Ω.

According Lemma 5.3, we have

1

2
(‖θ−

j ‖2L2(Ω)
+ ‖θ+

0 ‖2L2(Ω)
) ≤

j−1∑
i=0

([[θi ]], θ+
i )Ω.
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This implies

1

2

(
‖θ−

j ‖2L2(Ω)
+ ‖θ+

0 ‖2L2(Ω)

)
+ |θ |2

Hβ/2(0,t j ;Ḣ1(Ω))

≤ C |z − Gτ Phz|Hβ/2(0,T ;Ḣ1(Ω))|θ |Hβ/2(0,t j ;Ḣ1(Ω)).

By the Young inequality, we can deduce the theorem result. �

Lemma 5.8 Assume that z and Z(u) are solutions of (3.5) and (5.2). Then we derive

max
0≤ j≤J−1

‖z(t j ) − Z(u)+j ‖L2(Ω) + |z − Z(u)|Hβ/2(0,T ;Ḣ1(Ω))

≤ C(h + τ 1/2)‖u − ud‖L2(0,T ;L2(Ω)).

(5.3)

Proof By the estimate of L2 projection and the definition of Gτ , we have

‖z(t j ) − (Gτ Ph z)+j ‖L2(Ω) = ‖(I − Ph)z(t j )‖L2(Ω)

≤ h‖z(t j )‖Ḣ1(Ω) ≤ h‖z‖H (1+β)/2(0,T ;Ḣ1(Ω))

≤ h‖u − ud‖L2(0,T ;L2(Ω)). (5.4)

Let z − Gτ Phz = z − Phz + Phz − Gτ Phz. Using Lemma 5.1 gives

|z − Gτ Phz|Hβ/2(0,T ;Ḣ1(Ω))

≤ |z − Ph z|Hβ/2(0,T ;Ḣ1(Ω)) + |(I − Gτ )Phz|Hβ/2(0,T ;Ḣ1(Ω))

≤ h|z|Hβ/2(0,T ;Ḣ2(Ω)) + |(I − Gτ )z|Hβ/2(0,T ;Ḣ1(Ω))

≤ h|z|Hβ/2(0,T ;Ḣ2(Ω)) + τ 1/2|z|H (1+β)/2(0,T ;Ḣ1(Ω))

≤ C(h + τ 1/2)‖u − ud‖L2(0,T ;L2(Ω). (5.5)

Combining (5.4) and (5.5) as well as Lemma 5.7 leads to

‖z(t j ) − Z(u)+j ‖L2(Ω) + |z − Z(u)|Hβ/2(0,T ;Ḣ1(Ω))

≤ ‖z(t j ) − (Gτ Phz)+j ‖L2(Ω) + ‖(Gτ Phz)+j − Z(u)+j ‖L2(Ω)

+ |z − Gτ Phz|Hβ/2(0,T ;Ḣ1(Ω)) + |Gτ Phz − Z(u)|Hβ/2(0,T ;Ḣ1(Ω))

≤ ‖z(t j ) − (Gτ Phz)+j ‖L2(Ω) + |z − Gτ Phz|Hβ/2(0,T ;Ḣ1(Ω))

≤ C(h + τ 1/2)‖u − ud‖L2(0,T ;L2(Ω)). �

Theorem 5.9 Let z and Z(u)be the solution of (3.5)and (5.2), respectively. Then the following
estimate holds

‖z − Z(u)‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖u − ud‖L2(0,T ;L2(Ω)).

Proof To drive the estimate of ‖z − Z(u)‖L2(0,T ;L2(Ω)), we introduce the following auxiliary
problem:{

(y′, w)ΩT + (R
0∂

β
t ∇ y,∇w)ΩT = (z − Z(u), w)ΩT , w ∈ L2(0, T ; Ḣ1(Ω)),

y(·, 0) = 0.

It is easy to see that y satisfies the stability estimate presented in Theorem 3.2.
Choosing w = z − Z(u) yields

‖z − Z(u)‖2L2(0,T ;L2(Ω))
= (y′, z − Z(u))ΩT + (R

0∂
β
t ∇ y,∇(z − Z(u)))ΩT .
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Using integration by parts we obtain

‖z − Z(u)‖2L2(0,T ;L2(Ω))
= −(z′, y)ΩT − (y′, Z(u))ΩT + (R

t ∂
β
T ∇(z − Z(u)),∇ y)ΩT .

Choosing w = Y = Pτ Ph y, (5.2) reduce to

J−1∑
j=0

([[Y j ]], Z(u)+j )Ω + (R
t ∂

β
T ∇Z(u),∇Y )ΩT = (u − ud , Y )ΩT .

By Theorem 3.4 and v = Y , we have

−(z′, Y )ΩT + (R
t ∂

β
T ∇z,∇Y )ΩT = (u − ud , Y )ΩT .

Subtracting above two equations leads to

(R
t ∂

β
T ∇(z − Z(u)),∇Y )ΩT = (z′, Y )ΩT +

J−1∑
j=0

([[Y j ]], Z(u)+j )Ω.

Note that

(R
t ∂

β
T ∇(z − Z(u)),∇ y)ΩT

= (R
t ∂

β
T ∇(z − Z(u)),∇(y − Y ))ΩT + (R

t ∂
β
T ∇(z − Z(u)),∇Y )ΩT

= (R
t ∂

β
T ∇(z − Z(u)),∇(y − Y ))ΩT + (z′, Y )ΩT +

J−1∑
j=0

([[Y j ]], Z(u)+j )Ω.

By Lemma 5.2 and y(·, 0), we have
J−1∑
j=0

([[Y j ]], Z(u)+j )Ω,= (y′, Z(u))ΩT .

Therefore we further have

‖z − Z(u)‖2L2(0,T ;L2(Ω))
= (R

t ∂
β
T ∇(z − Z(u)),∇(y − Y ))ΩT − (z′, y − Y )ΩT

≤ |z − Z(u)|Hβ/2(0,T ;Ḣ1(Ω))|y − Y |Hβ/2(0,T ;Ḣ1(Ω))

+ ‖z′‖L2(0,T ;L2(Ω))‖y − Y‖L2(0,T ;L2(Ω)).

(5.6)

Using similar proof of Lemma 5.8, we have

|y − Y |Hβ/2(0,T ;Ḣ1(Ω)) ≤ C(h + τ 1/2)‖z − Z(u)‖L2(0,T ;L2(Ω)) (5.7)

and according [5], we have

‖y − Y‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖z − Z(u)‖L2(0,T ;L2(Ω)). (5.8)

Inserting (5.3), (5.7) and (5.8) into (5.6) yields the theorem result. �

Now it remains to estimate ‖ Z(u) − Z ‖L2(0,T ;L2(Ω)).

Theorem 5.10 Assume that Z(u) and Z be the solution of (5.2) and (4.3). Then the following
estimate holds

‖ Z(u) − Z ‖L2(0,T ;L2(Ω))≤ C‖u − U‖L2(0,T ;L2(Ω)).
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Proof By (4.3) and (5.2), we obtain

J−1∑
j=0

([[w j ]], (Z(u) − Z)+j )Ω + (R
t ∂

β
T ∇(Z(u) − Z),∇w)ΩT = (u − U , w)ΩT .

Setting w = Z(u) − Z and using Lemma 5.3, we have

1

2
‖(Z(u) − Z)+0 ‖2L2(Ω)

≤
J−1∑
j=0

([[(Z(u) − Z) j ]], (Z(u) − Z)+j )Ω. (5.9)

By Lemma 2.1, we have

(R
t ∂

β
T ∇(Z(u) − Z),∇(Z(u) − Z))ΩT = cos

(
β

2
π

)
|Z(u) − Z |2Hβ/2(0,T ;H1(Ω))

.

Note that

‖ Z(u) − Z ‖L2(0,T ;L2(Ω))≤ C |Z(u) − Z |Hβ/2(0,T ;H1(Ω)). (5.10)

In analogous to the proof of Theorem 5.5, using (5.9) and (5.10) as well as Young inequality
results in

‖(Z(u) − Z)+0 ‖2L2(Ω)
+ cos

(
β

2
π

)
|Z(u) − Z |2Hβ/2(0,T ;H1(Ω))

≤ C‖u − U‖L2(0,T ;L2(Ω)).

Again by (5.10) we obtain

‖(Z(u) − Z)+0 ‖2L2(Ω)
+ ‖ Z(u) − Z ‖2L2(0,T ;L2(Ω))

≤ C‖u − U‖2L2(0,T ;L2(Ω))
.

�

Combining Theorems 5.9 and 5.10 yields the error estimate of the adjoint state variable

‖z − Z‖L2(0,T ;L2(Ω)).

Theorem 5.11 Assume that z and Z be the solution of the Eqs. (3.7) and (4.3). Then we have

‖z − Z‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖u − ud‖L2(0,T ;L2(Ω)) + C‖u − U‖L2(0,T ;L2(Ω)).

5.3 Error Estimates for q-Q

Note that the estimates of u − U and z − Z depend on q − Q. In the following analysis we
will derive the estimate of q − Q to finish the whole error analysis.

Theorem 5.12 Let q and Q is the solution to the problem (3.6) and (4.4). Then the following
estimate holds

‖q − Q‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ).

Proof It follows from (3.6) and (4.4)

γ ‖q − Q‖2L2(0,T ;L2(Ω))
=

∫
ΩT

γ q(q − Q) −
∫

ΩT

γ Q(q − Q)

≤
∫

ΩT

z(Q − q) +
∫

ΩT

Z(q − Q)

=
∫

ΩT

(z − Z(q))(Q − q) +
∫

ΩT

(Z(q) − Z)(Q − q).
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Here Z(q) is an auxiliary variable defined by

J−1∑
j=0

([[w j ]], Z(q)+j )Ω + (R
t ∂

β
T ∇Z(q),∇w)ΩT = (U (q) − ud , w)ΩT ,∀w ∈ Vhk . (5.11)

By (4.1) and (5.1), we have

(Q − q, w)ΩT =
J−1∑
j=0

([[(U − U (q)) j ]], w+
j )Ω + (R

0∂
β
t ∇(U − U (q)),∇w)ΩT .

Choosing w = Z(q) − Z , and using integration by parts yields∫
ΩT

(Q − q)(Z(q) − Z)

=
J−1∑
j=0

([[(U − U (q)) j ]], (Z(q) − Z)+j )Ω + (R
0∂

β
t ∇(U − U (q)),∇(Z(q) − Z))ΩT

=
J−1∑
j=0

([[(U − U (q)) j ]], (Z(q) − Z)+j )Ω + (R
t ∂

β
T ∇(Z(q) − Z),∇(U − U (q))ΩT .

By (4.3) and (5.11), we obtain

J−1∑
j=0

([[w j ]], (Z(q) − Z)+j )Ω + (R
t ∂

β
T ∇(Z(q) − Z),∇w)ΩT = (U (q) − U , w)ΩT .

Setting w = U − U (q) gives∫
ΩT

(Q − q)(Z(q) − Z) = −
∫

ΩT

(U (q) − U )2 ≤ 0.

Then we deduce

γ ‖q − Q‖2L2(0,T ;L2(Ω))
≤

∫
ΩT

(z − Z(q))(Q − q)

≤ ‖z − Z(q)‖L2(0,T ;L2(Ω))‖q − Q‖L2(0,T ;L2(Ω)).

Further we have

‖q − Q‖L2(0,T ;L2(Ω)) ≤ C‖z − Z(q)‖L2(0,T ;L2(Ω)).

Now it remains to estimate ‖z − Z(q)‖L2(0,T ;L2(Ω)). Note that z − Z(q) = z − Z(u) +
Z(u)− Z(q), thus we only need to estimate ‖Z(u)− Z(q)‖L2(0,T ;L2(Ω)). By (5.2) and (5.11),
we have

J−1∑
j=0

([[w j ]], (Z(u) − Z(q))+j )Ω + (R
t ∂

β
T ∇(Z(u) − Z(q)),∇w)ΩT = (u − U (q), w)ΩT .

Setting w = Z(u) − Z(q) and according to Lemma 5.3, we have

1

2
‖(Z(u) − Z(q))+0 ‖2L2(Ω)

≤
J−1∑
j=0

([[(Z(u) − Z(q)) j ]], (Z(u) − Z(q))+j )Ω, 1 ≤ j ≤ J .
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By Lemma 2.1, we have

(R
t ∂

β
T ∇(Z(u) − Z(q)),∇(Z(u) − Z(q)))ΩT = cos(

β

2
π)|Z(u) − Z(q)|2Hβ/2(0,T ;H1(Ω))

.

Collecting above equations leads to

1

2
‖(Z(u) − Z(q))+0 ‖2L2(Ω)

+ cos(
β

2
π)|Z(u) − Z(q)|2Hβ/2(0,T ;H1(Ω))

≤ C‖u − U (q)‖L2(0,T ;L2(Ω))‖Z(u) − Z(q)‖L2(0,T ;L2(Ω)).

Since

‖Z(u) − Z(q)‖L2(0,T ;L2(Ω)) ≤ C |Z(u) − Z(q)|Hβ/2(0,T ;H1(Ω)),

by Young inequality we obtain

‖(Z(u) − Z(q))+0 ‖2L2(Ω)
+ ‖Z(u) − Z(q)‖2L2(0,T ;L2(Ω))

≤ C‖u − U (q)‖2L2(0,T ;L2(Ω))
.

(5.12)

By Theorems 5.4, 5.9 and (5.12), we can get the error estimate of the control variable

‖q − Q‖L2(0,T ;L2(Ω)) ≤ C‖z − Z(q)‖L2(0,T ;L2(Ω))

≤ C(‖z − Z(u)‖L2(0,T ;L2(Ω)) + ‖Z(u) − Z(q)‖L2(0,T ;L2(Ω)))

≤ C(h2 + τ)‖u − ud‖L2(0,T ;L2(Ω)) + C‖u − U (q)‖L2(0,T ;L2(Ω))

≤ C(h2 + τ). �


5.4 Main Result

Combining Theorems 5.6, 5.11 and 5.12, we obtain the following main result.

Theorem 5.13 Let (u, z, q) and (U , Z , Q) respectively are the solution of the Eqs. (3.4–3.6)
and (4.5). Then the following error estimate is established

‖ u − U ‖L2(0,T ;L2(Ω)) + ‖ z − Z ‖L2(0,T ;L2(Ω)) + ‖ q − Q ‖L2(0,T ;L2(Ω))≤ C(h2 + τ).

Proof By Theorems 5.6 and 5.12, we obtain

‖u − U‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖ f + q‖L2(0,T ;L2(Ω)) + C‖q − Q‖L2(0,T ;L2(Ω))

≤ C(h2 + τ).

Hence Theorem 5.11 implies

‖z − Z‖L2(0,T ;L2(Ω)) ≤ C(h2 + τ)‖u − ud‖L2(0,T ;L2(Ω)) + C‖u − U‖L2(0,T ;L2(Ω))

≤ C(h2 + τ). �


6 Fast Algorithm

In this section, a fast gradient projection algorithm is designed to solve the optimal control
problem. In the following FJ and F∗

J denote the Fourier matrix and the inverse Fourier
matrix. The symbol ⊗ denotes the Kronecker tensor product.
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6.1 Gradient Projection Algorithm

The following gradient projection algorithm is used to solve the discrete optimal control
problem.

Algorithm 1: gradient projection algorithm
Require:

Given the time step τ , space step h and tolerance η.
Ensure:
1: Given the initial value Q, and setting error = 1.
2: while error > η do
3: Solving the state equation (4.1) in the discrete optimal system to get state variable U ;
4: Solving the adjoint state equation (4.3) in the discrete optimal system to get adjoint state

variable Z ;
5: Using the pointwise projection PUad onto the admissible Uad to compute the control

variable:

Qnew = PUad (− 1

γ
Z).

6: Calculate the error

error = norm(Q − Qnew, in f )/norm(Q, in f ).

7: Update the control variable Q = Qnew ,
8: end while

In above algorithm the discrete control system is solved in an iterative manner. The main
computational cost comes from solving the discrete state and adjoint equation. The discrete
state equation and adjoint state equation can be solved in a time-marching fashion.When
the time division and space division are relatively large, due to nonlocal property of the
time fractional derivative, the computation amount is very large. Therefore, fast algorithm is
necessary.

6.2 The Coefficient Matrix of the Optimal Control Problem

In this part we are going to investigate the structure of the coefficient matrix of discrete
state and adjoint state equation. Let Vh be the finite element space consisting of continuous
piecewise linear functions

Vh = span{ϕ1, ϕ2, . . . , ϕM }.
According to [27], by choosing w to vanish outside I j the discrete first order optimality

system is reduced to
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(U j − U j−1, wh) +
j∑

k=1

C j,k(∇U k,∇wh) = τ( f̄ j + Q j , wh), j = 1, 2, . . . , J ,

(Z j−1 − Z j , wh) +
J∑

k= j

Ck, j (∇Zk−1,∇wh) = τ(U j − ū j
d , wh), j = J , J − 1, . . . , 1,

(γ Q j + Z j−1, vh − Q j ) ≥ 0, ∀vh ∈ Uad , j = 1, 2, . . . , J ,

U 0 = 0, Z J = 0.

Here f̄ j = 1

τ

∫
I j

f dt, ū j
d = 1

τ

∫
I j

uddt and C j,k are defined as follows

C j,k =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

τ 1−β

Γ (2 − β)

(
( j−k+1)1−β−2( j − k)1−β+( j−k−1)1−β

)
, k = 1, 2, . . . , j − 1,

τ 1−β

Γ (2 − β)
, k = j .

We can observe that the time-stepping discontinuous Galerkin discrete scheme can be viewed
as a modified backward Euler scheme, since the discrete state and adjoint state are piecewise
constant in time.

We denote the mass matrix and stiff matrix by M and S, respectively, whose entries are
calculated by M = (ϕi , ϕ j ) and S = (∇ϕi ,∇ϕ j ), i, j = 1, 2, . . . , M . Note that

C11(∇U 1, ∇wh) + (U 1, wh) = τ( f̄ 1 + Q1, wh),

C21(∇U 1, ∇wh) − (U 1, wh) + C22(∇U 2, ∇wh) + (U 2, wh) = τ( f̄ 2 + Q2, wh),

C31(∇U 1, ∇wh)+C32(∇U 2, ∇wh)−(U 2, wh) + C33(∇U 2, ∇wh) + (U3, wh) = τ( f̄ 3 + Q3, wh),

.

.

.

CJ1(∇U 1, ∇wh) + CJ2(∇U 2, ∇wh) + · · · + CJ ,J−1(∇U J−1, ∇wh) − (U J−1, wh)

+ CJ J (∇U J , ∇wh)+(U J , wh) = τ( f̄ J +Q J , wh).

Then the discrete state equation can be rewritten as follows

AU = b. (6.1)

Here

U = (U1,U2, . . . ,UJ )T ,

b = (b1,b2, . . . ,bJ )T ,

with b j = (τ ( f̄ j + Q j , ϕi ))M×1, j = 1, . . . , J , i = 1, 2, . . . , M and U j ∈ RM . Since the
time subdivision is uniform, by the definition of C jk we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C11 = C22 = · · · = CJ J ,

C21 = C32 = · · · = CJ ,J−1,

C31 = C42 = · · · = CJ ,J−2,

...

CJ−2,1 = CJ−1,2 = CJ ,3,

CJ−1,1 = CJ ,2.
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For convenience, we define C1 = C11, C2 = C21, . . . , CJ = CJ1. Then the coefficient
matrix A takes the following form

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

M + C1S
C2S − M M + C1S

C3S C2S − M M + C1S
...

...
...

. . .

CJ−1S CJ−2S CJ−3S · · · M + C1S
CJS CJ−1S CJ−2S · · · C2S − M M + C1S

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

In an analogous way, we can rewrite the discrete adjoint state equation as follows

AZ = c, (6.2)

among

Z = (ZJ−1,ZJ−2, . . . ,Z0)T ,

c = (c1, c2, . . . , cJ )T ,

c j = (τ (U J− j+1 − ū J− j+1
d , ϕi ))M×1, j = 1, . . . , J , i = 1, . . . , M .

It is easy to see that the coefficient matrix for state equation and adjoint state equation are
both block lower triangular Toeplitz-like with tri-diagonal block matrix(BL3TB).

6.3 Fast Algorithm

Note that the computational effort to solve the optimal control problem mainly focuses on
how to solve the state equation and the adjoint state equation. Then the remaining problem
is how to solve the following linear system in a fast manner

AX = y. (6.3)

According [19], the main idea is to replace the exact A with an approximate Aε , where
Aε satisfies the following form

Aε =

⎡
⎢⎢⎢⎢⎢⎢⎣

A0 ε AJ−1 · · · ε A2 ε A1

A1 A0 ε AJ−1 · · · ε A2
... A1 A0

. . .
...

AJ−2 · · · . . .
. . . ε AJ−1

AJ−1 AJ−2 · · · A1 A0

⎤
⎥⎥⎥⎥⎥⎥⎦

.

Therefore the solution of the Eq. (6.3) can be represented as

X = A−1y ≈ A−1
ε y = Xε .

Note that Aε is aBlock ε-criculantmatrix(see [4]). This allows us to use fast Fourier transform
to reduce the computational cost.

Theorem 6.1 (see [4], Theorem 2.10) Let Aε is the Block ε − criculant matrix with the first
column [A0, A1, . . . , AJ−1]T . Then we have

A−1
ε = [(D−1

δ F∗
J ) ⊗ IM ]diag(Λ−1

0 ,Λ−1
1 , . . . , Λ−1

J−1)[(FJ Dδ ⊗ IM )], (6.4)
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Table 1 Analysis of computation Step Operation

1) compute δ and Dδ O(J )

2) compute Λ j O(J + N log J )

3) Compute yε O(M J + M J log J )

4) Compute ỹε O(M J + M J log J )

5) Compute Xε O(M J + M J log J )
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Fig. 1 discrete state U, adjoint state Z and control Q

in which, Dδ = diag(1, δ, . . . , δ J−1), δ = J
√

ε is a diagonal matrix. The matrix Λk , k =
0, 1, . . . , J − 1, are M × M dimensionality and satisfy

⎡
⎢⎢⎢⎣

Λ0

Λ1
...

ΛJ−1

⎤
⎥⎥⎥⎦ = [(√J FJ Dδ) ⊗ IM ]

⎡
⎢⎢⎢⎣

A0

A1
...

AJ−1

⎤
⎥⎥⎥⎦ .

According to [19], the Eq. (6.4) can be implemented by the following algorithm, which is
called approximate inversion method (AIM) .

Algorithm 2: AIM for solving the BL3T B system

1. Input ε, y and tri-diagonal matrices A0,A1, . . . ,AJ−1,
2. Calculate δ = J

√
ε and Dδ = diag(1, δ, . . . , δ J−1),

3. Calculate tri-diagonal matrices Λ j , j = 0, 1, . . . , J − 1,
4. Calculate yε = [(FJ Dδ) ⊗ IM ]y,
5. Calculate ỹε = diag(Λ−1

0 ,Λ−1
1 , . . . , Λ−1

J−1)yε ,

6. Calculate Xε = [(D−1
δ F∗

J ) ⊗ IM ]̃yε .

Applying Algorithm 2 to Algorithm 1 yields a fast projection gradient method for the
optimal control problem. The Table 1 displays the computational cost required for each step,
which implies that the total computational cost is O(M J log J ).

7 Numerical Examples

In this section numerical experiments will be carried out to illustrate the error analysis and
algorithm presented in Sects. 5 and 6.
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Table 2 Errors of state, adjoint state and control in L2(0, T ; L2(Ω)) for different β and fixed time partition
J=M2

M=10 M=20 M=30 M=40 M=50 M=60 M=70 Order

β =0.4 ‖u−U‖L2(0,T ;L2(Ω)) 5.94e−3 1.46e−3 6.46e−4 3.63e−4 2.33e−4 1.62e−4 1.19e−4 2.00

‖z−Z‖L2(0,T ;L2(Ω)) 3.28e−3 8.31e−4 3.71e−4 2.10e−4 1.34e−4 9.36e−5 6.89e−5 1.98

‖q−Q‖L2(0,T ;L2(Ω)) 3.45e−3 8.54e−4 3.78e−4 2.12e−4 1.35e−4 9.40e−5 6.89e−5 2.01

β =0.8 ‖u−U‖L2(0,T ;L2(Ω)) 5.41e−3 1.35e−3 6.04e−4 3.43e−4 2.21e−4 1.54e−4 1.14e−4 1.97

‖z−Z‖L2(0,T ;L2(Ω)) 2.44e−3 6.73e−4 3.13e−4 1.81e−4 1.19e−4 8.36e−5 6.22e−5 1.89

‖q−Q‖L2(0,T ;L2(Ω)) 4.05e−3 9.63e−4 4.18e−4 2.31e−4 1.46e−4 1.01e−4 7.33e−5 2.05
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Fig. 2 Space convergence rates of state, adjoint state and control for β = 0.4
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Fig. 3 Space convergence rates of state, adjoint state and control for β = 0.8
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Table 3 Errors of state, adjoint state and control for different β and M=J

J=400 J=500 J=600 J=700 J=800 J=900 J=1000 Order

β=0.4 ‖u−U‖L2(0,T ;L2(Ω)) 9.72e−4 7.79e−4 6.50e−4 5.58e−4 4.88e−4 4.34e−4 3.91e−4 0.99

‖z−Z‖L2(0,T ;L2(Ω)) 8.78e−4 7.04e−4 5.87e−4 5.04e−4 4.41e−4 3.93e−4 3.54e−4 0.98

‖q−Q‖L2(0,T ;L2(Ω)) 7.76e−4 6.20e−4 5.16e−4 4.42e−4 3.86e−4 3.43e−4 3.09e−4 1.00

β=0.8 ‖u−U‖L2(0,T ;L2(Ω)) 7.31e−4 5.94e−4 5.01e−4 4.34e−4 3.82e−4 3.43e−4 3.10e−4 0.94

‖z−Z‖L2(0,T ;L2(Ω)) 6.74e−4 5.48e−4 4.62e−4 4.00e−4 3.52e−4 3.16e−4 2.85e−4 0.94

‖q−Q‖L2(0,T ;L2(Ω)) 9.09e−4 7.22e−4 5.98e−4 5.10e−4 4.44e−4 3.93e−4 3.53e−4 1.03
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Fig. 4 Time convergence rates of state, adjoint state and control for β = 0.4

7.1 Example 1

We consider the control problem with Ω = [0, 1], γ = 1, T = 1, η = 1.0 × 10−5 and
ε = 0.5 × 10−8. The exact solutions are given by

u = t2 sin(2πx),

z = (1 − t)2 sin(πx),

q = max(−0.5,min(−z,−0.1)).

The right hand term f and the desired state ud can be calculated by the exact solutions and
governing equation.

The space-time surfaces of discrete state variable, adjoint state variable and the control
variable are displayed in Fig. 1 .

In order to achieve the convergence rate of space we fix time step as J = M2. The
errors of state, adjoint state and control variable are presented in Table 2. The corresponding
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Fig. 5 Time convergence rates of state, adjoint state and control for β = 0.8

Table 4 Comparison of computational time

J = 27 J = 28 J = 29 J = 210 J = 211 J = 212 Order

AIM 0.978 1.935 3.664 7.122 14.007 29.375 0.98

BSFM 9.058 33.7 144.9 679.3 2856.4 15796.1 2.15

convergence rate for space is shown inFigs. 2 and 3 ,which is in agreementwith the theoretical
result.

Similarly, in order to test the convergence rate of time we set M = J . The errors of state,
adjoint state and control variable are list in Table 3 and the corresponding convergence rate
is given in Figs. 4 and 5 . It is easy to see that the convergence rate is consistent with the
theoretical prediction.

The comparison of computational time for fast algorithm (AIM) and the traditionalmethod
with the block forward substitution (BFSM) is given in Table 4 with M = 27.We can observe
that fast algorithm can effectively reduce the computational time. From Figs. 6 and 7 we
can find that the computational time for fast algorithm (AIM) increases linearly, which is in
contrast to the traditional method with the block forward substitution (BFSM).

7.2 Example 2

We consider the control problem with Ω = [0, 1], γ = 1, T = 1, and η = 1.0 × 10−5. f
and ud are given by

f = 10,

ud = −20x(1 − x)et .
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Fig. 6 Computational time of fast algorithm (AIM)
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Fig. 7 Computational time of BFSM

In this example, no exact solutions can be achieved. The control variable is chosen as
q = max(−0.5,min(−z,−0.1)). We use the numerical solutions on a much finer grid as the
reference solutions. In order to achieve the convergence rate of space, we fix J = 210 and
M = 210. The errors of state, adjoint state and control variable are given in Table 5. The
corresponding convergence rate for space is shown in Figs. 8 and 9 for different β, which is
in agreement with the theoretical result.

Similarly, we set J = 211 and M = 211 to verify the convergence rate of time. The
errors of state, adjoint state and control variable are listed in Table 6 and the corresponding
convergence rate is given in Figs. 10 and 11 for different β. It is easy to observe that the
convergence rate is consistent with the theoretical prediction.
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Table 5 Errors of state, adjoint state and control for M = 210

J = 210 M = 22 M = 23 M = 24 M = 25 M = 26 Order

β = 0.4 ‖u − U‖L2(0,T ;L2(Ω)) 0.0389 0.00971 0.00243 6.06e−4 1.52e−4 2.00

‖z − Z‖L2(0,T ;L2(Ω)) 0.0306 0.00770 0.00193 4.81e−4 1.22e−4 1.99

‖q − Q‖L2(0,T ;L2(Ω)) 0.0130 0.00305 7.06e−4 1.79e−4 4.52e−5 2.04

β = 0.8 ‖u − U‖L2(0,T ;L2(Ω)) 0.0311 0.00777 0.00195 4.91e−4 1.28e−4 1.98

‖z − Z‖L2(0,T ;L2(Ω)) 0.0245 0.00617 0.00155 3.94e−4 1.07e−4 1.96

‖q − Q‖L2(0,T ;L2(Ω)) 0.0127 0.00319 7.76e−4 1.96e−4 5.07e−5 1.99
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Fig. 8 Space convergence rates of state, adjoint state and control for β = 0.4
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Fig. 9 Space convergence rates of state, adjoint state and control for β = 0.8
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Table 6 Errors of state, adjoint state and control for J = 211

M = 211 J = 23 J = 24 J = 25 J = 26 J = 27 J = 27 Order

β = 0.4 ‖u − U‖L2(0,T ;L2(Ω)) 0.0436 0.0235 0.0124 0.00638 0.00322 0.00159 0.95

‖z − Z‖L2(0,T ;L2(Ω)) 0.0449 0.0253 0.0137 0.00711 0.00360 0.00177 0.93

‖q − Q‖L2(0,T ;L2(Ω)) 0.0392 0.0208 0.00997 0.00462 0.00239 0.00116 1.01

β = 0.8 ‖u − U‖L2(0,T ;L2(Ω)) 0.0431 0.0209 0.0101 0.00487 0.00236 0.00114 1.04

‖z − Z‖L2(0,T ;L2(Ω)) 0.0371 0.0182 0.00892 0.00432 0.00210 0.00103 1.03

‖q − Q‖L2(0,T ;L2(Ω)) 0.0286 0.0131 0.00650 0.00310 0.00149 7.14e−4 1.06
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Fig. 10 Time convergence rates of state, adjoint state and control for β = 0.4
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Fig. 11 Time convergence rates of state, adjoint state and control for for β = 0.8
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