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Abstract
In this paper we investigate finite element approximation of optimal control problem gov-
erned by space fractional diffusion equation with control constraints. The control variable is
approximated by piecewise constant. Regularity estimate for the control problem is proved
based on the first order optimality system and a priori error estimates for the state, the adjoint
state and the control variables are derived. Due to the nonlocal property of fractional deriva-
tive, which will leads to a full stiff matrix, we develop a fast primal dual active set algorithm
for the control problem. Numerical examples are given to illustrate the theoretical findings
and the efficiency of the fast algorithm.

Keywords Finite element method · Optimal control problem · Space fractional equation ·
Primal dual active set algorithm · Fast algorithm.

1 Introduction

Ourmain goal in this paper is to study finite element discretization of optimal control problem
governed by 1-D space fractional diffusion equation. We consider the following control
problem:

min
u∈Uad

J (y, u) := 1

2
‖y − yd‖20 + γ

2
‖u‖20 (1.1)
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subject to {Lα
r y = f + u in Ω,

y = 0 on Γ ,
(1.2)

where Ω = (0, 1), Γ = ∂Ω , yd ∈ L2(Ω) is the desired state, γ > 0 is the regularization
parameter, f ∈ L2(Ω) is a given function and the control constraint

Uad = {u ∈ L2(Ω) : ua ≤ u(x) ≤ ub a.e. in Ω with ua, ub ∈ R and ua ≤ ub}.
Here the fractional differential operator Lα

r is defined by

Lα
r y := −D(r 0D

−(2−α)
x + (1 − r)xD−(2−α)

1 )Dy.

The parameters r ∈ [0, 1] andα ∈ (1, 2).More details about fractional derivative and integral
will be specified later.

In the past decades, lots of researches show that anomalous diffusion phenomena widely
exists in real world applications, for example, contaminant transport in groundwater flow. In
[1,2], it was shown that solutes moving through aquifers do not generally follow a classical
second-order Fickian diffusion equation. The heavy tail behavior of the transport processes
can be accurately described by Levy distribution, which can be viewed as a probability
description of fractional diffusion equations. Due to the self-similarity the plume spreads
faster than a traditional Brownian motion. The traditional dispersion equation would seri-
ously underestimate the risk of downstream contamination if the plume represent a pollutant
heading to a drinking water well. The stable density that solves the fractional diffusion equa-
tion can capture the super-diffusive spreading observed in the data. Motivated by above facts,
in this paper we mainly focus on optimal control problem governed by a space fractional
diffusion equation described in (1.2).

In recent years, the research of optimal control problem governed by fractional PDEs
forms a hot topic not only in model problems, but also in numerical methods. For the model
problems, a distributed optimal control problem governed by time fractional diffusion equa-
tion with Riemann–Liouville derivative was discussed in [3] and the first order optimality
systemwas derived there. In [4], the authors studied the optimal control problem governed by
time fractional diffusion equation with state constraints and proved the well-posedness of the
control problem. The controllability of the time fractional diffusion equation was discussed
in [5]. A new type of identification problems was studied in [6], where the fractional order
in a nonlocal evolution equation was identified and the well-posedness of the identification
problem was proved.

On the numerical method aspect, spectral approximation of time fractional optimal control
problems were studied in [7–9] and error estimates were derived under the assumption that
both state and control variables are sufficiently smooth. In [10], Legendre pseudo-spectral
method combined with L1 scheme was applied to approximate optimal control problem
governed by a time-fractional diffusion equation. Numerical simulation of distributed-order
fractional optimal control problems was investigated in [11]. A fully spectral collocation
scheme was proposed. Besides, finite element approximation and finite difference approxi-
mation of fractional optimal control problems are also widely studied. In [12–15], optimal
control problems governed by fractional Laplacian were investigated, where the fractional
Laplacian operator was characterized as fractional powers of the Dirichlet Laplace opera-
tor in the sense of spectral theory. By using the Caffarelli–Silvestre extension, the fractional
Laplacian equationwas realized as theDirichlet-to-Neumannmap for a nonuniformly elliptic
problem posed on a semi-infinite cylinder in onemore spatial dimension, which overcame the
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nonlocality of the fractional Laplacian operator. Finite element discretization of the control
problem was investigated, and a priori as well as a posteriori error estimate were derived. In
[16], the authors investigated the controllability of a one-dimensional heat equation involving
the fractional Laplacian operator both from theoretical and numerical aspects. Finite element
approximation of time fractional optimal control problems was studied in [17], where the
well-posedness of control problem and optimal-order error estimates for the space semidis-
crete approximation were proved. Pointwise-in-time error estimates for an optimal control
problemwith subdiffusion constraint was derived in [18] for L1 and back Euler discretization
of time. A fast projected gradient algorithm for optimal control problem governed by space
fractional diffusion equation was developed in [19] based on finite difference discretization
of the state equation.

The present work is devoted to develop a rigorous error estimate for finite element approx-
imation of optimal control problem governed by space fractional diffusion equation. The
control space is approximated by the piecewise constant finite element space. The regularity
estimates for the state, the adjoint state and the control variables are derived based on the first
order optimality system. Note that the fractional derivative is nonlocal, which leads to a full
matrix in finite element or finite difference discretization of the state equation as well as the
adjoint equation. To reduce the computational cost, we develop a fast primal dual active set
algorithm based on the Toeplitz structure of the coefficient matrix ([20]) in the discrete state
and adjoint state equations. Finally, numerical examples are given to illustrate the theoretical
results.

Our paper is organized as follows. In next section, we present some preliminary knowledge
about the fractional derivative and integral, first. Then we derive the first order optimality
system and prove some results with respect to the regularity of the solutions. In Sect. 3,
we consider the finite element approximation of control problem and prove a priori error
estimates for the state variable, the adjoint state variable and the control variable. To save
computational cost, a fast algorithm based on the primal dual active set strategy is developed
in Sect. 4. In Sect. 5, numerical example is given to confirm our theoretical findings. Finally,
we draw some concluding remarks in Sect. 6.

2 Optimal Control Problem

In this section, we begin with a brief review of the definition of fractional integral, derivative
and the related Sobolev sapce.

For a function u defined on the interval Ω and β > 0, we have the left and right fractional
integrals of order β defined by:

0D−β
x u(x) := 1

Γ (β)

∫ x

0

u(s)

(x − s)1−β
ds,

x D−β
1 u(x) := 1

Γ (β)

∫ 1

x

u(s)

(s − x)1−β
ds.

The left and right Caputo fractional derivatives of order 1 − σ with 0 ≤ σ < 1 are defined
by:

C
0 D1−σ

x u(x) = 1

Γ (σ)

∫ x

0

u′(s)
(x − s)1−σ

ds = 0D−σ
x Du(x),

C
x D1−σ

1 u(x) = − 1

Γ (σ)

∫ 1

x

u′(s)
(s − x)1−σ

ds = −x D−σ
1 Du(x).
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Similarly, the left and right Riemann–Liouville fractional derivatives of order 1 − σ are
defined by:

0D1−σ
x u(x) = 1

Γ (σ)

d

dx

∫ x

0

u(s)

(x − s)1−σ
ds = D0D−σ

x u(x),

x D1−σ
1 u(x) = − 1

Γ (σ)

d

dx

∫ 1

x

u(s)

(s − x)1−σ
ds = −Dx D−σ

1 u(x).

For s ≥ 0, let Hs(Ω) denote the Sobolev space of order s on the interval Ω and H̃ s(Ω)

denote the set of functions in Hs(Ω) whose extension by 0 are in Hs(R). For u defined on
Ω and ũ its extension by zero, H̃ s(Ω) is the closure of C∞

0 (Ω) with the norm ‖u‖Hs (Ω) :=
‖ũ‖H̃ s (R).

Let 2F1 denote the Gaussian three-parameter hypergeometric function, which is defined
by

2F1(a; b; c; x) = Γ (c)

Γ (b)Γ (c − b)

∫ 1

0
zb−1(1 − z)c−b−1(1 − zx)−adz

=
∞∑

n=0

(a)n(b)n xn

(c)nn! .

Here (·)n denotes the rising Pochhammer symbol. This function will be used in the kernel
function of fractional operator.

Theorem 2.1 Let (y, u) be the solution of control problem (1.1)–(1.2). Then the following
first order optimality system holds{

− D(r0D
−(2−α)
x + (1 − r)xD−(2−α)

1 )Dy = f + u in Ω,

y = 0 on Γ ,
(2.1)

{
− D(r xD−(2−α)

1 + (1 − r)0D
−(2−α)
x )Dz = y − yd in Ω,

z = 0 on Γ
(2.2)

and ∫
Ω

(γ u + z)(χ − u)dx ≥ 0,∀χ ∈ Uad . (2.3)

Proof To derive the first order optimality system, we introduce the following reduced opti-
mization problem:

min
u∈Uad

Ĵ (u) := J (y(u), u),

where y(u) is the solution of the state equation. Then the following optimality condition
holds

Ĵ ′(u)(χ − u) ≥ 0,∀χ ∈ Uad .

Note that the objective functional is strictly convex, so the above condition is sufficient and
necessary.

By simple calculation, we have

Ĵ ′(u)(χ − u) =
∫

Ω

(y(u) − yd)[y′(u)(χ − u)]dx + γ

∫
Ω

u(χ − u)dx .
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In order to simplify the above inequality, we need to calculate y′(u)(χ − u), According to
the state equation, we have

{
− D(r0D

−(2−α)
x + (1 − r)xD−(2−α)

1 )D[y′(u)(χ − u)] = χ − u in Ω,

y′(u)(χ − u) = 0 on Γ .

We introduce the adjoint state equation:
{

−D(r xD−(2−α)
1 + (1 − r)0D

−(2−α
x )Dz = y(u) − yd in Ω,

z = 0 on Γ .

Then by using integration by parts, we deduce

∫
Ω

(y(u) − yd )[y′(u)(χ − u)]dx =
∫

Ω

(
− D(r xD−(2−α)

1 + (1 − r)0D
−(2−α)
x )Dz

)
· [y′(u)(χ − u)]dx

=
∫

Ω

(r xD−(2−α)
1 + (1 − r)0D

−(2−α)
x )Dz · D[y′(u)(χ − u)]dx

=
∫

Ω

Dz(x) ·
(
(r0D

−(2−α)
x + (1 − r)xD−(2−α)

1 )D[y′(u)(χ − u)]
)

dx

= −
∫

Ω

z(x) · D(r0D
−(2−α)
x + (1 − r)xD−(2−α)

1 )D[y′(u)(χ − u)]dx

=
∫

Ω

z(χ − u)dx .

Combing the above equations leads to

Ĵ ′(u)(χ − u) =
∫

Ω

(γ u + z(x))(χ − u)dx ≥ 0.

	


Let

PUad (u) = max{ua,min{u, ub}}
denote the pointwise projection onto the admissible set Uad . Then (2.3) is equivalent to

u = PUad (−
1

γ
z).

In the following, we are going to show the regularity of the control problem.

Theorem 2.2 Suppose that (y, z, u) is the solution of optimality system (2.1)–(2.3). Then we
have the following regularity results

y, z ∈ H ν+ 3
2−ε(Ω), u ∈

{
H ν+ 3

2−ε(Ω), ν + 3
2 ≤ 1,

H1(Ω), ν + 3
2 > 1.

Here ν = min{p, q}, ∀ε > 0 and p, q are constants satifying α − 2 ≤ p, q < 0 and the
following relation:

p + q = α − 2, rsin(π(−q)) = (1 − r)sin(π(−p)).
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Proof According to [21], the kernel function of operator Lα
r is given by ker(Lα

r ) =
Span{1, K (x)}, where K (x) = 1

p+1 x p+1
2F1(−q, p + 1, p + 2; x) with 2F1 being the Gaus-

sian three-parameter hypergeometric function and α−2 ≤ p, q < 0 satisfying the following
relation:

p + q = α − 2, rsin(π(−q)) = (1 − r)sin(π(−p)).

This implies that the state y belongs to the space H ν+ 3
2−ε(Ω) with ν = min{p, q} and any

constant ε > 0.
By similar argument, we can obtain that the adjoint state z has the same regularity as

that of the state y. According to [22], the projection operator PUad satisfies the following
property: if v ∈ Hs(Ω),∀s ∈ [0, 1], then PUad (v) ∈ Hs(Ω). Combining this property with

the regularity of z implies that u ∈
{

H ν+ 3
2−ε(Ω), ν + 3

2 ≤ 1,
H1(Ω), ν + 3

2 > 1.
	


Remark 2.3 In the case r = 1
2 , we have p = q = α

2 − 1. This leads to y, z ∈
H

α
2 + 1

2−ε(Ω), u ∈ H1(Ω).
In the case r −→ 1, we have q −→ 0, p −→ α − 2. This gives y, z ∈ Hα− 1

2−ε(Ω),

which implies that u ∈ H1(Ω), for α ∈ ( 3
2 , 2

)
and u ∈ Hα− 1

2−ε(Ω), for α ∈ (
1, 3

2

]
.

3 Finite Element Approximation

In this section, we will investigate finite element approximation of the control problem. For
simplicity, we set β = 1 − α

2 .
Following [21,23], let

A(y, v) := r(0D
−β
x Dy, xD−β

1 Dv) + (1 − r)(xD−β
1 Dy, 0D

−β
x Dv)

denote the the bilinear form, which satisfies

A(y, y) ≥ C0‖y‖2
H̃

α
2 (Ω)

and

A(y, v) ≤ C1‖y‖
H̃

α
2 (Ω)

‖v‖
H̃

α
2 (Ω)

,

where C0 and C1 are positive constants.
Then the weak formulation of the control problem reads as:

min
u∈Uad

J (y, u) (3.1)

subject to

A(y, v) = ( f + u, v),∀v ∈ H̃
α
2 (Ω). (3.2)

Define the Lagrange functional

L(y, z, u) = J (y, u) + ( f + u, z) − A(y, z).

Then we can derive the first order optimality system of the above variational problem:

A(y, v) = ( f + u, v),∀v ∈ H̃
α
2 (Ω), (3.3)
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A(w, z) = (y − yd , w),∀w ∈ H̃
α
2 (Ω), (3.4)

and ∫
Ω

(γ u + z)(χ − u) ≥ 0,∀χ ∈ Uad . (3.5)

To define the finite element scheme, we introduce an uniform partition of the inter-
val Ω with the mesh parameter h = 1

N , where N > 0 is an integer. Let Vh denote the
continuous finite element space consisting of piecewise linear polynomial on each interval
Ii = [xi , xi+1], where the nodes xi = ih, i = 0, 1, 2, . . . , N . Since α

2 ∈ ( 1
2 , 1

)
, we have

Vh ⊂ H̃
α
2 (Ω). Following [24], the space Vh satisfies the approximation property: if the

partition is quasi-uniform and α
2 ≤ κ ≤ 2, for v ∈ Hκ (Ω) ∩ H̃

α
2 (Ω), then

inf
vh∈Vh

‖v − vh‖
H

α
2 (Ω)

≤ Chκ− α
2 ‖v‖Hκ (Ω). (3.6)

For the discretization of control variable, we introduce a piecewise constant finite element
space Uh ⊂ L2(Ω). Let U h

ad = Uh ∩ Uad .

Then the finite element approximation of control problem (3.1)–(3.2) is to find (yh, uh) ∈
Vh × U h

ad such that

min
uh∈U h

ad

J (yh, uh) (3.7)

subject to

A(yh, vh) = ( f + uh, vh),∀vh ∈ Vh . (3.8)

Analogous to the continuous case, we can derive the discrete first order optimality system

A(yh, vh) = ( f + uh, vh),∀vh ∈ Vh, (3.9)

A(wh, zh) = (yh − yd , wh),∀wh ∈ Vh, (3.10)

and ∫
Ω

(γ uh + zh)(χh − uh)dx ≥ 0,∀χh ∈ U h
ad . (3.11)

In the following analysis, we are going to derive a priori error estimate for the control
problem. For this purpose, we introduce some auxiliary problems:

A(yh(u), vh) = ( f + u, wh), ∀wh ∈ Vh, (3.12)

A(wh, zh(u)) = (yh(u) − yd , wh),∀wh ∈ Vh, (3.13)

A(wh, zh(y)) = (y − yd , wh), ∀wh ∈ Vh . (3.14)

It is easy to see that yh(u) and zh(y) are the finite element approximations of the state y and
the adjoint state z, respectively. Therefore, following [21] and the regularity of the state and
the adjoint state variables, we have

‖y − yh(u)‖
H

α
2 (Ω)

≤ Chν+ 3
2− α

2 −ε‖y‖
Hν+ 3

2 −ε
(Ω)

, (3.15)

‖y − yh(u)‖L2(Ω) ≤ Ch2(ν+ 3
2− α

2 −ε)‖y‖
Hν+ 3

2 −ε
(Ω)

(3.16)

and

‖z − zh(y)‖
H

α
2 (Ω)

≤ Chν+ 3
2− α

2 −ε‖z‖
Hν+ 3

2 −ε
(Ω)

, (3.17)
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‖z − zh(y)‖L2(Ω) ≤ Ch2(ν+ 3
2− α

2 −ε)‖z‖
Hν+ 3

2 −ε
(Ω)

. (3.18)

By the coercivity of the bilinear form A(·, ·), we can derive

‖zh(y) − zh(u)‖
H

α
2 (Ω)

≤ C‖yh(u) − y‖L2(Ω), (3.19)

‖zh(y) − zh‖
H

α
2 (Ω)

≤ C‖yh − y‖L2(Ω) (3.20)

and

‖yh − yh(u)‖
H

α
2 (Ω)

≤ C‖u − uh‖L2(Ω), (3.21)

‖zh − zh(u)‖
H

α
2 (Ω)

≤ C‖u − uh‖L2(Ω). (3.22)

Note that the estimate of the state and the adjoint state depends on the estimate of the
control. Therefore, we show the error estimate of the control firstly.

Lemma 3.1 Let (y, z, u) and (yh, zh, uh) be the solutions of (2.1)–(2.3) and (3.9)–(3.11),
respectively. Then the following estimate holds

‖ u − uh ‖L2(Ω) ≤ Ch2(ν+ 3
2− α

2 −ε).

Proof Let

( Ĵ ′
h(u), χ) = (γ u + zh(u), χ).

Then we can derive

( Ĵ ′
h(u), u − uh) − ( Ĵ ′

h(uh), u − uh) ≥ γ ‖ u − uh ‖2L2(Ω)
+(zh(u) − zh, u − uh).

By (3.8) and (3.12), we obtain

(zh(u) − zh, u − uh) = A(yh(u) − yh, zh(u) − zh)

= (yh(u) − yh, yh(u) − yh) ≥ 0.

This implies

( Ĵ ′
h(u), u − uh) − ( Ĵ ′

h(uh), u − uh) ≥ γ ‖ u − uh ‖2L2(Ω)
.

Then we have

γ ‖ u − uh ‖2L2(Ω)

≤ ( Ĵ ′
h(u), u − uh) − ( Ĵ ′

h(uh), u − uh)

=
∫

Ω

(γ u + zh(u))(u − uh)dx −
∫

Ω

(γ uh + zh)(u − uh)dx

=
∫

Ω

(γ u + z)(u − uh)dx +
∫

Ω

(zh(u) − z)(u − uh)dx −
∫

Ω

(γ uh + zh)(u − uh)dx .

Let Πhu ∈ U h
ad be the L2 projection of u defined by

Πhu|Ii =
∫

Ii
u∫

Ii
1
, ∀Ii .

It is easy to see that

‖ u − Πhu ‖L2(Ω)≤ Chs‖u‖Hs (Ω), 0 < s ≤ 1. (3.23)
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Therefore, it follows from (2.3), (3.11), (3.22) and the Young’s inequality that

γ ‖ u − uh ‖2L2(Ω)

=
∫

Ω

(γ u + z)(u − uh)dx +
∫

Ω

(zh(u) − z)(u − uh)dx −
∫

Ω

(γ uh + zh)(u − Πhu)dx

−
∫

Ω

(γ uh + zh)(Πhu − uh)dx

≤ 0 +
∫

Ω

(zh(u) − z)(u − uh)dx −
∫

Ω

(γ uh + zh)(u − Πhu)dx + 0

=
∫

Ω

(zh(u) − z)(u − uh)dx −
∫

Ω

(γ u

+ z − γ uh − zh)(u − Πhu)dx +
∫

Ω

(γ u + z)(u − Πhu)dx

=
∫

Ω

(zh(u) − z)(u − uh)dx + γ

∫
Ω

(uh − u)(u − Πhu)dx

+
∫

Ω

(γ u + z)(u − Πhu)dx

+
∫

Ω

(zh(u) − z)(u − Πhu)dx +
∫

Ω

(zh(u) − zh)(Πhu − u)dx

≤ δ‖u − uh‖2L2(Ω)
+ C(δ)‖u − Πhu‖2L2(Ω)

+ C(δ)‖zh(u) − z‖2L2(Ω)
+

∫
Ω

(γ u + z)(u − Πhu)dx .

Here δ is an arbitrary positive constant. Furthermore, by the definition of Πhu and the
regularity of u and z, we have∫

Ω

(γ u + z)(u − Πhu) =
∫

Ω

(γ u + z − Πh(γ u + z))(u − Πhu)dx

≤ ‖γ u + z − Πh(γ u + z)‖L2(Ω)‖u − Πhu‖L2(Ω)

≤ Ch2min{1,ν+ 3
2−ε}.

Combining the above estimates and setting δ small enough lead to

‖ u − uh ‖2L2(Ω)
≤ Ch2min{1,ν+ 3

2−ε} + Ch4(ν+ 3
2− α

2 −ε)

≤ Ch4(ν+ 3
2− α

2 −ε).

where the following fact is used

2

(
ν + 3

2
− α

2
− ε

)
≤ 2

(
α

2
− 1 + 3

2
− α

2
− ε

)
= 2

(
1

2
− ε

)
< 1.

	

Finally, by using the above estimate for the control variable, we can derive a priori error

estimates for the state and the adjoint state variables.

Theorem 3.2 Assume that (y, z, u) and (yh, zh, uh) are the solutions of the optimality system
(2.1)–(2.3) and the discrete counterpart. Then the following error estimates hold

‖y − yh‖
H

α
2 (Ω)

+ ‖z − zh‖
H

α
2 (Ω)

≤ Chν+ 3
2− α

2 −ε
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and

‖y − yh‖L2(Ω) + ‖z − zh‖L2(Ω) ≤ Ch2(ν+ 3
2− α

2 −ε).

Proof Note that

‖ y − yh ‖
H

α
2 (Ω)

≤ ‖y − yh(u)‖
H

α
2 (Ω)

+ ‖yh(u) − yh‖
H

α
2 (Ω)

≤ ‖y − yh(u)‖
H

α
2 (Ω)

+ ‖u − uh‖L2(Ω)

and

‖ y − yh ‖L2(Ω) ≤ ‖y − yh(u)‖L2(Ω) + ‖yh(u) − yh‖L2(Ω)

≤ ‖y − yh(u)‖L2(Ω) + ‖u − uh‖L2(Ω).

Then the estimate of the state follows from (3.15), (3.16) and Lemma 3.1. In an analogue
way,

‖ z − zh ‖
H

α
2 (Ω)

≤ ‖z − zh(y)‖
H

α
2 (Ω)

+ ‖zh(y) − zh‖
H

α
2 (Ω)

≤ ‖z − zh(y)‖
H

α
2 (Ω)

+ ‖y − yh‖L2(Ω)

and

‖ z − zh ‖L2(Ω) ≤ ‖z − zh(y)‖L2(Ω) + ‖zh(y) − zh‖L2(Ω)

≤ ‖z − zh(y)‖L2(Ω) + ‖y − yh‖L2(Ω).

Then the estimate of the adjoint state follows from (3.17), (3.18) and the estimate of the state.
	


4 Numerical Algorithm

In this section, we will present a numerical algorithm for the above control problem based
on the primal dual active set strategy. The primal dual active set strategy has been developed
in [25] for the elliptic optimal control problem with control constraints.

4.1 Primal–Dual Active Set Algorithm

In order to present the primal–dual active set algorithm, we reformulate the optimality system
(2.1)–(2.3) into the following equivalent formulation

⎧⎨
⎩

− D(r0D
−(2−α)
x + (1 − r)xD−(2−α)

1 )Dy = f + u in Ω,

− D(r xD−(2−α)
1 + (1 − r)0D

−(2−α)
x )Dz = y − yd in Ω,

γ u + z = −λ in Ω.

(4.1)

Here λ is defined as follows, for μ > 0

λ = μmax

{
0, u + λ

μ
− ub

}
− μmin

{
0, u + λ

μ
− ub

}
(4.2)

or

λ = max{0, λ + μ(u − ub)} − min{0, λ + μ(u − ua)}. (4.3)
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The primal dual active set algorithm is based on utilizing (4.2) or (4.3) as a prediction strategy.
For given (un−1, λn−1), the active set and the inactive set for the next iteration are chosen as

A n
a = {x ∈ Ω | λn−1(x) + μ(un−1(x) − ua) < 0}

A n
b = {x ∈ Ω | λn−1(x) + μ(un−1(x) − ub) > 0}

I n = Ω\(A n
a ∪ A n

b ).

Then the primal–dual active set algorithm for the continuous problem is specified as follows

Algorithm 1: Primal-dual active set algorithm for continuous problem

1. Choose the initial value u0, y0, λ0 and μ > 0. Set n = 1.
2. Compute the following subsets A n

a ,A n
b and I n .

3. Solving the following equations for (yn, zn){ −D(r0D
−(2−α)
x + (1 − r)xD−(2−α)

1 )Dyn = f + un in Ω,

−D(r xD−(2−α)
1 + (1 − r)0D

−(2−α)
x )Dzn = yn − yd in Ω,

(4.4)

where

un =
{

ua, on A n
a

ub, on A n
b

and

λn = 0, on In .

4. End loop, if n ≥ 2, A n
a = A n−1

a and A n
b = A n−1

b . Otherwise, update n = n + 1
and goto step 2.

In the following, we are going to discuss the algorithm in the discrete level. Let

Vh = Span{φ1, . . . , φN−1}, Uh = Span{ψ1, . . . , ψN }, y = (y1, . . . , yN−1)
T ,

z = (z1, . . . , zN−1)
T .

Then the finite element scheme for the state equation with right hand term g can be expressed
as the following matrix form

Ay = g, (4.5)

where g = (g1, . . . , gN−1)
T with gk = (g, φk(x)), k = 1, . . . , N − 1. The entries of matrix

A are calculated by

ai j = A(φ j , φi )

= r(0D
−β
x Dφ j (x), xD−β

1 Dφi (x)) + (1 − r)(xD−β
1 Dφ j (x), 0D

−β
x Dφi (x)).

Note that the finite element space Vh consists of piecewise linear polynomial on each interval
[xi , xi+1]. Then by simple calculation, matrixA takes the following form ([26,27])
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A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 a−1 a−2 s̈ a3−N a2−N

a1 a0 a−1 a−2
. . . a3−N

...
. . .

. . .
. . .

. . .
...

...
. . . a1 a0 a−1 a−2

aN−3
. . .

. . .
. . . a0 a−1

aN−2 aN−3
. . .

. . . a1 a0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4.6)

where

⎧⎨
⎩

a0 = − h1−α

Γ (4−α)

(
r(−4 + 23−α) + (1 − r)(−4 + 23−α)

)
,

a1 = − h1−α

Γ (4−α)

(
r(33−α − 4 · 23−α + 6) + (1 − r)

)
,

ai = − h1−α

Γ (4−α)
r
(
(i + 2)3−α − 4 · (i + 1)3−α + 6 · i3−α − 4 · (i − 1)3−α + (i − 2)3−α

)
,

i = 2, 3, 4, . . . , N − 2,

a−1 = − h1−α

Γ (4−α)

(
r + (1 − r)(33−α − 4 · 23−α + 6)

)
,

a−i = − h1−α

Γ (4−α)
(1 − r)

(
(i + 2)3−α − 4 · (i + 1)3−α + 6 · i3−α − 4 · (i − 1)3−α + (i − 2)3−α

)
,

i = 2, 3, 4, . . . , N − 2.

In an analogous way, the coefficient matrix for the adjoint state equation can be expressed
as follows

B =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ã0 ã−1 ã−2
. . . ã3−N ã2−N

ã1 ã0 ã−1 ã−2
. . . ã3−N

...
. . .

. . .
. . .

. . .
...

...
. . . ã1 ã0 ã−1 ã−2

ãN−3
. . .

. . .
. . . ã0 ã−1

ãN−2 ãN−3
. . .

. . . ã1 ã0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4.7)

where

⎧⎨
⎩

ã0 = − h1−α

Γ (4−α)

(
(1 − r)(−4 + 23−α) + r(−4 + 23−α)

)
,

ã1 = − h1−α

Γ (4−α)

(
(1 − r)(33−α − 4 · 23−α + 6) + r

)
,

ãi = − h1−α

Γ (4−α)
(1 − r)

(
(i + 2)3−α − 4 · (i + 1)3−α + 6 · i3−α − 4 · (i − 1)3−α + (i − 2)3−α

)
,

i = 2, 3, 4, . . . , N − 2,

ã−1 = − h1−α

Γ (4−α)

(
(1 − r) + r(33−α − 4 · 23−α + 6)

)
,

ã−i = − h1−α

Γ (4−α)
r
(
(i + 2)3−α − 4 · (i + 1)3−α + 6 · i3−α − 4 · (i − 1)3−α + (i − 2)3−α

)
,

i = 2, 3, 4, . . . , N − 2.

Let Nh = {1, 2, . . . , N }. F, Yd ∈ R
N−1, where F = (( f , φi ))(N−1)×1 and Yd =

((yd , φi ))(N−1)×1. �,u,ua,ub ∈ R
N are vectors corresponding to the discrete counterpart.

M ∈ R
(N−1)×(N−1) and M0 ∈ R

N×N are the mass matrix for space Vh and Uh , respectively.
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M1 ∈ R
(N−1)×N denotes the matrix whose entry is calculated by mi j = (ψ j (x), φi (x)), i =

1, . . . , N −1, j = 1, 2, . . . , N .We should point out that M0 is a diagonal matrix in this case.
Similar to the continuous case, we can define the active set and the inactive set of the n-th

step as follows

Ã n
a = {i ∈ Nh | (�n−1 + μ(un−1 − ua))i < 0},

Ã n
b = {i ∈ Nh | (�n−1 + μ(un−1 − ub))i > 0},

Ĩ n = Nh\(Ã n
a ∪ Ã n

b ),

where �n = γ M0un + MT
1 z

n .

Algorithm 2: Primal-dual active set algorithm for discrete problem

1. Choose the initial value u0, y0, �0 and μ > 0. Set n = 1.
2. Compute the following subsets Ã n

a , Ã n
b and Ĩ n .

3. Solving the following system{
Ayn − M1un = F,

Bzn − Myn = −Yd .
(4.8)

Here

un =
⎧⎨
⎩
ua, on Ã n

a

ub, on Ã n
b

and

�n = 0, on Ĩ n .

4. End loop, if n ≥ 2, Ã n
a = Ã n−1

a and Ã n
b = Ã n−1

b . Otherwise, update n = n + 1
and goto step 2.

It is easy to see that in each iteration of the above algorithm, we need to solve the following
equation

( A 1
γ

M̃1M−1
0 M̃T

1
− M B

)(
Y
Z

)
=

(
F + M1(̃ua + ũb)

−Yd

)
(4.9)

where M̃1 consists of the Ĩn columns of the matrix M1, the Ã n
a entries of ũa is the same as

that of ua and the other entries are zero, the Ã n
b entries of ũb is the same as that of ub and

the other entries are zero.

4.2 Fast Algorithm

Note that the fractional differential operator is nonlocal, which leads to a full coefficient
matrix. In the following part, we will develop a fast algorithm based on the Toeplitz structure
of the coefficient matrix.

The Eq. (4.9) can be solved by some Krylov subspace methods, for example, BiCGStab
method. In the above algorithm, the main computational cost comes from the matrix-vector
multiplication. Note that M is tri-diagonal sparse matrix, which needs O(N ) operations and
O(N ) storage. However,A andB are full, which usually cost O(N 2) operations and O(N 2)

storage.
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It is easy to observe that the stiff matricesA and B are two (N − 1)-by-(N − 1) Toeplitz
matrices. In the computation, we only need to store the first row vector and the first column
vector which requires O(N ) storage. Note that a Toeplitz matrix TN can be embedded into
a circulant matrix C2N . According to [28,29], a circulant matrix C2N can be decomposed as
follows

C2N = F−1
2N diag(F2Nd)F2N , (4.10)

where d is the first column vector of C2N and F2N is the 2N ×2N discrete Fourier transform
matrix in which the ( j, l)-entry F2N ( j, l) of the matrix F2N is defined by

F2N ( j, l) = 1√
2N

exp

(
−2π i jl

2N

)
, 0 ≤ j, l ≤ 2N − 1

with i = √−1. It is well known that the matrix-vector multiplication F2N W2N for W2N ∈
R2N can be carried out by fast Fourier transform (FFT). Thus thematrix-vectormultiplication
C2N W2N can be calculated by O(N log N ) operations.

Indeed, the (N−1)×(N−1)ToeplitzmatrixA can be embedded into a (2N−2)×(2N−2)
circulant matrix C2N−2 as follows

C2N−2 =
(A Â
Â A

)
,

where

Â =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 aN−2 aN−3
. . . a2 a1

a2−N 0 aN−2 aN−3
. . . a2

...
. . .

. . .
. . .

. . .
...

...
. . . a2−N 0 aN−2 aN−3

a−2
. . .

. . .
. . . 0 aN−2

a−1 a−2
. . .

. . . a2−N 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Define a 2N − 2 vector v2N−2 = (vN−1, 0)T , then we have

C2N−2v2N−2 =
( AvN−1

Â vN−1

)
.

Thus, the first part ofmatrix-vector productsC2N−2v2N−2 leads to thematrix-vector products
AvN−1. Therefore, the computational cost ofAvN−1 is O(N log N ) operations. ForBvN−1

we can treat in the same way. Applying above skill to the BiCGStab method leads to a fast
algorithm for the optimal control problem.

5 Numerical Example

In this section, some numerical experiments are carried out to show the performance of our
finite element scheme and the iterative algorithm.
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Table 1 L2 error and H
α
2 error

versus mesh size h and orders of
convergence for Example 1

h e0,h Order e α
2 ,h Order

1/64 3.6093E−2 – 4.0813E−1 –

1/128 1.7990E−2 1.0045 2.8176E−1 0.5346

1/256 8.9215E−2 1.0119 1.9682E−1 0.5176

1/512 4.4369E−3 1.0077 1.3832E−1 0.5089

1/1024 2.2092E−3 1.0061 9.7508E−2 0.5044

1/2048 1.0981E−3 1.0085 6.8843E−2 0.5022

Table 2 L2 error of u, y and z versus mesh size h and orders of convergence for Example 1

h ‖u − uh‖0 Order ‖y − yh‖0 Order ‖z − zh‖0 Order

1/64 2.9094E−2 – 4.2734E−4 – 6.5717E−3 –

1/128 1.4700E−2 0.9849 1.9709E−4 1.1166 3.0932E−3 1.0872

1/256 7.3477E−3 1.0004 8.8477E−5 1.1555 1.4853E−4 1.0584

1/512 3.6713E−3 1.0010 4.1732E−5 1.0841 7.2392E−4 1.0368

1/1024 1.8339E−3 1.0014 1.9812E−5 1.0748 3.5547E−4 1.0261

1/2048 9.1714E−4 0.9997 9.4673E−6 1.0653 1.7147E−4 1.0518

Table 3 H
α
2 error of y and z

versus mesh size h and orders of
convergence for Example 1

h ‖y − yh‖ α
2

Order ‖z − zh‖ α
2

Order

1/64 3.7230E−2 – 3.7090E−1 –

1/128 2.5647E−2 0.5377 2.5611E−1 0.5342

1/256 1.7905E−2 0.5184 1.7892E−1 0.5175

1/512 1.2579E−2 0.5093 1.2574E−2 0.5088

1/1024 8.8659E−3 0.5047 8.8642E−2 0.5044

1/2048 6.2590E−3 0.5023 6.2584E−2 0.5022

In the following part, we denote e0,h = γ ‖u − uh‖0 + ‖y − yh‖0 + ‖z − zh‖0, e α
2 ,h =

‖y − yh‖ α
2

+ ‖z − zh‖ α
2
. The ‖w‖ α

2
data presented in the tables denotes the norm

‖w‖ α
2

=
(

‖w‖20 +
∫ 1

0

∫ 1

0

|w(x) − w(y)|2
|x − y|1+α

dxdy

) 1
2

.

Example 1 In this example, we consider problem (1.1)–(1.2) with the exact solutions defined
by

y = x
α
2 (1 − x)

α
2 ,

z = sx
α
2 (1 − x)

α
2 ,

u = max

{
ua,min

{
ub,− 1

γ
z

}}
.

where s ∈ R is a constant and if we take α = 1.6, r = 0.5, the corresponding f and yd are

f = −Γ (1 + α) cos(πα/2) − u,

yd = y + sΓ (1 + α) cos(πα/2).
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Fig. 1 The convergence rate of Example 1
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Fig. 2 The convergence rate of Example 1

In the first numerical test, we take γ = 1, s = 10, ua = −2.5 and ub = −0.5. We refine
the mesh uniformly in the test. The L2 error, the H

α
2 error and the orders of convergence with

respect to the mesh size are listed in Tables 1, 2 and 3, respectively. The Figs. 1 and 2 show
the convergence rate. The Fig. 3 shows the numerical solutions and the exact solutions of the
optimal control problem with the mesh size h = 1/64. According to these results, we know
that the orders of convergence of the L2 error and the H

α
2 error are 1 and 0.5, respectively,

which are just the same as the theoretical analysis.
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Fig. 3 The numerical solutions and the exact solutions of Example 1

Table 4 L2 error and H
α
2 error

versus mesh size h and orders of
convergence for Example 1

h e0,h Order e α
2 ,h Order

1/64 3.0865E−2 – 3.7388E−2 –

1/128 1.5621E−2 0.9824 2.5723E−2 0.5395

1/256 7.7955E−3 1.0028 1.7940E−2 0.5199

1/512 3.8906E−3 1.0027 1.2598E−2 0.5100

1/1024 1.9412E−3 1.0030 8.8769E−3 0.5051

1/2048 9.7103E−4 0.9994 6.2660E−3 0.5025

In the second numerical test, we take γ = 10−4, s = 0.001, ua = −2.5 and ub = −0.5.
We do the same test and list the results in Tables 4, 5 and 6. The Figs. 4 and 5 show the
convergence rate. The Fig. 6 shows the numerical solutions and the exact solutions of the
optimal control problem with the mesh size h = 1/64. These results are in accordance with
the theoretical analysis.

Meanwhile, we also test the performance of our fast algorithm combingwith theBiCGStab
method for solving the linear system. We denote the original one by “PDAS” and the fast
algorithm by “FFT PDAS”. We compare the time consuming between these two algorithms.
We list the test results in Table 7, where N is the number of the element, “T” is the total time
consuming of the algorithm. We list the time consuming and the iteration number for solving
the corresponding linear system, in each iteration of the primal dual active set method, by
the BiCGStab method. For example, “1.054E−1(115.5)” means that the time consuming of
solving the linear system is “1.054E−1s” and the iteration number of BiCGStab method is
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Table 5 L2 error of u, y and z versus mesh size h and orders of convergence for Example 1

h ‖u − uh‖0 Order ‖y − yh‖0 Order ‖z − zh‖0 Order

1/64 3.0464E−2 – 3.9954E−4 – 1.3186E−6 –

1/128 1.5450E−2 0.9795 1.7080E−4 1.2260 6.1349E−7 1.1039

1/256 7.7205E−3 1.0008 7.4648E−5 1.1942 3.0067E−7 1.0289

1/512 3.8569E−3 1.0012 3.3485E−5 1.1566 1.4760E−7 1.0265

1/1024 1.9257E−3 1.0021 1.5449E−5 1.1160 7.4906E−8 0.9785

1/2048 9.6372E−4 0.9987 7.2695E−6 1.0876 4.1548E−8 0.8503

Table 6 H
α
2 error of y and z

versus mesh size h and orders of
convergence for Example 1

h ‖y − yh‖ α
2

Order ‖z − zh‖ α
2

Order

1/64 3.7351E−2 – 3.7561E−5 –

1/128 2.5698E−2 0.5195 2.5305E−5 0.5698

1/256 1.7923E−2 0.5199 1.7693E−5 0.5162

1/512 1.2585E−2 0.5100 1.2483E−5 0.5033

1/1024 8.8681E−3 0.5051 8.8260E−6 0.5001

1/2048 6.2597E−3 0.5025 6.2432E−6 0.4995
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Fig. 4 The convergence rate of Example 1

“115.5”. According to these results, we can see that the fast algorithm can speed up the primal
dual active method for solving the constraint optimal control problem combining with the
BiCGStab method.
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6 Conclusion

In this paper, finite element approximation of optimal control governed by space fractional
equation is investigated. A priori error estimate is derived. A fast primal dual active set algo-
rithm based on the Toeplitz structure of coefficient matrix of discrete equations is designed.
Numerical experiments are carried out to show the performance of the numerical method and
the fast algorithm. There are many issues in this field can be addressed, for example, optimal
control problem governed by fractional Laplacian operator, identification of the fractional
order in a nonlocal equation and other type optimal control problem ([30]).
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