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Abstract Due to the indefiniteness and poor spectral properties, the discretized linear alge-
braic system of the vector Laplacian by mixed finite element methods is hard to solve. A
block diagonal preconditioner has been developed and shown to be an effective precondi-
tioner by Arnold et al. (Acta Numer 15:1-155, 2006). The purpose of this paper is to propose
alternative and effective block diagonal and approximate block factorization preconditioners
for solving these saddle point systems. A variable V-cycle multigrid method with the standard
point-wise Gauss—Seidel smoother is proved to be a good preconditioner for the discrete vec-
tor Laplacian operator. The major benefit of our approach is that the point-wise Gauss—Seidel
smoother is more algebraic and can be easily implemented as a black-box smoother. This
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multigrid solver will be further used to build preconditioners for the saddle point systems of
the vector Laplacian. Furthermore it is shown that Maxwell’s equations with the divergent
free constraint can be decoupled into one vector Laplacian and one scalar Laplacian equation.

Keywords Saddle point system - Multigrid methods - Mixed finite elements - Vector
Laplacian - Maxwell equations

Mathematics Subject Classification 65N55 - 65F10 - 65N22 - 65N30

1 Introduction

Discretization of the vector Laplacian in spaces H(curl) and H(div) by mixed finite
element methods is well-studied in [1,3]. The discretized linear algebraic system is ill-
conditioned and in the saddle point form which leads to the slow convergence of classical
iterative methods as the size of the system becomes large. In [1], a block diagonal pre-
conditioner has been developed and shown to be an effective preconditioner. The purpose
of this paper is to present alternative and effective block diagonal and approximate block
factorization preconditioners for solving these saddle point systems.

Due to the similarity of the problems arising from spaces H(curl ) and H(div), we use
the mixed formulation of the vector Laplacian in Hg(curl ) as an example to illustrate our
approach. Choosing appropriate finite element spaces S;, C HO1 (a vertex element space) and
U, C Ho(curl) (an edge element space), the mixed formulation is: Find oj, € Sy, up, € Uy,
such that

—(on, ) + (up, grad ) =0 for all t;, € Sp,
(grad oy, vp) + (curluy, curlvy) = (f,vy) forall vy € Uy,.

The corresponding matrix formulation is

o) 0)-()
BT C™MsC)\uy)  \f)’

Here M, and M ; are mass matrices of the vertex element and the face element, respectively,
BT corresponds to a scaled grad operator, and C corresponds to the curl operator.

Based on the stability of (1) in HO1 x Ho(curl ) norm, in [1], ablock diagonal preconditioner
in the form

My +GTM,G)™! 0
0 M, +CTMpC) )"

with G = M ! BT and M, the mass matrix of the edge element, is proposed and the precon-
ditioned Krylov space method is shown to converge with optimal complexity. To compute
the inverse operators in the diagonal, multigrid methods based on additive or multiplica-
tive overlapping Schwarz smoothers [2], multigrid methods based on Hiptimair smoothers
[18,19], or HX auxiliary space preconditioner [21] can be used. To achieve a mesh inde-
pendent condition number, a special smoother taking care of the large kernel of the curl (or
div) differential operators is needed, which requires more information of the corresponding
mesh.

In contrast, we shall apply multigrid methods with the standard point-wise Gauss—Seidel
(G=S) smoother to the Schur complement of the (1, 1) block

A=BTM;'B+CTM;C )
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which is a matrix representation of the following identity of the vector Laplacian
—Au = —grad divu + curl curl u.

In (2), the inverse of the mass matrix, i.e., M 1'is dense. To be practical, the exact Schur
complement can be replaced by an approximation

A=BTM;'B+CTM/C, ©)

with M, an easy-to-invert matrix, e.g., the diagonal or a mass lumping of M,.

We shall prove that a variable V-cycle multigrid method using the standard point-wise
Gauss—Seidel smoother is a good preconditioner for the Schur complement A or its approxi-
mation A. The major benefit of our approach is that the point-wise Gauss—Seidel smoother is
more algebraic and can be easily implemented as a black-box smoother without the geometric
information. The block smoothers proposed in [2] for the H (curl) and H (div) problems,
however, require more geometric information and solving local problems in small patches.

Although the finite element spaces are nested and A is symmetric positive definite, due to
the inverse of the mass matrix, the bilinear forms on the coarse grid are non-inherited from
the fine one. To overcome this difficulty, we shall follow the multigrid framework developed
by Bramble et al. [4]. In this framework, we need only to verify two conditions: (1) Regularity
and approximation assumption; (2) Smoothing property. Since A is symmetric and positive
definite, the smoothing property of the Gauss—Seidel smoother is well known, see e.g. [5].
To prove the approximation property, we make use of the L2-error estimates of mixed finite
element methods established in [2] and thus have to assume the full regularity of elliptic
equations. Numerically our method works well for the cases when the full regularity does
not hold. With the approximation and smoothing properties, we show that one V-cycle with
variable smoothing steps is an effective preconditioner. As noticed in [4], W-cycle with fixed
smoothing steps or two V-cycles with fixed or variable smoothing steps may not be a valid
preconditioner as the corresponding operator may not be positive definite. In other words,
the proposed multigrid method for the Schur complement may not be used as an iterative
method but one variable V-cycle can be used as an effective preconditioner.

The multigrid preconditioner for A will be used to build preconditioners for the saddle
point system (1). We propose a block diagonal preconditioner and an approximate block
factorization preconditioner:

M7t 0 1 07 B (—M, 0\
(46 2). e (1958 ()" @

The action M ! can be further approximated by A;IU‘ Tand A~! by one V-cycle multigrid.
Following the framework of [23], we prove that the preconditioned system using these two
preconditioners has a uniformly bounded conditional number by establishing a new stability
result of the saddle point system (1) inthe || - || X || - || 4 norm.

As an application we further consider a prototype of Maxwell equations with divergence-
free constraint

curlcurlu = f, divu =0, in £2.

A regularized system obtained by the augmented Lagrangian method [16] has the form
A BT
) ®
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where A is the vector Laplacian defined in (3). We can factorize the system (5) as

A BT\ (1 G A0
(50 ) (0-ira,) = (5.4,)

where A, = BG is a scalar Laplacian operator. We invert Aand A p by preconditioned
conjugate gradient method with one V-cycle multigrid. Namely we can solve the Maxwell’s
equation by inverting two Laplace operators and no need to solve the saddle point system.
Our method is new and different with the solver proposed in [13,14].

Our results can be easily generalized to the mixed discretization of the Hodge Laplacian
in discrete differential forms [1,3]. We keep the concrete form in H(curl) and H (div)
conforming finite element spaces for the easy access of these results.

The paper is organized as follows. In Sect. 2, we introduce the discretization of the mixed
formulation of the vector Laplacian, and prove stability results. In Sect. 3, we consider the
multigrid methods for the discrete vector Laplacian and verify the approximation and smooth-
ing properties. In Sect. 4, we propose the uniform preconditioner for the vector Laplacian
and apply to Maxwell equation in the saddle point form. At last, we support our theoretical
results with numerical experiments.

2 Discretization

In this section, we first recall the function spaces and finite element spaces, and then present
discrete formulations of the vector Laplacian problems. We shall define a new norm using the
Schur complement and present corresponding Poincaré inequalities and inverse inequalities.

We assume that £2 is a bounded and convex polyhedron in R3, and it is triangulated
into a mesh 75, with size . We assume that the mesh 7; belongs to a shape regular and
quasi-uniform family.

2.1 Function Spaces and Finite Element Spaces

Denote by L?(£2) the space of all square integrable scalar or vector functions on £2, (-, -)
for both the scalar and vector L2-inner product and || - || for both the scalar and vector L?
norm. Given a differential operator D = grad, curl, or div, introduce the Sobolev space
H(D,2) = {v e L3(2),Dv € L*(R)}. For D = grad, H(grad, £2) is the standard
H'(£2). For simplicity, we will suppress the domain £2 in the notation. Let n be the unit
outwards normal vector of 9£2. We further introduce the following Sobolev spaces on domain
£2 with homogenous traces:

H(} = {ueH] :u =0onds2},
Hy(curl) = {u € H(curl) : u x n =0 on 052},
Hy(div) = {u € H(div) : u -n = 0 on 052},

and L%:{ueLZ:/udxzo}.
2

Then, recall the following finite element spaces:

- S C HO1 is the Lagrange elements, i.e., continuous and piecewise polynomials,
— Uy C Ho(curl) is the edge element space [26,27],
— Vi C Ho(div) is the face element space [6—8,26,27,29],
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- W, C Lg is the discontinuous and piecewise polynomial space.
To discretize the vector Laplacian problem posed in H(div) or H(curl ), we start from
the following de Rham complex
s d .
0—> H! &5 Ho(curl) &5 Hodiv) 2% L2—0. %

Choose appropriate degrees and types of finite element spaces such that the discrete de Rham
complex holds

; .
0—5, &S v, ™ v, 9% w,—so0. ®)

An important example is: S, is the linear Lagrange element; Uy, is the lowest order Nedelec
edge element; V, is the lowest order Raviart-Thomas element, and W}, is piecewise constant.
By our assumption on £2, both (7) and (8) are exact, i.e., ker(curl) = img(grad) and
ker(div) = img (curl ).

We now define weak differential operators and introduce the following exact sequence in
the reversed ordering:

i d
0«8, g, LUy, &%y o, ©9)

The weak divergence divy, : U, — Sj is defined as the adjoint of —grad operator in the
L2-inner product, i.e., divj, w;, € Sy, s.t.,

(divy wy, vp) = —(wp, gradvy) forall v, € Sp,. (10)

Weak operator curl ;, and weak operator grad ;, are defined similarly. For a given wy, € V,
define curl ,wy, € Uy, as

(curl ywy, vp) ;= (wy, curlvy) forall v, € Uy,. (11)
For a given w, € Wy, define grad ,w;, € Vj, as
(grad wy, vp,) = —(wy, divey) forallv, € V. (12)

The exactness of (9) can be easily verified by the definition of weak differential operators
and the exactness of (8). Note that the inverse of mass matrices will be involved when
computing the weak differential operators and thus they are global operators.

We introduce the null space of differential operators:

Z¢ = Uy Nker(curl), and Z¢ = Vj, Nker(div),
and the null space of weak differential operators
K, = U, Nker(divy), and K,‘f =V, Nker(curl ).

Similar notation Z¢, Z¢ will be used for the null spaces in the continuous level when the
subscript 4 is skipped. The spaces K¢ and K¢ are defined as

K¢ = Ho(curl) N (Z9)*, and K¢ = Hy(div) N (Z29)*.

The superscript € or ¢ indicates the ambient space H (curl ) or H (div), respectively.
According to the exact sequence (8), we have the discrete Hodge decompositions [1]:

U, =2, ot K, = grad Sy, @t curl, V,,
Vi = Z,‘f ®t K,‘f =curl Uy, ®t grad , Wy,.
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The notation @+ stands for the L? orthogonal decomposition. These discrete version of
Hodge decompositions play an important role in the analysis.
We update the exact sequences as:

grad 1 e curl d L vd div
028, = Ziet ki = Zlet k! = w,=0. (13)
divy, curl grad

The space in the end of the arrow is the range of the operator and the space in the beginning
is the real domain and these two are isomorphism through the differential operators.

2.2 Discrete Formulations of the Vector Laplacian

On continuous level, the mixed formulation of the vector Laplacian in space Ho(curl) is:
Findo € H(} ,u € Hoy(curl) such that

—(0,7) + (u,gradt) =0 forall T € H], (14)
(grad o, v) + (curlu, curlv) = (f,v) forall v e Hy(curl).

The problem (14) on the discrete level is: Find oy, € Sp,, uj, € Uy, such that
—(opn, ) + (up, grad ) =0 forall 7, € Sj, (15)
(grad oy, vp,) + (curluy, curlvy) = (f, vy) forall vy, € Uy.

Note that the first equation of (15) can be interpreted as o, = — divy, uj and in the second
equation of (15) the term (grad oy, vj,) = —(oy,, divy, vy,). After eliminating o, from the first
equation, we can write the discrete vector Laplacian for edge elements as

— Ajuy, := curl yeurl uy, — grad divy, uy, (16)

which is a discretization of the identity for smooth u
—Au = curlcurlu — grad divu.

Choosing appropriate bases for the finite element spaces, we can represent the spaces
Sp and Vj, by RIm Sk and RYI™ Vi respectively. In the following, we shall use the same
notation for the vector representation of a function if no ambiguity arises. Then we have the
corresponding operator and matrix formulations as: £, : S, x U, — S, x U,

c (o -M, B 0 0
5 () = (5 o) (2) = (7) @

Here M,, M, and My are mass matrices of the vertex element, edge element and the face
element, respectively, BT = M,G corresponds to a scaling of the grad operator G, and
C to the curl operator. We follow the convention of Stokes equations to reserve B for
the (negative) divergence operator. Note that to form the corresponding matrices of weak
derivative operators, the inverse of mass matrices will be involved. The Schur complement

A =BTM;'B+CTM;C (18)

is the matrix representation of discrete vector Laplacian (16). The system (17) can be reduced
to the Schur complement equation

Auy = f. (19)
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Similarly, the mixed formulation of the vector Laplacian in space H(div) is: Find o €
H(curl), u € Hy(div) such that

—(o, 1)+ (u,curlt) =0 for all T € Ho(curl), 20)
(curlo, v) 4 (divu,dive) = (f,v) forall v € Hy(div).

The corresponding discrete mixed formulation is: Find o), € Uy, uj, € V), such that
—(on, Th) + (up,curlty) =0 for all T, € Uy, @1
(curlop, vy) + (divuy, divey) = (f,v,) forallv, € V.

Eliminating o, from the first equation of (21), we have the discrete vector Laplacian for
face elements as

— AZuh := curlcurl pu;, — grad ;, divuy, (22)

and the operator and matrix formulations are: £ﬁ Uy, xVy,—>U }l X V;l

dafon) . (—M. CT on\ _ 0
()= (¢ wms) (o) = () @)

where M; denotes the mass matrix of the discontinuous element. The Schur complement
Al =CM . ICT 4+ BTM,B is the matrix representation of discrete vector Laplacian (22).
Similarly, the reduced equation of (23) is

Aluy, = f. (24)

We shall consider multigrid methods for solving (19) and (24) and use them to construct
efficient preconditioners for the corresponding saddle point systems (17) and (23), respec-
tively.

2.3 Discrete Poincaré Inequality and Inverse Inequality

In this subsection, we define the norms associated with the discrete vector Laplacian, and
prove discrete Poincaré and inverse inequalities.

Definition 1 For u;, € Uy, define |uy, IIL- = aj, (up, up), where the bilinear form aj, (-, -) is
h
defined as

a,‘;(uh, vy) := (curl uy, curl vy,) + (divy, uy, divy, vy).

Similarly, for u;, € V},, define |luy, ||id = a (up, uy), where the bilinear form af (-, -) is
h
defined as

aﬁ(uh, vy,) = (curl yuy, curl yvy) + (divuy,, div vy).

Lemma 1 (Discrete Poincaré Inequality) We have the following discrete Poincaré inequal-
ities:

lunll < llunllag for allup € Up; (25)

lunll S llunllya for alluy € V. (26)

Proof We prove the first inequality (25) and refer to [ 10] for a proof of (26). From the discrete
Hodge decomposition, we have: for any u; € Uy, there exist p € S, and ¢ € ZZ such that

up = grad p + curl ,¢. 27

@ Springer



108 J Sci Comput (2018) 77:101-128

Applying — divy, to (27), we have — divj, u;, = —divj, grad p, thus
lgrad p|* = (= divy up, ) < [ divy wnllllpll < |l divy sl grad |,
which leads to
ligrad pl| < [l divy wpll. (28)
To control the other part, we first prove a discrete Poincaré inequality in the form
Ipll < llcurl @) forall ¢ € Z{. (29)

By the exactness of the complex (13), there exists v € K such that ¢ = curl v. We recall
another Poincaré inequality [20,25]

vl < llcurlw|| forallv € Kj, = Uy ﬂker(curl)l.
Then we have

I$1I* = (¢, curl v) = (curl 49, v) < fleurl ,lllv]| S llcurl x| curl v]| = [[curl , ]ll|]l.

Canceling one ||¢ ||, we obtain the desired inequality (29).
Applying curl to the Hodge decomposition (27) and using the inequality (29), we have
curl u;, = curl curl , ¢, thus

llcurl n 1> = (curlup, ¢) < llcurlupl|]l < llcurluy, | [[curl 4],
which leads to the inequality
llcurl @I < llcurlauy]|. (30)
Combine inequalities (28) and (30), we have proved that
lunll < ligrad pll + llcurl z @l < Il divy unll + llcurluy || S Nlupllac -
The proof is thus complete. O

A generate version of discrete Poincaré inequality for differential forms can be found in
[11, Theorem 5].

Lemma 2 (Inverse Inequality)

lunllac S h unll,  wp € Uy,
lunllgg < h~ " anll, wn € Vi
Proof 1t suffices to prove that
| divy, wp )| < B Yuy|l forall wy, € Uy, 31
[lcurl pup| < B! lup| forallu;, € V. (32)

Since for conforming cases, the inverse inequalities
lgradonll S A~ flonll - for all o, € Sp,
lcurluy | < h! lup| forallu, € Uy,.

are well known.

For any u;, € Uy, let oy, = — divy, uy, then
Il divy wpl|* = —(divy up. o) = (up, grad o) S h~"luplllonll,
which implies (31). The proof of (32) is analogous. O
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3 Multigrid Methods for Discrete Vector Laplacian

In this section, we describe a variable V-cycle multigrid algorithm to solve the Schur com-
plement equations (19) and (24), and prove that it is a good preconditioner.

3.1 Problem Setting

Let us assume that nested tetrahedral partitions of §2 are given as
Tic---CTy =T,
and the corresponding Hol , Ho(curl) and H(div) finite element spaces are
Ssc---Cc8S;=8, Uyc---cU;,=Uyp, andViC---CV;=V,.

For a technical reason, we assume that the edge element space and the face element space
contain the full linear polynomial which rules out only the lowest order case. When no

ambiguity can arise, we replace subscripts 4 by the level index k fork = 1,2, ..., J.
The discretization (14) of the mixed formulation of the vector Laplacian in space H o(curl )
based on 7y, fork = 1,2, ..., J, can be written as
—My k By Ok 0 )
? = . 33
( B{ CkTMf.ka> (uk> <fk Gy

Eliminating o} from (33), we get the reduced Schur complement equation
Afu = (B{ My By + CT M7k Cug = f. (34)

The discretization (20) of the mixed formulation of vector Laplacian in space H(div) on
T, fork =1,2,..., J, can be written as

& aiien) () = (1)
( Cv BIMi B ) \ur) — \fi)’ 3)

and the reduced Schur complement equation is
Afup = (BI M, By + CkM, Chuy = f. (36)

We are interested in preconditioning the Schur complement equations (34) and (36) in the
finest level, ie., k = J.

Notice that, fork < J, Ai and Ag are defined by the discretization of the vector Laplacian
on the trianglulation 7%, but not by the Galerkin projection of A or A‘Jl since the inverse of
a mass matrix is involved. In other words, Az and A;f are non-inherited from A‘J' or A‘} for
k< J.

When necessary, notation without the superscript ¢ and d is used to unify the discussion.
The notation Vy is used to represent both Uy and V' spaces.

3.2 A Variable V-cycle Multigrid Method

We introduce some operators first. Let Ry denote a smoothing operator on level k, which
is assumed to be symmetric and convergent. Let I* denote the prolongation operator from
level kK — 1 to level k, which is the natural inclusion since finite element spaces are nested.
The transpose Qx—1 = (I kyt represents the restriction from level k to level k — 1. The
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Galerkin projection Py_1, which is from level k to level k — 1, is defined as: for any given
ur € Vi, Pr_1uy € Vi satisfies

k
ag—1 (Pr—1ug, vg—1) = ag(ug, I"vg—1) = ap(uyg, vg—1) forall vi—y € V1.

The variable V-cycle multigrid algorithm is as following.

Algorithm 1. Multigrid Algorithm: u][(WG = MGy (fi: ug, my)

Set MGy = AT
For k > 2, assume that M G_1 has been defined. Define M G (f; ug, my) as follows:
- Pre-smoothing: Define ui forl =1,2,...,my by

wh =l R (fy — Agulh.
- Coarse-grid correction: Define uznk o ufk +1 kek_l, where

ek—1 = MG_1(Qr—1(fr — Axuy*); 0, my_y).

- Post-smoothing: Define ui forl =my +2,...,2m + 1 by

b =tV R (fy — Agulh.

Define uMG =

2myp+1
k s :

In this algorithm, my is a positive integer which may vary from level to level, and deter-
mines the number of smoothing iterations on the k-th level, see [4,5].

3.3 Multigrid Analysis Framework

We employ the multigrid analysis framework developed in [4]. Denoted by A the largest
eigenvalue of A. For the multigrid algorithm to be a good preconditioner to Ay, we need to
verify the following assumptions:

(A.1) “Regularity and approximation assumption”: For some 0 < o < 1,

l| Axur]?

o
5 ) ag(up, up)' =% forall uy € Vg,
k

lar (I — Pr—1)ug, ug)| < Ca (
holds with constant C4 independent of k;

(A.2) “Smoothing property”:
fluage||*

< Cr(Ryuy,uy) forall uy € Vg,
k

holds with constant Cg independent of k.
Following the standard arguments, we can show that the largest eigenvalue of Ay, Ar,
satisfies Ay = h,:2 fork=1,2,...,J.
The symmetric Gauss—Seidel (SGS) or a properly weighted Jacobi iteration both satisfy
the smoothing property (A.2), a proof of which can be found in [5].

3.4 Regularity Results

In this subsection, we are going to develop an H? regularity result of Maxwell’s equation
based on a regularity assumption on the intersection space Ho(div; £2) N H(curl ; £2). We
first present a classical H !-regularity result. Recall that, we assume that £2 is a bounded and
convex polyhedron throughout of this paper.
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Lemma 3 (Theorems 3.7 and 3.9 in [17]) The space H(div; £2) N Ho(curl; 2) and
H(div; £2) N H(curl; 2) are continuously imbedded into H 1(2) and

ol < llcurl |l + || div @]
Sfor all functions ¢ € H (div; £2) N Ho(curl ; £2) or Ho(div; £2) N H (curl ; £2).

To prove the H? regularity of Maxwell’s equation, we requires the following regularity
assumption.

Assumption 1 Assume that £2 in R? is a bounded and convex polyhedron domain. For any
function & € My = {v € Ho(div; 2) N H(curl; 2); curlv € H'(£2), divv = 0}, there
holds & € H?($2) and

€112 < llcurl&]);. (37)

It should be pointed out that such result holds on %! domains, see [16, Corollary 3.7],
but we are not able to adapt to convex polyhedrons. We are in the position to present the
following H? regularity of Maxwell’s equation.

Lemmad Forany ¢ € K€, define { € K€ to be the solution of
(curl ¢, curl@) = (¥, 0) forall® € K°. (38)
Then curl ¢ € H*(2) and

leurl &l S 1Y, (39)
leurl |2 < llcurl ¢l (40)

Proof The problem (38) is well-posed due to the following Poincaré inequality (see Corollary
4.4 in [20] or Corollary 3.51 in [25])

101 < |curl@| forall® € K€.

Then curl ¢ € Ho(div; £2) with div curl ¢ = 0. Taking # € (K¢ )L, by the exactness of the
sequence, € Z¢ and curl @ = 0. Thus (38) implies

(curl¢, curl@) = (¥, 0) forall@ € Ho(curl).
And therefore,
curlcurl = ¢ holds in L2,

The desired H' regularity (39) of curl ¢ then follows from Lemma 3.
As ¥ € K¢, we have

curlcurl curl ¢ = curl ¥ in L?, and div curl curl ¢ =0.
Again applying Lemma 3 to curl curl ¢ € Ho(curl ) N H(div), it holds
llcurlcurl ¢ || < |lcurl .

The desired result (40) is then obtained by Assumption 1. O
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3.5 Error Estimate of Several Projection Operators

We define several projection operators to the null space K ,? . Given u € H(D), define
PhDu € K,? such that

(DPPu, Dvy) = (Du, Dvy), forall v, € KP. (41)

Equation (41) determines PhDu uniquely since (D-, D-) is an inner product on the subspace

K hD which can be proved using the Poincaré inequality (Lemma 1). For D = grad, we

ad
understand K }%m as Sy.

Lemma 5 (Theorem 2.4 in Monk [24]) Suppose that u € H k41 and let up = Phc utoUy
which contains polynomial of degree less than or equal to k. Then we have the error estimate

llcurl (w — up)|| < A" |lcurlull,, forl <r <k.

We are also interested in the estimate of projections between two consecutive finite element
spaces. Following the convention of multigrid community, forany 2 < k < J,let7y = 74—
and 7, = 7;. Notice that the ratio H/h < C.

The following error estimates are obtained in [2].

Lemma 6 Givenu, € K, letuy = Pjuy. Then
lup —unll < Hllcurluy],
llcurl (wy, —ug)|| < Hlcurl jeurl uy||.
Lemma 7 Give v), € K;‘f, letvy = Pg,vh. Then
lvn —vmll S H| divogl,

I div(vs —ve)ll < Hllgrad , div v,||.

We now introduce L? projections to K¢ and K - Let Q% L? — K€ be the L2-projection
to K¢. Notice that foru € L?, Q%u=u—Vpwhere p € HO1 is determined by the Poisson
equation (Vp, Vq) = (u, Vg) forall g € H(}. Therefore curl Q% u = curl u. Similarly we
define Qj : L? - K; as Qju = u — Vp where p € S, is determined by the Poisson
equation (Vp, Vgq) = (u, Vq) for all ¢ € S;. We have the following error estimate, c.f.
[2,31].

Lemma 8 Foruy € K;, we have
Q% un — unll < hlicurluy]l. (42)
Foruy € Ky, we have
IQsun —upll < Hllcurlug|. (43)

In the estimate (42)—(43), we lift a function in a coarse space to a fine space while in
Lemma 6, we estimate the projection from a fine space to a coarse space. The L?-projection
Q; : Ki, — Kj can be thought of as a prolongation between non-nested spaces K, and
K;.

h
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3.6 Approximation Property of Edge Element Spaces

Let u;, € Uy, be the solution of equation
ay(up,vp) = (fy,vp) forallvy € Uy, (44)
anduy € Uy C Uy, be the solution of equation
ay (g, vy) = (fy.vy) forallvy € Ug. (45)
Recall the Hodge decomposition
uy = grad ¢, uop, withunique ¢y € Sy, uon € Kj,, (46)
[, =grad gy ot curl ,q,, with unique g, € Sy, g, € ZZ. 47)

We use the Hodge decomposition to decompose uy = grad ¢p EBl uo, y first, and then
define uo,y = Pfuo and ey = 1o, g — o, 5 to get

uy = grad ¢y &t (wo,n +ep), withunique ¢y € Sy, uo p and ey € Ky, (48)
Then by Lemma 6, we immediately get the following estimate.
Lemma 9 Let ug , and ug, g be defined as in equations (46) and (48). It holds
luon — wo.ull < Hllunll ag -
Now we turn to the estimate of ey being given in equation (48).
Lemma 10 Let ey € K§; be defined as in equation (48). It holds
lerllag < HIAjunll.
Proof By equations (44) and (45), we have

(curlug p, curl vy) = (gy, curlvy), forall v, € K,

(curl (uo,y + ep), curlvy) = (grad gp, vy) + (qy, curlvy), forallvy € Kj,
where g, and g, are defined in equation (47). Then
(curlep, curlvy) = (grad g, vy)  forallvy € Kj,. (49)
Lete, = QfleH, then divj, e, = 0 and by Lemma 8, we have
llen —enll < Hllcurleg||.

Thus it holds

(curley, curley) = (grad g, ey) = (grad gy, en — e) < Hllgrad gp||lcurleq |,
which implies

lcurlen || < Hllgrad gull < HI| fll = HIAjunll.

Using the fact that divy e, = 0, the inverse inequality and the above inequality, we
immediately get

. . _ H .
I diva e || = Il divi (e — en)|l S B " lew —enll < 7, lleurler || S HIAjunll.

The desired result then follows. O
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We now explore the relation between ¢y, ¢, and gj defined in equations (46)—(47).
Lemma 11 Let ¢, € Sy and ¢ € Sy be defined as in equations (46) and (48). It holds
llgrad ¢y — grad ¢p || < H llun |l a¢ -
Proof For equation (44), test with v, € grad S, to get
(divy, grad ¢y, divy vp) = (grad gp, vi) = —(gn, diva vp),
which implies — divy, grad ¢, = —div, uy = g, i.e.,
— A = gn- (50)

From equation (50), we can see that ¢, is the Galerkin projection of ¢ to Sy, where ¢ € HO1 (£2)
satisfies the Poisson equation:

—Ad = gh-
Therefore by the standard error estimate of finite element methods, we have
IV — Vull < Hlignll-
For equation (45), choose vy = grad ¢y € grad Sy, we have
(divy grad ¢, divyg vy) = (grad g, grad ¥ y) = (grad P,‘E}gh, grad ¥p),
which implies — divyg grad ¢ = Pi,gh, ie.,
— Apdn = Pjigh. (51

From equation (51), we can see that ¢y is the Galerkin projection of d; to Sy, where qg €
H(} (£2) satisfies the Poisson equation:

—A¢ = P g

The H'-projection Pfl is not stable in L2-norm. Applied to functions in Sj,, however, we can
recover the stability as follows

I = Pgnll S Hllgrad (I — Pi)gall < Hligrad gull S H/hllgnll < llgnll.

In the last step, we have used the fact that the ratio of the mesh size between consecutive
levels is bounded, i.e., H/h < C.
We then have

lgrad (¢ — ¢m) | S HIIPF gnll < Hllgnll + HIU — Pi)gnll S Hllgnll-

And by the triangle inequality and the stability of the projection operator P,é_}

ligrad (¢ — ¢r)ll < llgrad (¢n — @)l + llgrad (pr — )| + llgrad (¢ — )|
S Hlgnll +llgn — Ppgnll—1.

Using the error estimate of negative norms and the inverse inequality, we have

lgn — Pignll—1 < Hligalli S Hllgnll.
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Here we use H ! norm estimate for Sy having degree greater than or equal to 2. Noticing
that g5 = divy, uj, we thus get

lligrad (én — ¢l S HIldivy upll S Hllunlag .- (52)
O

As a summary of the above results, we have the following approximation result.

Theorem 2 Condition (A.1) holds with a = %, i.e. for any uy € Uy, there hold

IAGux|?

1
2
) af (g wp) 2. (53)
Ak

ap((I — Pe—Dug, ug) S (

Proof We use h to denote level k and H for level k — 1. Let uy, uy, and f be defined
in equations (44)—(45) which have Hodge decompositions (46), (47), and (48), respectively.
The definitions of uj;, and uy (44)—(45) imply that
aywy,vy) = (fy.vn) =a,(@p, vy) forallvy e Vy,
which means uy = Ppuj, by the definition of the projection Py. Let §1 = ug, — uo H,
8y = grad ¢, — grad ¢, by Lemmas 9, 10 and 11, it holds
ap (I — Ppup, up) = aj, (81, up) + ay, (82, up) — ay(eq, up)
< 1811 AGunll + 18201 AGunll + ezl ag lunll ac
S Hllunll a1 Ajunll.

]
3.7 Approximation Property of Face Element Spaces
Let u; € V}, be the solution of equation
al p,vp) = (fp,vp)  forallv, € Vi, (54)
anduy € Vy C V}, be the solution of equation
a?{(uH,vH):(fh,vH) forall vy € V. (55)
We can easily see that f, = AZuh.
By the Hodge decomposition, we have
up =curlg, ugp, withunique ¢, € Kj, uop € K,‘li, (56)
fr=curlg, ®grad,q, withunique g, € K},, g, € Wy, (57)

We use the Hodge decomposition to decompose uy = curl¢y @J‘ uo, g first, and then
define up g = quo,h and ey = o g — U, H to get

ug =curlpy ® (wo g +ey) withunique ¢y € K§;, uo,n, ey € KZ. (58)
By Lemma 7, we immediately have the following result.

Lemma 12 Letuy j, € grad , W), anduy g € grad y Wy be defined as in equations (56) and
(58). It holds

lwo.n — wo.mll S HIldiv o,
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The estimate of ey € K Z defined in equation (58) can be proved analogously to Lemma
10 and thus will be skipped.

Lemma 13 Assume that ey € grad y Wy be defined as in equation (58). Then it holds
ezl ag < HllAfunl)-
The relation between ¢,,, ¢ and g, defined in equations (56)—(58) is more involved.

Lemma 14 Assume that ¥, € K. Let &), € K| be the solution of equation
(curl gy, curlty) = (Yy, t)  forall T, € K,
and let & € K€ be the solution of equation
(curlg, curl t) = (Q% ¥y, T)  forallT € K°.
Then, it holds
leurl (¢ — &)l < 2lIY, -
Proof Let &), = P;¢. By Lemma 5, we have
lleurl (¢ = &)l < Allcurl ¢y S AIQK W4l S Rll, -
Notice that &), # Z,. Indeed by the definition of Z,, we have
(curlfh, curl 7j,) = (curl ¢, curl tp)  forall T, € K.

The fact that Z; C Z¢ and U, C Ho(curl) implies that K} has some part in Z¢ and some
part in K¢, therefore, it holds

(curl¢, curl tp) = (Q% ¥y, Ty)  forall T, € K,
together with the definition of ¢, we have
(curl (&, — &), curlTy) = (¥), — Q% ¥y, Tn)  forall T € Kf.
Thus, with 8, = &), — Eh, we have

leurl (£, — S = (curl (&, — &), curl 8) = (¥, — Q% V. Sn)
= Wy — Q%Vn. Sn — Q%81 S kil llllcurl 84

The desired result follows by canceling one ||curl §; || and the triangle inequality. O
We are in the position to estimate ¢, and ¢ .
Lemma 15 Let ¢, € Uj, and ¢y € Uy be defined as in equations (56) and (58). It holds

lcurl ), —curl gyl S Hllunll oo

Proof Choose the test function v;, = curl wy, with wy, € U}, in equation (54) to simplify the
left hand side of (54) as

(curl pup, curl ycurl wy) = (curl ,curl ¢y, curl ycurl wy) = (curl ¢y, curl curl ,curl wy,),
and the right hand side becomes

(fp,curlwy) = (curl gy, curl wy) = (g, curl jcurl wy)
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Denoted by 7, = curl ycurl wy, € Kj. We get
(curl ¢y, curl tp,) = (gy,, tp)  forall T, € K.
Let ¢ € K€ satisfy the Maxwell equation:
(curl @, curl 7) = (Q% gy, v) forall T € K°.
By Lemma 14, we have

llcurl (¢ — )1l < hlignll-

When moving to the coarse space, the left hand side of equation (55) can be still simplified
to (curl ¢y, curl tf7). But the right hand side becomes

(fp.cutlwpy) = (curl g, curlwy) # (g, curl geurlwy).
Project g, to the coarse space and arrives at the equation
(curl @y, curl@y) = (P g, 0H) forall@y € Ky,
Let ¢ € K€ satisfy the Maxwell equation:
(curl ¢, curl ) = (0% Pfgp,t) forallT € K°.
By Lemma 14, it holds
lcurl (@ — ¢ )|l S HIQ% Prgnll < HIIPE g4l S Hllgyll-

By the triangle inequality, it remains to estimate ||curl (¢ — (i)||. We first write out the
error equation for ¢ — ¢

(curl (¢ — (;S), curl ) = (Q% (g, — Pr;8,), ¥), forally € K°.
We then apply the standard duality argument. Let { € K€ satisfies
(curlg, curlt) = (¥, ) forallT € K€
Then
(Qk (&n — Py gn). ¥) = (curl g, curl Q% (g, — Py gn))

= (curl g, curl (g, — Pf,81))
= (curl (§ — Py&), curl (g, — Py g1))
S HP|leurl ¢]l2lcurl g
S Hlcurl yrlligll,

where in the last step we have used the H 2—regularit~y of Maxwell’s equation, c.f. Lemma 4.
Then chose ¥ = ¢ — ¢ and cancel one ||curl (¢ — ¢)|| to get

leurl (¢ — )l < Hllgy I
The estimate of ||curl ¢, — curl ¢ 4 || follows from the triangle inequality. m]

As a summary of the above results, we have the following theorem.

Theorem 3 Condition (A.1) holds with a = %, i.e. for any uy € Vy, there hold

d
A |2

1
2 J |
ay (ug, ug)?. (59)
Ak

al (I = P—ug, wp) < (
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3.8 Results

According to the framework in [4], we conclude that the variable V-cycle multigrid algorithm
is a good preconditioner for the Schur complement equations (19) and (24). We summarize
the result in the following theorem.

Theorem 4 Let Vi denote the operator of one variable V-cycle of MGy in Algorithm 1.
Assume the smoothing steps my. satisfy

Bomy < my_ < Bimy.

Here we assume that By and By are constants which are greater than one and independent
of k. Then the condition number of Vi Ay is O(1).

Remark 1 As noticed in [4], W-cycle with fixed number smoothing steps or one V-cycles
with fixed number smoothing steps may not be a valid preconditioner as the corresponding
operator may not be positive definite. In other words, the proposed multigrid method for the
Schur complement may not be a convergent iterative method but one variable V-cycle can
be used as an effective preconditioner. O

4 Uniform Preconditioners

In this section, we will show that the multigrid solver for the Schur complement equations can
be used to build efficient preconditioners for the mixed formulations of vector Laplacian (17)
and (23). We also apply the multigrid preconditioner of the vector Laplacian to the Maxwell
equation discretized as a saddle point system. We prove that the preconditioned systems have
condition numbers independent of mesh parameter /.

4.1 A Stability Result

Follow the framework in [23], to develop a good preconditioner, it suffices to prove the
boundedness of operators £j and ﬁi and their inverse in appropriate norms. In the sequel,
to unify the notation, we use M for the mass matrix and A the vector Laplacian. When
necessary, we use superscript  or ¢ in A to distinguish the H (curl ) and H (div) case and use
subscript . , r in M to indicate different mass matrices associated to vertex, edge, and face,
respectively. The inverse of the mass matrix can be thought of as the matrix representation
of the Riesz representation induced by the L2-inner product and the inverse of A is the Riesz
representation in the A-inner product. Riesz representation of L x A-inner product will give
an effective preconditioner. We clarify the norm notation using M and A as follows:

I llaes lonlly, = (Mo, on);

= I llas el = (Aups un);

I a1z lgnll3m = (M~ g, gn);

I la=: Il = (AT fis i)

Here, A and M are matrices, oy,, ujp, gn, fn are vectors and (-, -) denote the [ 2 inner product.
In most places, we prove only H(curl) case as the proof of Hq(div) is simply a change

of notation. Again the result and the proof can be unified using the language of discrete
differential forms [1,3]. We keep the concrete form for the easy access of these results.
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The following lemma gives a bound of the Schur complement BA~! BT similar to the
corresponding result of the Stokes equation.

Lemma 16 We have the inequality
(B(A)"'BT¢n, 1) < (Myon, 1) for all y, € Sp. (60)
Proof Let vy, = (A°)~'BT¢y,. Then
(B(A) "B oy, i) = ((A) "' BTy, BTohy) = (A v, vp) = [lvp ;.

Now we identify v, € V), by the Riesz map in the A-inner product, and have

(vp, up)a (BT, up) (¢, Buy)
loplla = sup ———— = sup ————— = sup ————
upev,  lunlla wev,  lunlla upevy, lunlla
lénllall Bupll g1
< sup ————— = |¢nllm.
upeVy ”uh”A

In the last step, we have used identity (18) which implies || Buy || ;,-1 < |lun|l 4. The desired
result (60) then follows easily. O

We present a stability result of the mixed formulation of the vector Laplacian which is
different with that established in [1].

Theorem 5 The operators LS, Ei and there inverse are both bounded operators:
d
1Ll csyx vy, 5, <01y WER L@y < v, 0, x V1)
are bounded and independent of h from (|| - || 371, || - l4=1) = Ul - lar, || - 14), and
-1 d\—1
ICC) ™ sy xvy,. s v 1CCD ™ L@y, < vy, v, xvi
are bounded and independent of h from (|| - |[p, || - 1a) = (Ul - a1, I - | 4=1)-

Proof Let (op, up) € Sp x Uy and (gp, f,) € S,’l X U}l be given by the relation with

cfon) _ (—My B On) _ [ 8h
()= (o erie) (2) = (7) o

To prove || £}, (s 0. 5] xU,) < 1, it is sufficient to prove

lgnllpg=1 + 1 nlla-t S lonllm + llunlia- (62)

From (61), we have g, = —Myo;, + Buy, and f;, = Auy, — BTMv_lgh. The norm of gy, is
easy to bound as follows

lgnllyrt < 1Muonllyt + IBuglly 1 < lowlla + lunlla.
To bound the norm of f,, we first have
L nlla-r < IBTM,  gull ot + 1A unll o1 < IBTM,  gnllat + llunlla.
Let ¢), = Mv’lgh, by Lemma 16, we have

IBTM, gnll5-1 = 1BT¢nll%-1 = (B(AY) ' BT, ¢n) < lidnllzy = lgnlly,—-
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Thus we get

Ifnlla-t < lgnllp—1 + lunlia < llonllm + 2llunlla.

Then the desired inequality (62) follows from the bound of | gx |l j,-1 and || f, 1| 4-1-
To prove ||([l;;)_1 ||L(S,;xU;,,thU/,) < 1, we need to prove

lonllm + Nunlia S Ngnllp—1 + 11 plla-1- (63)
From (61), we have u, = (A°)~! (fn+ BTMU_Igh). Then
lunlla = 11£5 + BTM; gnll o
<N fulla=r + IBTM gl gt < 1 Fallat + llgnlly1-
We also have oj, = M,j' (Bup — gp) and thus
lonllm = 1Bup — gullyy-1 < | Buplip-1 + l1gnllar-1 = llunlla + 1gnllp-1-

Combining with the bound for ||u|| 4, we obtain the stability (63). ]

Remark 2 Note that here BT is the matrix form defined as (BT, vj),,~1 = (grad t;, vp),
by the second equation of (15) we have

I1BTonll, 1 = (BTon, BTon) 1 = (M BTy, My BToy) u,
= (grad oy, grad op,) = (f},, grad oy,)
= (f1. McGon) ot = (f1. BTow)
< 1l 1BTonllyyo-
Therefore, we can obtain an additional stability
IBTonll ot < 1 Fallyot-

Namely we can control not only the L2-norm but also the energy norm of oy,. O

4.2 Block Diagonal Preconditioners

The inverse of the mass matrices M, ! and M! are in general dense. To be practical, the
exact Schur complement can be replaced by an approximation

A°=BTM;'B+CTM/;C, (64)
Al =CM;'CT + B™M;B, (65)
with M, and M, easy-to-invert matrices, e.g., diagonal or mass lumping of M, and M,,
respectively. In this way, we actually change the L?-inner product into a discrete L2 inner

product. We can define the adjoint operators with respect to the discrete L2-inner product.
For example, define div,wy, € Sy, s.t.,

(d?(/hwh, vp)n = —(wp, gradvy) forall vy € S, (66)

where (-, -);, is the discrete L2-inner product defined by M,.
Itis not hard to see that the modification of the L2-inner product will not bring any essential
difficulty to the proof of the previous results. We can easily reproduce all the results that we
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have proved in the previous sections. For example, by a simple change of notation in the
proof of Lemma 16, we have:

(B(A)™' BTy, dn) < (Mo, dp) forall ¢ € Sy (67)

To simplify the presentation, for any two symmetric matrices H; and Hy, H; < H, means
H, — H, is a semi-positive defined matrix and H; < H, means H, — H| is a positive defined
matrix.

The following proposition can be easily proved, and a proof can be found in [10].

Proposition 1 Assume that there exist positive constants c| and ¢y which are independent
of h such that

aM M. (68)

IA

M

IA

Then
min{cz_l, I}A <A< max{cl_l, 1}A
Finally we introduce our block diagonal preconditioner D~! with:
M 0
D= - , 69
(5 i) ®

where Amg is one variable V-cycle multigrid approximation for A. By Theorem 4, there exist
positive constants k7, k2 independent of &, such that

K1A~mg = A = K2A~mg~ (70)

We shall use this block diagonal preconditioner in the minimum residual method (MIN-
RES). Theorem 5 and spectral equivalence (70) implies that D~ £ has a uniform bounded
condition number. Therefore, we have the following uniform convergence result.

Theorem 6 Under the assumption (68), MINRES method for the preconditioned system
D=L is uniformly convergent.

We will skip the prove of Theorem 6 here, for detailed convergence analysis of MINRES,
we refer to [28,30].

4.3 Approximate Block Factorization Preconditioner

In this subsection, we will construct approximate block factorization preconditioners for
systems (17) and (23). Let

1 -M~'B -M 0 A ar
L{—(O 7 ), S-(O A) and C=CTMsC.

We have the block decomposition

~ (-M B -M 0\ (I —-M~'B
= A = T — ~
£o () <= (1) (157 o

We then approximate Al by one variable V-cycle. Define
s (—M 0 s (-M 0
S = ~ , T = Z/{TS = e )
(o' 5 (o )
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and the operator G : §; x U), — S x U, as
~ ~ -1
I I M~ 'B\(-M 0
=u' (' = . : 72
s = () (G 1) ™
From the definition and (70), it is trivial to verify that G~! is spectral equivalent to £ and
thus conclude that the preconditioned system is uniform bounded.

Theorem 7 The G is a uniform preconditioner for L, i.e., the corresponding operator norms

-1
NGLIL(S,x U8, xU) s 1CLD) T LS, x Uy, Sy x TR
are bounded and independent with parameter h.

As non SPD operators used in the preconditioners, we can apply the generalized minimal
residual method (GMRES) to GL. To prove the convergence of GMRES, we need to show
that the field-of-value of GL is bounded, see [15,30], [22, Algorithm 2.2] which will be
explored in our future work [12].

4.4 Maxwell Equations with Divergence-Free Constraint

We consider a prototype of Maxwell equations with divergence-free constraint
curlcurlu = f, divu =0, in £2, uxn=0o0nas2.

The solution u is approximated in the edge element space U ,. The divergence-free constraint
can then be understood in the weak sense, i.e., div, # = 0. By introducing a Lagrangian
multiplier p € Sy, the matrix form is

(596 -6) ™

We apply the augmented Lagrangian method [16], by adding BTMU_ !B to the first equation,
to get an equivalent matrix equation

ABT\ (u\ _(f+B™M;'g
() ()= ()

Now the (1, 1) block A= CTMsC + BTA;IU_IB in (74) is a discrete vector Laplacian and
the whole system (74) is in Stokes type.
We can thus use the following diagonal preconditioner.

Theorem 8 The following block-diagonal matrix

i-1
)

. . . A BT CTMsC BT
is a uniform preconditioner for <B 0 > , and ( B 0 ) .

Proof Following the proof of Theorem 5, it suffices to prove that the Schur complement
S = BA BT is spectrally equivalent to M,. The inequality (Sp, p) < (M, p, p) for all
p € Sj, has been proved in Lemma 16. To prove the inequality in the other way, it suffices to
prove the inf-sup condition: there exists a constant 8 independent of / such that

By,
inf sup ~BURPH g (76)

PreShw,eu;, lvnll zllpall
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Given p, € Sp,, we solve the Poisson equation A¢ = pj with homogenous Dirichlet
boundary condition and let v = grad ¢. Then v € Ho(curl) and div v = pj, holds in L?. We
define v, = Qv where Qy : Ho(curl) — Uy, is the L? projection. Then (divy, vy, gp) =
—(vp, grad gj) = — (v, grad g;) = (divv, gn) = (ph, qn), i.e., divy, v, = pj. To control the
norm of curl v;,, we denote v as the piecewise constant projection of v. Then

llcurl vy || = llcurl (v — vo)ll < 2" lvw — voll < llolli < llpall.
In the last step, we have used the H2-regularity result of Poisson equation.
In summary, given p; € Sy, we have found a v, € Uy, such that (Bvy, pp) = || pn
while [|v; |3 = [l divy vall? + [lcurl vy |2 < |l pl|?. Therefore the inf-sup condition (76) has
been proved which implies the inequality (Sp, p) > BX(M,p, p). O

Solving (73) or (74) is mathematically equivalent. When using Krylov subspace method,
however, formulation (73) is more efficient since CT My C is sparser than A. Next we present
an even faster solver.

We can decouple the saddle point system (74) by considering the following block factor-

ization
CTMsC+BTM;'B BT\ (I G (A0 a7
B 0)\o-m;14,) \BA,)"

G=M;'BT, and A, = BG.

where

The key observation is that G is the matrix representation of the gradient operator S, — U,
and thus CG = curl grad = 0. Therefore we can easily solve (73) by inverting two Laplacian
operators: one is a vector Laplacian of the edge element and another is a scalar Laplacian for

the Lagrange element:
ign\"'_(1 G Ao\ %)
B 0 “\o-m1'A,)\B A,

5 Numerical Examples

In this section, we will show the efficiency and the robustness of the proposed diagonal and
approximate block factorization preconditioners. We perform the numerical experiments
using the iFEM package [9].

Example 1 (Two Dimensional Vector Laplacian using Edge Elements) We first consider the
mixed system (17) arising from the lowest order discretization of the vector Laplace equation
in Ho(curl) space.

We consider three domains in two dimensions: the unit square (0, 1)?, the L-shape domain
(=1, D2\ {[0, 1] x [—1, 0]}, and the crack domain {|x| + |y| < I\{0 < x < 1,y = 0}; see
Fig. 1. Note that the crack domain is non-Lipschitz.

We use the diagonal preconditioner D~! in the MINRES method and the approximate
block factorization preconditioner (72) in the GMRES (with the restart step 20) to solve (17).
In these preconditioners, one and only one variable V-cycle is used for approximating AL
In the variable V-cycle, we chose m; = 2 and my = H.SJ’kmﬂ fork = J,...,1, and
a random initial value. We stop the Krylov space iteration when the relative residual is less
than or equal to 1078 Iteration steps and CPU time are summarized in Tables 1, 2, and 3.
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(a)

(b)

(0

Fig. 1 Meshes for Example 5.1. a A mesh for the unit square. b A mesh for a L-shape domain. ¢ A mesh for

a crack domain

Table 1 Iteration steps and CPU time of the diagonal (D) and the approximate block factorization (T)

preconditioners for the vector Laplace equation in H(curl ) space: the square domain (0, 1)?

h Dof Iteration (D) Time (s) Tteration (T) Time (s)
1/32 4,225 36 0.25 17 0.14
1/64 16,641 39 0.67 18 0.37
1/128 66,049 39 3.10 19 1.60
1/256 263,169 41 8.30 20 7.30

Table 2 Iteration steps and CPU time of the diagonal (D) and the approximate block factorization (T)
preconditioners for the lowest order discretization of the vector Laplace equation in H(curl) space: the
L-shape domain (—1, 1)2\{[0, 1] x [—1, 0]}

h Dof Iteration (D) Time (s) Iteration (T) Time (s)
1/32 3201 44 0.20 19 0.15
1/64 12,545 50 0.52 21 0.32
1/128 49,665 55 1.80 25 1.20
1/256 197,633 59 7.80 29 6.90

Table 3 Iteration steps and CPU time of the diagonal (D) and the approximate block factorization (T)
preconditioners for the lowest order discretization of the vector Laplace equation in H(curl) space: the

crack domain {|x| 4+ |y| < I}\f0 <x <1,y =0}

h Dof Iteration (D) Time (s) Iteration (T) Time (s)
1/16 2145 45 0.12 19 0.11
1/32 8385 51 0.43 22 0.28
1/64 33,153 58 1.40 25 0.86
1/128 131,841 66 6.00 29 4.20
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(a) (b)
Fig. 2 Meshes for Example 5.2. a A mesh for the unit cube. b A mesh for a L-shaped domain
Table 4 Iteration steps and CPU time of the diagonal (D) and approximate block factorization (T) precondi-

tioners for the lowest order discretization of the vector Laplace equation in H o (curl ) space in three dimensions:
the unit cube domain

h Dof Iteration (D) Time (s) Iteration (T) Time (s)
1/4 729 21 0.03 12 0.05

1/8 4913 32 0.48 17 0.26
1/16 35,937 40 3.70 21 2.30
1/32 274,625 44 36 24 25

Table 5 Iteration steps and CPU time of the diagonal (D) and approximate block factorization (T) precondi-
tioners for the lowest order discretization of the vector Laplace equation in H o (curl ) space in three dimensions:
L-shape domain (—1, 1)3\ {(—=1,0) x (0, 1) x (0, D}

h Dof Iteration (D) Time (s) Iteration (T) Time (s)
172 665 23 0.03 12 0.03

1/4 4401 39 0.40 18 0.26

1/8 31,841 52 3.80 24 2.30
1/16 241,857 62 41 31 27

Example 2 (Three Dimensional Vector Laplacian using Edge Elements) We then consider
the three dimensional case. Still consider the lowest order discretization of the vector Laplace
equation in Ho(curl) space. We use almost the same setting except m; = 3 for which the
performance is more robust.

We consider two domains. One is the unit cube (0, 1)? for which the full regularity
assumption holds and another is a L-shape domain (—1, 1)3\ {(—=1,0) x (0, 1) x (0, 1)}
which violates the full regularity assumption; see Fig. 2. Iteration steps and CPU time are
summarized in Tables 4 and 5.
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Table 6 Iteration steps and CPU time of PCG-A and the diagonal preconditioner (D) for the lowest order
discretization of Maxwell equations in the saddle point form in three dimensions: the cube domain (—1, 13

h Dof Iteration (PCG-A) Time (s) Dof Iteration (D) Time (s)
12 316 10 0.33 343 19 0.14

1/4 3032 14 0.28 3375 27 0.34

1/8 26,416 17 1.60 29,791 32 4.20
1/16 220,256 19 14 250,047 36 30

Table 7 Iteration steps and CPU time of PCG-A and diagonal preconditioner (D) for the lowest order
discretization of Maxwell equations in the saddle point form in three dimensions: L-shape domain
(~L DN {(=1.0) x (0.1) x (0. 1)}

h Dof Iteration (PCG—A) Time (s) DOF Iteration (D) Time (s)
172 260 10 0.07 279 18 0.18
1/4 2584 15 0.26 2863 28 0.46

1/8 22,832 18 2.50 25,695 36 4.7

1/16 191,584 22 14 217,279 42 34

Based on these tables, we present some discussion on our preconditioners.

1. Both diagonal and approximate block factorization preconditioners perform very well.
The one based on the approximate block factorization is more robust and efficient.

2. The diagonal preconditioner is more sensitive to the elliptic regularity result as the iter-
ation steps are slowly increased, which is more evident in the three dimensional case;
see the third column of Tables 4 and 5. For general domains, the Hq(curl) N H (div)
is a strict subspace of H' and thus the approximation property may fail. On the other
hand, the numerical effectiveness even in the partial regularity cases is probably due to
the fact that the full regularity of elliptic equations always holds in the interior of the
domain. Additional smoothing for near boundary region might compensate the loss of
full regularity.

3. Only the lowest order element is tested while our theory assumes the finite element
space should contain the full linear polynomial to ensure the approximation property.
This violation may also contribute to the slow increase of the iteration steps. We do
not test the second type of edge element due to the complication of the prolongation
operators. The lowest order edge element is the most popular edge element. For high
order edge elements, we prefer to use the V-cycle for the lowest order element plus
additional Gauss—Seidel smoothers in the finest level to construct preconditioners.

Example 3 (Three dimensional Maxwell’s equations with divergent-free constraint) We con-
sider the lowest order discretization of Maxwell equations in the saddle point form (73). As
we mentioned before, we can solve the regularized formulation (74) by inverting two Lapla-
cians. We use one variable V-cycle with the same setting as in Example 2 to precondition the
vector Laplacian operator A and use preconditioned conjugate gradient method to invert A
(abbr. PCG-A). Inverting of A, is standard, and the computation time is ignorable. We also
test the block-diagonal preconditioner (75) for solving the original formulation (73) using
same setting as in Example 2. We report the iteration steps and corresponding CPU times in
Tables 6 and 7.
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From these results, we conclude that both decoupled solver and block-diagonal precon-
ditioner work pretty well. The iteration steps may increase but very slowly. In terms of CPU
time, the decoupled solver is more than twice faster than the diagonal preconditioner.
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