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Abstract We study the numerical solutions of time-dependent systems of partial differential
equations, focusing on the implementation of boundary conditions. The numerical method
considered is a finite difference scheme constructed by high order summation by parts oper-
ators, combined with a boundary procedure using penalties (SBP-SAT). Recently it was
shown that SBP-SAT finite difference methods can yield superconvergent functional out-
put if the boundary conditions are imposed such that the discretization is dual consistent.
We generalize these results so that they include a broader range of boundary conditions
and penalty parameters. The results are also generalized to hold for narrow-stencil second
derivative operators. The derivations are supported by numerical experiments.
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1 Introduction

In this paper we consider a summation by parts (SBP) finite difference method, which is
combined with a penalty technique denoted simultaneous approximation term (SAT) for
the boundary conditions. The main advantages of the SBP-SAT finite difference methods
are high accuracy, computational efficiency and provable stability. For a background on the
history and the newer developments of SBP-SAT, see [6,19].

A discrete differential operator D is said to be a SBP-operator if it can be factorized
by the inverse of a positive definite matrix H and a difference operator Q, as specified
later in Eq. (12). When H is diagonal, D consists of a 2 p-order accurate central difference
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approximation in the interior, but at the boundaries, the accuracy is limited to pth order. The
global accuracy of the numerical solution can then be shown to be p + 1, see [18,19].

In many applications functionals are of interest, sometimes they are even more important
than the primary solution itself (one example is lift or drag coefficients in computational
fluid dynamics). It could be expected that functionals computed from the numerical solution
would have the same order of accuracy as the solution itself. However, recently Hicken and
Zingg [9] showed that when computing the numerical solution in a dual consistent way, the
order of accuracy of the output functional is higher than that of the solution, in fact, the full
2p accuracy can be recovered. Related papers are [8,10] which includes interesting work
on SBP operators as quadrature rules and error estimators for functional errors. Note that
this kind of superconvergent behavior was already known for example for finite element and
discontinuous Galerkin methods, but it had not been proven for finite difference schemes
before, see [9]. Later Berg and Nordstrom [1-3] showed that the results hold also for time-
dependent problems.

In [8,9] and [1] boundary conditions of Dirichlet type are considered (in [9] Neumann
boundary conditions are included but are rewritten on first order form), and in [2,3] boundary
conditions of far-field type are derived. In this paper, we generalize these results by deriving
penalty parameters that yield dual consistency for all energy stable boundary conditions
of Robin type (including the special cases Dirichlet and Neumann). In contrast to [2,3],
where the boundary conditions were adapted to get the penalty in a certain form, we adapt
the penalty after the boundary conditions instead. Furthermore, we extend the results such
that they hold also for narrow-stencil second derivative operators (sometimes also denoted
compact second derivative operators), where the term narrow is used to define explicit finite
difference schemes with a minimal stencil width. In fact, the results even carry over to
narrow-stencil second derivatives operators for variable coefficients (of the type considered
for example in [12]).

To keep things simple we consider linear problems in one spatial dimension, however,
note that this is not due to a limitation of the method. In [8,9] the extension to higher
dimensions, curvilinear grids and non-linear problems are discussed and implemented for
stationary problems and in [3] the theory is applied to the time-dependent Navier—Stokes and
Euler equations in two dimensions.

The paper is organized as follows: In Sect. 2 we consider hyperbolic systems of partial
differential equations and derive a family of SAT parameters which guarantees a stable
and dual consistent discretization. Since higher order differential equations can always be
rewritten as first order systems, this result directly leads to penalty parameters for parabolic
problems, when using wide-stencil second derivative operators. Next, these parameters are
generalized such that they hold also for narrow-stencil second derivative operators. This is all
done in Sect. 3. In Sect. 4 a special aspect of the stability for the narrow operators is discussed.
The derivations are then followed by examples and numerical simulations in Sect. 5 and a
summary is given in Sect. 6.

1.1 Preliminaries
We consider time-dependent partial differential equations (PDE) as

U +LU) = F, tel0,T1, x €, 1

where L represents a linear, spatial differential operator and F(x, t) is a forcing function. For
simplicity, we will assume that the sought solution ¢/ (x, t) satisfies homogeneous initial and
boundary conditions. To derive the dual equations we follow [1,2,9] and pose the problem
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in a variational framework: Given a functional 7 () = (G, U), where G(x, t) is a smooth
weight function and where (G, U) = f o9 T14 dx refers to the standard L? inner product, we
seek a function V(x, t) such that 7 () = J*(V) = (V, F). This defines the dual problem
as

Ve +L5(V) =G, T €[0,T], x €82, (@)

where £* is the adjoint operator, given by (V, LU) = (L*V, U), and where V also satisfies
homogeneous initial and boundary conditions. Note that the dual problem actually goes
“backward” in time; the expression in (2) is obtained using the transformation t = 7 — t.

Let U and V be discrete vectors approximating U/ and V, respectively, and let F and G
be projections of F and G onto a spatial grid. We discretize (1) using a stable and consistent
SBP-SAT scheme, leading to

U+ LU =F, te[0,T] 3)

The SBP-SAT scheme has an associated matrix H which defines a discrete inner product, as
(G,U), = GTHU (when U is vector-valued, H must be replaced by H, which is defined
later in the paper). Now the discrete adjoint operator is given by L* = H~'L” H, since this
leads to (V, LU),, = (L*V, U),, which mimics the continuous relation above.

If L* happens to be a consistent approximation of £*, then the discretization (3) is said
to be dual consistent (if considering the stationary case) or spatially dual consistent, see
[1,9] respectively. When (3) is a stable and dual consistent discretization of (1), then the
linear functional J(U) = (G, U), is a 2p-order accurate approximation of 7 (i), that is
J(U) = JU) + OH?P), and we thus have superconvergent functional output. To obtain
such high accuracy it is necessary to have compatible and sufficiently smooth data, see [9]
for more details.

2 Hyperbolic Systems

We start by considering a hyperbolic system of PDEs of reaction-advection type, namely

Z/lt+RZ/[+AZ/[x =-7:7 XG[XL,XR],
BiU =g, x=xp, 4
BrU =gr, X =xg,

valid for + > 0 and augmented with initial data U(x,0) = Up(x). We let R and A be
real-valued, symmetric n x n matrices with constant coefficients. Further, R is positive semi-
definite, that is R > 0. The operators 3;, and Br define the form of the boundary conditions
and their properties are specified in (10) below. The forcing function F(x, ¢), the initial data
Up(x) and the boundary data g7 (¢) and gr(¢) are assumed to be compatible and sufficiently
smooth such that the solution ¢/ (x, t) exists. We will refer to (4) as our primal problem.

2.1 Well-Posedness Using the Energy Method
We call (4) well-posed if it has a unique solution and is stable. Existence is guaranteed

by using the right number of boundary conditions, and uniqueness then follows from the
stability, [7,15]. Next we show stability, using the energy method.
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The PDE in the first row of (4) is multiplied by &7 from the left and integrated over the
domain £2 = [xr, xg]. Using integration by parts we obtain

d
5||un2+2(u, RU) = 2(U, F) + BT, + BTg 5)
where |U|? = U, U) = f;cLR UTU dx and where

, BTr = — U Au

Xr, XR

BT, = UT AU

To bound the growth of the solution, we must ensure that the boundary conditions make BT},
and BT non-positive for zero data. We consider the matrix A above and assume that we
have found a factorization such that

A=7AZT, A= A, , Z=(Z+ 2y 2], (6)

where Z is non-singular. The parts of A are arranged such that Ay > 0, Ap = 0 and
A_ < 0. According to Sylvester’s law of inertia, the matrices A and A have the same
number of positive (n4), negative (n_) and zero (ng) eigenvalues (for a non-singular Z),
where n = n4 + no + n—. To bound the terms BT, and BTg, we have to give n4 boundary
conditions at x = x; and n_ boundary conditions at x = xz. We note that

A=2.A,72T+7_A_7T, (7)

which gives

BT, = U’ (7,4,20 +7_8_2")u

)
XL

BTp=—u" (24,27 +2_a_2")u

XR

where ZJTrZ/I represents the right-going variables (ingoing at the left boundary), and ZZi/
represents the left-going variables (ingoing at the right boundary). The ingoing variables are
given data in terms of known functions and outgoing variables, as

, 7z u

=%r— RrZluU

XR

; ®)

XR

ztu = 3. —R.ZTu
L

XL

where g7, gg are the known data and where the matrices Ry, and Rz must be sufficiently
small, see below. Using the boundary conditions in (8), the boundary terms BT; and BTy
become

BT, =u'z c.z"u

— 287 A RLZTU

+ 214,81
XL

XL
©)
BTk = U Z,ChZiU| + 285 A_ReZiu| - ZhA_Zr,
XR XR
where we have defined
CL=A_+RIA, Ry, Cr=—A, — RYA_Rpg.

We note that if C; < 0 and Cr < 0, the boundary terms in (9) will be non-positive for zero
data. By integrating (5) in time we can now obtain a bound on [|i/||%>. Since the boundary
conditions have the form (8), we also know that the correct number of boundary conditions
are specified at each boundary, which yields existence. Our problem is thus well-posed.
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To relate the original boundary conditions in (4) to the ones in (8), we let
Br=Pu (2] + R2ZT), Br = Pr (27 + ReZ), (10)

where P; and Pg are invertible scaling and/or permutation matrices given by the chosen
By g and Z.. The data in (8) is identified as g; = PIjlgL and gg = PEIgR. We assume
that the boundary conditions in (4) are properly chosen such that R; and Rg are sufficiently
small to make C;, Cr < 0.

Remark 1 Note that the energy method is a sufficient but not necessary condition for stability
and that it is rather restrictive with respect to the admissible boundary conditions. By rescaling
the problem we could allow Ry and Rg to be larger, see [7,11]. We will not consider this
complication but simply require that C; g < 0.

Remark 2 In the homogeneous case, with boundary conditions such that C;, g < 0, the
growth rate in (5) becomes %HZ/{ > < 0. Integrating this in time we obtain the energy
estimate ||I/||> < |{Uo||> and (4) is well-posed. Since (4) is an one-dimensional hyperbolic
problem it is also possible to show strong well-posedness, i.e., that [|I/|| is bounded by the
data g7, gr, F and Up. See [7,11] for different definitions of well-posedness.

2.2 The Semi-discrete Problem

We discretize in space using N + 1 equidistant grid points x; = x; + hi, where h =
(xg —xr)/Nandi =0,1,..., N. The semi-discrete scheme approximating (4) is written

Ui+ Iy @RWU + (D1 @ AU =F + (H 'eqg ® Xo) (BLUo — g1)

. (11)
+ (H 'en ® Zn) (BrUn — gr),

where U = [UOT, UIT, - UIE]T is a vector of length n(N + 1), such that U; (t) ~ U(x;, t),
and where F;(t) = F(x;,t). The symbol ® refers to the Kronecker product. The finite
difference operator D approximates d/dx and satisfies the SBP-properties

Di=H'Q, H=H">0, 0+ 0" =Ey - E (12)

where Ey = eoeg, En = eNe;,, eo = [1,0,...,0]7 and ey = [0, ..., 0, 1]7. Note that
Uy = (eOT ®I,)U and Uy = (eIC ® I,)U. By Iy and I, we refer to identity matrices of size
N + 1 and n, respectively. The boundary conditions are imposed using the SAT technique
which is a penalty method. The penalty parameters Xy and X'y in (11) are at this point
unknown, but are derived in the next subsections and presented in Theorem 1.

In this paper, we require that H is diagonal and in this case D; consists of a 2 p-order
accurate central difference approximation in the interior and one-sided, p-order accurate
approximations at the boundaries. Examples of SBP operators can be found in [13,17]. For
more details about SBP-SAT, see [18] and references therein.

2.3 Numerical Stability Using the Energy Method

Just as in the continuous case we use the energy method to show stability. We multiply (11) by
UT H from the left, where H = H ® I,,, and then add the transpose of the result. Thereafter
using the SBP-properties in (12) we obtain

d 2 di di
Ul + 20T (H® R)U =2(U, F),, + BT 4 BT
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where ||U||13 =({U,U), = UT HU is the discrete L%-norm and where

BTgisc. — Ug (A+ XoBr, +B£EOT) Uy — ng()gL - gzonU()’
| (13)
BTYse =yl (—A+ X NBr +B1€21€) Uy —UyEngr — 8 EyUn.

We define Co = A+ ZoBL + B} X and Cy = —A+ XyBg+Bj X}, For stability BT{c
and BTdRISC' must be non-positive for zero boundary data, i.e., Cy < 0 and Cy < 0. We make
the following ansatz for the penalty parameters:

So=(ZyMo+ Z_To)P; ", IN = (ZyTy + Z_Iy)Py", (14)

where the matrices Iy, Iy, I'y and ITy will be determined over the next few pages. Taking
the left boundary as example and using (7), (10) and (14) we obtain

1T T T T
Co = ZJTF A++170T+1T70 HORL+FOT , ZJTF . (15)
27 F0+RLHO A—+F0RL+RLFO Z,
2.4 The Dual Problem
Given the functional J (U{) = (G, U), the dual problem of (4) is
Vi +RV—AVy =G,  x € [xL,xg],
BLV =g, x=xi, (16)

BrV =gk, X =axg,

which holds for 7 > 0 and is complemented with the initial data V(x, 0) = Vp(x). Note that
we have used the transformation t = T — ¢ mentioned in Sect. 1.1, such that V = V(x, 7).
The boundary operators in (16) have the form

Bl =P (20 +R7L), Br = Pr (71 + Re27), (17
where 1’52 and ﬁ;g are arbitrary invertible matrices and where I?Z and E;g depend on the
primal boundary conditions as

Ry =—-A"'RIA,, Rr=—-A7'REA_. (18)
The claim that (16), (17) and (18) describes the dual problem is motivated below: Using the
notation in (1) and (2) we identify the spatial operators of (4) and (16) as
0 " 0
L=R+A—, LT=R—-—A—, (19)
ax ax
respectively. For (16) to be the dual problem of (4), £ and £* must fulfill the relation
(V, LU) = (L*V, U). Using integration by parts we obtain
V, LUy = (LY, U) + VT AUTR

XL

and we see that VT A4 must be zero at both boundaries (the boundary conditions for the dual
problem are defined as the minimal set of homogeneous conditions such that all boundary
terms vanish after that the homogeneous boundary conditions for the primal problem have
been applied, see [1]). Using the boundary conditions of the primal problem, (8), followed
by the dual boundary conditions, (16), (17), yields (for zero data)
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VI Au

= V'z, (AR + R AL) ZTU

XL XL

VT Au

~V'Z_ (Re" A, + A_Rg) Z1u

XR XR

and if (18) holds, then VT A4 = 0 at both boundaries and the above claim is confirmed.

Remark 3 The functional of interest can also include outgoing solution terms from the
boundary, as J(U) = (G,U) + PU|;, + YU|y,, where @ and ¥ have the form @ =
¢+Z£ +@ 7T and ¥ = lIQ_Zf_ + w_7T. This specifies the boundary data in (16) to
gL = —PLAZN(@_ — @, R)T and g = PRAT' (W4 — W_Rg)T, compare with [9].
When J (UU) = (G, U) then the boundary data in (16) is actually zero.

2.4.1 Well-Posedness of the Dual Problem
The growth rate for the dual problem is given by
d
o IVI? +2(V, RV) = BT{ 4 B!

where the boundary terms (after that the homogeneous boundary conditions have been
applied) are

BT =Vv"z,Cp zTv| | BT =v7'z Cr 2"V
XL XR
and where C;, = —A, — Ay R AT'R] Ay andCg = A_+ A_RgAT'RRA_. For well-
posedness of the dual problem C; < 0 and Cg < O are necessary.

Recall that the primal problem is well-posed if C, Ck < 0. The dual demand 52 <0
is directly fulfilled if C;, < 0 and é}; < 0 follows from Cr < 0. When Ry, Rg are square,
invertible matrices, this is trivial. For general Ry, Rg it can be shown with the help of the
determinant relation in Lemma 1 in “Appendix B”. We conclude that the dual problem (16)
with (17), (18) is well-posed if the primal problem (4) with (10) is well-posed.

Remark 4 In[2,3]the dual consistent schemes are constructed by first designing the boundary
conditions (for incompletely parabolic problems) such that both the primal and the dual
problem are well-posed. Their different approach can partly be explained by their wish to
have the boundary conditions in the special form H; gU = BU, = G g. Looking e.g. at
Eq. (30) in [2], we note that after applying the boundary conditions, UT M; U > 0 is needed
for stability. However, if B is singular, replacing BU, by =H pU does not guarantee that
all conditions have been completely used, and u and p in U = [p,u]” in UT M U can
be linearly dependent. Therefore the demand M > 0 after Eq. (31) in [2] is unnecessarily
strong and gives some extra restrictions on the boundary conditions.

2.4.2 Discretization of the Dual Problem

The semi-discrete scheme approximating the dual problem (16) is written

Vi+ (N ®R)V — (D1 @ AWV =G + (H 'eo ® o) (BLVo — 21)

—_ . (20)
+ (H_]eN ® EN) (BRVN - gR) )

where V;(t) represents V(x;, 7). The SAT parameters SZ) and fg/\/ are yet unknown.
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2.5 Dual Consistency

The semi-discrete scheme (11) is rewritten as U; + LU = RHS, where
L=(INy®R)+ (D1 ®A) - (H'Ey® ZoB.) — (H'Ey ® ZyBg)

and where RHS only depends on known data. In contrast to its continuous counterpart £, L
includes the boundary conditions explicitly. According to [2], the discrete adjoint operator

is given by L* = H ' LT H, which, using (12), leads to

L =(y®R) — (D1 ® A) — (H'Eo ® B[ 5] + A)
21
—(H™'Ey @ B 5] - A).

If L* is a consistent approximation of £* in (19), then the scheme (11) is dual consistent.

Looking at (20), we see that L* must have the form
Lia=Uv®R)— (D1 ®A) — (H 'Eg® ZoBL)

: e (22)

—(H'"Ey ® ZyBg).

Thus we have dual consistency if the expressions in (21) and (22) are equal. This gives us
the following requirements:
Bl sl + A— 2B =0, BYEl — A— ZyBg =0.
Similarly to the penalty parameters (14) for the primal problem, we make the ansatz
So= (24 To+2z M) P, Sv=(z A+ 2 M) P~ (23)

for the penalty parameters of the dual problem. The matrices 1:0, ﬁb, IFYTV and 1:14\/ are at this
stage unknown. We consider the left boundary and use (14) and (23), together with (7), (10)
and (17), to write

T T _ ™5 T _ 7 T
T T At AL +1] —ThR, ry — Iy zr
By +4 EOBL_[ZZ RTOl —foR, A +RITT — Mo || 27

which is zero if and only if the four entries of the matrix are zero. These four demands are
rearranged to the more convenient form

My=—A, — A, RLAZ'T, (24a)
Ry =—-AZ'RT A, (24b)
no=ry (24c)
do=A_—A_RLAT'T. (24d)

Note that (24a) only depends on parameters from the primal problem, while (24d) only
depends on parameters from the dual problem. Interestingly enough, (24b) is nothing but the
duality demand (18) for the continuous problem. The demand (24c) relates the penalty of
the dual problem to the primal penalty.

Unless we actually want to solve the dual problem, it is enough to consider the first demand,
(24a). We repeat the above derivation also for the right boundary and get the following result:
The penalty parameters Xy and X'y in (14) with

My=—A, — A, R AT, My =A_—A_RrA;'Ty, (25)
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makes the discretization (11) dual consistent.

Remark 5 1f the discrete primal problem (11) is dual consistent there is no need to check if
the discrete dual problem (20) is stable—in [8] it is stated that stability of the primal problem
implies stability of the dual problem, because the system matrix for the dual problem is the
transpose of the system matrix for the primal problem—that is the primal and dual discrete
problems have exactly the same growth rates for zero data.

2.6 Penalty Parameters for the Hyperbolic Problem

Consider the ansatz for the left penalty parameter, Xy = (Z+11p + Z_— To)P; ', which is
given in (14). From a stability point of view, we must choose 1y and Iy such that Cyp in
(15) becomes non-positive. In addition, for dual consistency the constraint in (25) must be
fulfilled. By inserting [Tg = —A | — A+RLA:1 Iy from (25) into Cy we obtain, after some
rearrangements, the expression

_ T — — — _
_[POBL) Ay — A RLAT I — (A R AT T 1 ATl e [P BL .
cLA”' Iy Cr zr

The most obvious strategy to make Cy < 0 is to cancel the off-diagonal entries by putting
I'h = 0, but note that other choices exist. To single out the optimal (in a certain sense)
candidate, we use another approach. With (7), (10) and g; = P ! gL, the left boundary term
in (13) can be rearranged as

BT =UlZ_c1Z"Uy— 28T AL RLZTUy + 3T A, 31
— (BLUo —g)" P " AP (BLUy — g1) (26)
T
£ 2(BLUy — g1)" (20 + Z+A+PL_1> Vo,

where we see that the first row corresponds exactly to the continuous boundary term BTy,
in (9). The second row is a damping term that is quadratically proportional to the solution’s
deviation from data at the boundary, B7, Uy — gr.. The term in the last row is only linearly
proportional to this deviation, so we would prefer it to be zero. This is possible if the penalty
parameter is chosen exactly as Xy = —Z, A, P, L Luckily this choice fulfills both the
stability requirement and the duality constraint. We repeat the above derivation also for the
right boundary and summarize our findings in Theorem 1.

Theorem 1 Consider the problem (4) with an associated factorization (6) where Z is non-
singular. With the particular choice of penalty parameters

So=—-Z4 A P, Iy =Z_A_Pg', 27

the scheme (11) is a stable and dual consistent discretization of (4). The matrices Py and
Pr are specified through (10).

Proof Comparing with (14), we note that Xy in (27) is obtained using [Ty = —A4 and
I'hy = 0. These values fulfill the left duality constraint in (25). Inserting I = 0 into Cy
above, we obtain Cg = Z_CpZT — BZ PETA+P[18L, which is negative semi-definite
if the continuous problem is well-posed (in the C;, < O sense). Thus the stability demand
Co < 0Ois fulfilled. The same is done for the right boundary, completing the proof. O
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Remark 6 The seemingly very specific choice of penalty parameters in Theorem 1 is, in
fact, a family of penalty parameters, depending on the factorization used. Note that it is not
necessary to use the same factorization for the left and the right boundary.

Remark 7 If characteristic boundary conditions (in the sense Ry, Rg = 0) are used, the
scheme (11) together with the SATs from Theorem 1 simplifies to

U +(Uy@RU+ (D @ AU =F+(H 'Eg® —A)U + (H 'Ey @ AU

in the homogeneous case, where A = Z, A +Zi and A_ = Z_A_ZT. When the factoriza-
tion refers to the eigendecomposition, this corresponds to the SAT used for the characteristic
boundary conditions of the nonlinear Euler equations in [9].

Remark 8 Assume that we are interested in the functional mentioned in Remark 3,
TJU) = (G, U) + Uy, + PU|x, (28)
which includes boundary terms. We approximate it with the discrete functional

JWU)=G"HU + ®U¢ + WUy — & P; ' (BLUg — g1) — ¥_Px (BrUy — g&).
(29)

Note that we have added correction terms which are proportional to the boundary condition
deviations, where @, and ¥_ are specified through @ = @, Z_‘T_ +o_zTandv = v, Z£ +
w_ZT . These penalty-like correction terms, which are derived following techniques from
[9], make the discrete functional superconvergent.

3 Parabolic Systems

Consider the parabolic (or incompletely parabolic) system of partial differential equations
U + AUy — EUyy = F, x € [xp, xg],
Hd + Gy =g, x =xL, (30)
HRU + GrlUx =gr, X = xR,

for ¢ > 0, augmented with the initial condition ¢/ (x, 0) = Up(x). The matrices A and £ > 0
are symmetric n X n matrices, and we assume that G; and Gg scales as Gy = K€ and
Gr = KRgé&, respectively. Treating U, as a separate variable, we can rewrite (30) as a first
order system (as was also done in [1,9]), arriving at

TU+RU+AU, =F, xelxr,xrl,
B =gr, x=xp, 3D

BrU =gr, x = xg,

-[e] m-[od] a-[u] #-[7]

j:[A_g], B.=[HLGL]. Br =[Hr Gr]. (32)

where

and
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The system (31) has almost the same form as (4) since R > 0 and A are symmetric m x m
matrices, where m = 2n. Thus we can use the results from the hyperbolic case.

Remark 9 In [2,3] the operators corresponding to Hy, Gy, Hr and Gg are square n X n
matrices and their ranks are changed to suit the number of boundary conditions. We adapt
the matrix dimensions instead. Both approaches have their respective advantages.

3.1 Discretization Using Wide-Stencil Second Derivative Operators

To discretize the parabolic problem, we first consider the reformulated problem (31), and
use the results from the hyperbolic section. Then we rearrange the terms such that we get
an equivalent scheme but in a form corresponding to (30). These steps, which are done in
“Appendix A”, lead to

Ui+ (D ®@ AU — (D*@EU =F +H (0 ® o + D eo ® $0)E0

— 1 R , R (33)
+H (en ®un+ Djeny ®VN)En
where
&0 =HLUo +GL(DU)o — g1, &y = HRUN + Gr(DU)y — gr,  (34)
and H = (H ® I,) and D = (D ® I,,). The penalty parameters in (33) are
o= (-Z1+3Z)A E[", Do =224, 5", 35)
v =(Z3+qZ)A_Eg', v =—Z4A_E,

where £, = P, +§ KrZ,A, and Eg = Pr—q KrZ4A_ and where the matrices Z) 5.3 4

are defined through
= Zl 2 23
Zy=| > Z_=|5]. 36
=12] Z] (6)

As before, A, Zy and Py, Pg are described in (6) and (10), respectively, but are now

obtained using A and By, Bg from (32). Finally, the quantity ¢ in (35) is given by
/q\:e(])wHile():ely\‘,HileN. 37

The matrix H is positive definite and proportional to the grid size 4, and thus g is a positive

scalar proportional to 1/ h.

Remark 10 Given well-posedness (i.e., in the sense C; = A_ + E{Z+EL <0andCg =

—Z+ — EﬁZ_ER < 0) and that ¢ > 0, one can show that §L and §R are non-singular.

This is done in “Appendix B”.

3.2 Discretization Using Narrow-Stencil Second Derivative Operators

In [1], it was suggested that dual consistency might require wide-stencil second derivative
operators, but next we will show that this is not necessary. The semi-discrete scheme approx-
imating (30) is now written, analogously to (33), as

——1
Ui+ (D1 @ AU — (D, @ U =F + H ' (e0 @ o +5Teg @ o) &o

i . (38)
+ H (eN®uN+S eN®VN)EN-
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The operator D5, which approximates the second derivative operator, is no longer limited to
the previous form D?, where the first derivative is used twice. However, D> must still fulfill
the SBP relations

Dy = H ' (—=As + (Ex — E0)S), As=A§ =S"MS >0, (39)

where the first and last row of the matrix S are consistent difference stencils, see e.g., [13].
For dual consistency, A g must be symmetric. Note that when having narrow-stencil operators
the interior of S is not uniquely defined and neither is the matrix M above (this is discussed
in Sect. 4). Furthermore, in (38) we have

§0 =HrUo+GL(SU)o — gL, En = HRUN 4+ GrSU) N — gr. (40)
where
S=8S®1I,, SU) = (ef S® 1)U, SU)N = (e S ® I,)U.
We also define
4 =490+ 19c| = qn + lqcl (41)
where
q0 :egM_leo, gN :e{,M_IeN, qc :egM_leN :e;,M_leo, 42)

where M is a part of D, as stated in (39). In Sect. 4 we provide ¢ for various D, matrices.
The penalty parameters (Lo, Vo, 4y and vy in (38) are now given by:

Theorem 2 Consider the problem (30) with G;, = K€ and Gr = KRrE. Furthermore, let
A, which is specified in (32), be factorized as A = z ZZT as described in (6). Then the
particular choice of penalty parameters

no=(-Z1+qZ2) A, 5", vo=Z2A, B,

A S (43)
uN:(Z3 +qZ4)A7aR R VN:—Z4A7:1R R

where 1 = Py, +q KL ZZZ+ and B = Pg —q KrZ4A_, makes the scheme in (38) stable
and dual consistent. The matrices Z 1.2.3.4 are given in (36), P;, Py are obtained from (10)
(using By, Bg in (32)) and q is defined in (41). The matrices &1 and Eg are non-singular
for well-posed problems, see “Appendix B”.

Note that g in (41) is a generalization of g in (37), and that the penalty parameters in (43)
and (35) are identical if ¢ = ¢ . Hence the narrow-stencil scheme (38) is a generalization
of the wide-stencil scheme in (33), since the schemes are identical if we choose D) = D%,
S = Dj; and M = H. In the rest of this section we will justify these generalizations and
prove Theorem 2 by showing that the penalties given in (43) indeed make the scheme (38)
stable and dual consistent.

3.3 Stability When Using Narrow-Stencil Second Derivative Operators

We multiply the scheme (38) by UT H from the left and add the transpose of the result.
Thereafter using the SBP-properties in (12) and (39) yields

d . .
3 IVl +20T (STMS ® U =2(U, F),, +BT{* + BT, (44)
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where

BT{™ = Uf AUy — 208 £6U)0 +2(Uf o + BUYGvo ) €0
, _ _ (45)
BTJ = —URAUN + 205 G0N +2 (Ufnn + EUfvw)

where &y y are given in (40). If BTiiSC' and BT}?SC' are non-positive for zero data the scheme
is stable. This can be achieved if 1, vo, ;ty and vy are chosen freely, but the scheme should
also be dual consistent. It turns out that in some cases these requirements are impossible
to combine, for example when having Dirichlet boundary conditions. We therefore need an
alternative way to show stability.

First, we assume that the penalty parameters vo and vy scales with £. Let

vg = —&k, vy = —EKN. (46)

Next, we take a look at the wide case (which is partly presented in “Appendix A”). Using a
wide counterpart to (46), Vg = —Eko and Uy = —EKy, and the later relations in (71) and
(72), we can rewrite (67b) as

W =DU + (H 'eg ® K0)e0 + (H ey @ ®v)En.
We return to the narrow-stencil scheme (38). Inspired by the wide case, we define
W =SU + (M~ 'eg ® ko)go + (M ey ® kn)én. 47
From (47) we compute
W (M ®&EW =UT(STMS® EU + (26U)0 + qokoto + qeknén)’ Exo £
+ (26U)N +anrnn +qeroko) Exnén

where go, gy and g, are given in (42). In the general case, g, can be non-zero. Since we
want to treat the two boundaries separately, we use Young’s inequality, ¢ (& 5195 Ekoko +

ekl Exenén) < lqel (EF k] Exoto + £k ExnEn), which yields
wimMeow <UT(S"MS® &)U + (26U)¢ + qxoso)T Eko&o
= T
+ (26U) N + qrnéEn) Eknén

where g = qo + |qc| = gn + |qc|, as stated in (41). Further, we note that multiplying (47) by
(eOT ® I,) and (e{, ® I,), respectively, yields the relations Wy = (SU)o + goko£o + gekNEN
and Wy = SU)n + qckoéo + gnknén. Instead of using those, which contain unwanted
terms from the other boundary, we define

Wo = SU)o + gkoko Wy = SU)N + grnén. (49)

(48)

Inserting the relation (48) into (44), we obtain
d 2 T A~ disc. A disc.
a||U||H+2W MEW <2{U, F), +BT;"™ + BT} (50)
where (45) and (49) together with (46) yields

BTS¢ = ul AUy — 20T eWo + 2(UT (1o — qvo) — Wlvo)€o

. ~ ~ (51
BT = —UT AUy 4+ 205 Wy + 22U (uy + qun) — Whon)én.

If the penalty parameters make BT gisc. < 0and ]ﬁ“?;sc' < 0 for zero data, (38) is stable.
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Again taking the left boundary as an example, we define Uy = [UOT , WOT 1" and write the
first part of BT%‘SC' in (51) as

Ul AUy — 20l €Wy = UF AU,. (52)

Next, using the relations (32), (49) and (40), recalling the assumptions G;, = K& and
vo = —E&ko, and thereafter using (43) from Theorem 2, we obtain

BLUo — gL = PL(PL+qKLZ2A,) "%, (53)

From (43) we also get
no —qvo = —2Z1 Z+(FL +4q ICLZZZ+)_1, —vy = —ZzZ+(17L +4q ICLZQZ+)_1
such that the second part of ]ﬁ"}iisc' in (51) becomes
2(Uf 1o = qvo) = Wi o) g0 = 205 o (Brlo — g1) (54)
where the relations (36) and (53) have been used, and where X g = —Z, A, P, ! Now we
can, by inserting (52) and (54) into (51), write
B‘r"r]clisc. = (’73.’150 + Zﬁgfo (gLﬁo - gL)

which has exactly the same form as BTgiSC' in (13). We thus know that ]ﬁ"gi“' < 0 for
zero data, since X is computed just as in the hyperbolic case. The same procedure can, of
course, be repeated for the right boundary. We conclude that the scheme (38) with the penalty
parameters (43) is stable.

3.4 Dual Consistency for Narrow-Stencil Second Derivative Operators

The dual problem of (30) is

Ve —AVy —EVix =G, x €[x1, xR],
HV+GiVe =81, x=uxp, (55)
HRY + GrVx =gR, X = XR,

for t > 0 and with V(x, 0) = Vy(x). The spatial operator in (30) and its dual are thus

9 92 9 92
—A——E— Fm A —E— 56
£ Aax gaxZ’ £ Aax gax2 (56)

The semi-discrete approximation of (55) is

—1 — ~ ~
Vi = (DAY — (D2 8E)V =G+ H ' (o @55 +5Teo @7 ) €
L - 57
+H 1(€N®@+ST9N®WV)$N,

where

Eo=HrVo+GLSV)o — 31, En = HrVy + GrSV)N — gk
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From (38) we see that the discrete operator, corresponding to £ in (56), is
L=D1®A) - (D2®¢&)
—a! (60 ®M0+STeo®vo) (€€®HL +€€S®QL> (58)
- ﬁ_l (eN Qun+STey ® vN) (e;, Q Hp +e]<,S ®QR) .
Using the relations in (12) and (39), we obtain
L*=H 'L"H=—(D;® A) - (D,®¢)
— ﬁ71 (eoeg ® A) + ﬁ71 ((STeoeg — eoegS) ® 5)
+ ﬁ_l (eNeK, ® A) — 17_1 ((STeNe;, — eNeIES) ® 5)
—H (eo®H{ +STe0®gLT) (e§®u§+e55®v§)
— ﬁ_l (eN ®H£ + STeN ® Qg) (e,(, ®/L§, +61{,S® v,{}) .
However, from (57) we see that for dual consistency L* must have the form
Li=— D1 ®A) — (D1®€)
~H (o im+s e i) (f @ +efs@aL)
—g! (eN®;m+STeN ®ﬁx,) (e{,@ﬁR+e,TVS®é7g).

Demanding that L* = L¥

goal’ gives us the duality constraints

HIpl +A HIvD+€] _ [, mgr
Glub —&  ght voHr vogL
Miul — A Myl — & _[Af inds
Ghul +&  ghl UHr UNGR |
The duality constraints in (59) do not depend explicitly on the grid size . Moreover, we
already know that for the wide case, the penalty parameters in (35)—even though they
contain the h-dependent constant g —gives dual consistency. Since the generalized penalty
parameters in (43) have exactly the same form (the only difference is that they depend on
another h-dependent constant, g) they will also yield dual consistency. We have thus shown

that the penalty parameters in Theorem 2 indeed makes the scheme (38) stable and dual
consistent.

(59)

Remark 11 The SAT parameters in Theorem 2 are probably a subset of all parameters giving
stability and dual consistency since the duality constraint (59) could be used in combination
with some other stability proof than the one presented here.

4 Computing ¢
We want to compute ¢ = qo + |gc| = gn + |qc| as stated in (41) and are thus looking

for go, g and g, specified in (42). For wide second derivative operators, M is equal to H,
and is thus well-defined. When using narrow second derivative operators, M is defined in
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Table 1 The g-values (scaled

with k) for various second Order Type ah Comment
derivative operators 2,0 wide 2
4,1 wide B ~2.8235
6.2 wide 5208 ~ 3.1651
8.3 wide 2080328 ~3.3911
2,0 narrow 1 See Eq. (73)
2,1 narrow 2.5
4,2 narrow 3.986391480987749 (N =38)
6,3 narrow 5.322804652661742 (N =12)
8,4 narrow 633.69326893357 (N = 16)

(39) through As = ST M S. However, only the first and last row of S are clearly specified.
In for example [4,5,13], the interior of S is chosen to be the identity matrix, and S is then
invertible. Ag is singular (since As = (Ey — E¢)S — H D>, where D, and the first and
last row of S are consistent difference operators) and thus an invertible S implies that M is
singular.

If M and S are defined such that M is singular and S not (which is often the case), we
use the following strategy to find ¢: The relation Ag = ST M S leads to M~! = SAElST,
but since Ag is singular we define the perturbed matrix A s = As + §Ep and compute
M~ = SZEIST instead. This is motivated by the following proposition:

Proposition 1 Define A s = As +8Eo, where Ag is a part of a consistent second derivative
operator D fulfilling the relations in (39), § # 0 is a scalar parameter and Ey is an all-zero
matrix except for the element (Eg)o.0 = 1. The inverse of XS is ZEI = J/§ + Ko, where J
is an all-ones matrix and K is a matrix that does not depend on 8. A consequence of this
structure is that the corners of M~ =SA El ST are independent of 8, such that

qozegM_leo, gN :e{,M_leN, qc :egM_leN :e{,M_leo. (60)

Proposition 1 is proved in “Appendix C”. In Table 1 we provide the value of ¢ for all
second derivative operators considered in this paper. The wide-stencil operators are given
by D, = D%, where D; has the order of accuracy (2, 1), (4, 2), (6, 3) or (8,4), paired
as (interior order, boundary order). For these operators, the g values are obtained directly
from the matrix H. For the narrow-stencil operators, the ¢ values are computed according
to Proposition 1. All examples in Table 1, except the narrow (2, 0) order operator, refers to
operators given in [13]. Note that for some of the narrow-stencil operators ¢ varies slightly
with N, see “Appendix C”.

Remark 12 The SBP operators with interior order 6 or 8 have free parameters, and if those
parameters are chosen differently than in [13], that will affect g.

Remark 13 The quantity ¢ has nothing to do with dual consistency, but indicates how the
penalty should be chosen to give energy stability. As an example, consider solving the scalar
problem presented below in (62) with Dirichlet boundary conditions, using the scheme (64).
Using the same technique as in Sect. 3.3, we find that the stability demands for the (left)
penalty parameter (o, in three special cases of v, are
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Dual consistent (see Eq. (65)) Vg = —¢ no < —aj2 —eq
Method 1 (dual inconsistent) vog =0 no < —aj/2 —eq/4
Method 2 (dual inconsistent) Vg =¢ no < —a/2.

The two latter approaches are frequently used but they do not yield dual consistency.

5 Examples and Numerical Experiments

In this section, we give a few concrete examples of the derived penalty parameters and
perform some numerical simulations. We demonstrate that these penalty parameters give
superconvergent functional output not only for the wide second derivative operators but also
for the narrow ones. The following procedure is used:

(i) Consider a continuous problem formulated as (30), where G;, = K€ and Gr = K&
are required. Identify .4 and By, B according to (32).
(ii) Factorize Aas A=Z A Z', according to (6), where Z must be non-singular.
(iii) Compute Py and Pg. From (10) we see that Py is the first my x m part of B z '
and that Pp is the last m_ x m_ part of ERZ’T, as

B.Z " =[PL Om,.m PLRL], BrZ " =[PxrRg Om_m, Pr]- 61)

(iv) The problem (30) is discretized in space using the scheme (38). Rearranging the terms
in the scheme yields U; + LU = RHS, where L is given in (58), and where

— ——1
RHS=F —H (eo®@uo+STeo@vo)gr —H (ex @ un + STeny ® vn)gr.

The penalty parameters g, Vo, n and vy are specified in Theorem 2.

(v) If Yy = 0, we have a stationary problem and the linear system LU = RHS must
be solved. For the time-dependent cases, we use the method of lines and discretize
U, + LU = RHS in time using a suitable solver for ordinary differential equations.

Remark 14 When we have a hyperbolic problem, step (i) is omitted and step (iv) is modified
such that the scheme (11) is used with penalty parameters given in Theorem 1.

In the simulations, we are interested in the functional error E = J(U) — J(U), where
JU) =G, U), J(U) = (G,U), and G,(t) = G(x;, t), but of course also in the solution
error e, where e;(t) = U;(t) — U(x;, t). We also investigate the spectra of L, that is the
eigenvalues A; of L, with j = 1,2,...,n(N + 1). Here we are in particular interested in
the spectral radius o = max;(|2;|) and in n = min; (9 (A;)). For time-dependent problems
pAt < C is a crude estimate of the stability regions of explicit Runge—Kutta schemes, and
thus p can be seen as a measure of stiffness. The eigenvalue with the smallest real part,
n, determines how fast a time-dependent solution converges to a steady-state solution, see
[14]. Ideally, the penalties are chosen such that the errors and p are kept small while 7 is
maximized. For steady problems or when using implicit time solvers, other properties (e.g.,
the condition number) might be of greater interest.

We start by investigating the scalar case in some detail, then give an example of a system
with a solid wall type of boundary condition.
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5.1 The Scalar Case

Consider the scalar advection-diffusion equation,

U + ally — ey =F, x €[0,1],
o, U+ B, U =g1L, x=0, (62)
o U+ B Uy =gr, x=1,

valid for ¢+ > 0, with initial condition ¢ (x, 0) = Up(x) and where ¢ > 0. Using (32) yields

A:[_S 0], BL=[e, B, ]. Br =g B ]-
In this case, the factorization of the matrix A can be parameterized as
B o _7 atw a—w i 0 atw a—w T
A=ZAZ :[g %j] o [g 2;3} (63)
S1 52 —52 S1 52

with @ > 0. In particular, if ® = va? + 4&2 and if 312,2 = w(w % a)/2, then the above
factorization is the eigendecomposition of .A. The discrete scheme mimicking (62) is

Ui +aDU —eDyU = F + H ' (oeo +v0ST eq) (, Uo + B, (SU)o — g1) o
+ H N(uyen +vnSTen) (2, Uy + B (SU)N — gr) -

To compute the penalty parameters, we need P; and Pg. They are given by (61), as P; =
S (a, +B,%2) and Pp = —2 (o, + B, %2). Theorem 2 now yields

w 2e
—3° —qe —e
no = — s Vo = — s
a, + B, 5" —ab, a, + B, 5% —ab, (65)
a;w —qe e
UN = . vy = .
ap + B3 +aby ap + B3 +aby

Formally 0 < @ < oo is necessary (since in the limits Z becomes singular), but as long as
the number of imposed boundary condition does not change or the penalty parameters go to
infinity, we can allow 0 < w < oo.

Remark 15 For Dirichlet boundary conditions we have o, , = 1 and 8, , = 0. Translating

the penalty parameters for the advection-diffusion case in [1] to the form used here, it can

be seen that they are exactly the same. If we instead have o, = ‘a‘;“, B, = —¢ at the left

_ lal=a

boundary and o, = “=5—, B, = ¢ at the right boundary, we have boundary conditions of a
low-reflecting far-field type. In the limit @ — oo, we obtain pg = —1,v9 =0, uy = —1
and vy = 0. This particular choice corresponds to the penalty ¥ = —1 used in [2,3] for
systems with boundary conditions of far-field type.

Remark 16 If ¢ = 0 in (62) we get the transport equation, and then only one boundary
condition should be given instead of two. That means that the derivation of the penalty
parameters must be redone accordingly. See [1], where this case is covered.

Remark 17 The results can be extended to the case of varying coefficients. Consider the
scalar diffusion problem U; — (eUy), = F, where e(x) > 0, with Dirichlet boundary
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conditionsatx = Oandx = 1. Following [12], we define a narrow-stencil operator mimicking
d/0x(ed/dx) as

Dé” = H! (—Ag‘?) + (e(1)Ey — 8(0)Eo)5>

where A(SE) is symmetric and positive semi-definite. It is assumed that Dés) = ¢D;, holds
when ¢ is constant. The discrete problem becomes

U -DYU=F+H" (Moeo + voSTeo) (Uo - g1)
+H! (uNeN + vNSTeN) (Un — gr) -

The continuous problem is self-adjoint, so for dual consistency L* = H-'LTH = L is
needed, which is fulfilled if vo = —&(0) and vy = &(1). Moreover, using A(SE) > EminAs,
where epin = minye[o,1] €(x), it can be shown that the discretization will be stable if we
choose g < —g;fﬁs(O)2 and uy < —ﬁe(l)z. The superconvergence for functionals has
been confirmed numerically and the resulting “best” choices of o and py are similar to
what we obtain in the constant case considered below.

5.1.1 The Heat Equation with Dirichlet Boundary Conditions

We consider the heat equation with Dirichlet boundary conditions, i.e., problem (62) with
a=0,a, , =1and B, , = 0, which we solve using the scheme (64), with the penalty
parameters given by (65). To isolate the errors originating from the spatial discretization, we
first look at the steady problem. Thus we let &, = 0 and solve —U,, = F(x) numerically.
The resulting quantities p and 7, the solution error || e||,, and the functional error |E| are given
(as functions of the factorization parameter ) in Fig. 1. The spectral radius p grows with w,
so we do not want @ — 00. On the other hand, the decay rate n shrinks with @ so @ — 0
should also be avoided. The errors tend to decrease with increasing w (the errors naturally
varies slightly depending on the choice of F and G, but the example in Fig. 1 shows a typical
behavior). Thus the demand for accuracy is conflicting with the demand of keeping p small
(the aim to maximize 7 is met before the aim to minimize the errors and is therefore not a
limiting factor in this case). Empirically we have found that a good compromise, which gives
small errors without increasing the spectral radius dramatically, is obtained using w ~ ge.

From this example, we make an observation. If we use the eigenfactorization, ® =
v/a? + 4g2 = 2. However, in Fig. 1 we see that that choice is not especially good, since
the errors then become much larger than if using ® = ge (i.e., o & 200 and w ~ 340,
respectively). In some cases, the difference in accuracy is so severe that the choice of fac-
torization parameter w affects the convergence rate. For the narrow operator with the order
(2, 0), the errors behave as | e||,, ~ h3/? when using @ ~ 1, whereas we obtain the expected
lell, ~ h? when using w ~ 1/h. Similar behaviors are observed also for narrow operators
of higher order, see below.

In Fig. 2a the errors || e, for the operators with interior order 6 are shown. For the narrow
scheme, the convergence rate is 4.5 when using @ = 2¢ and 5.5 when using @ = ge¢. For
the wide scheme, the order is 4 in both cases, but the error constant changes. In the 8th order
case, Fig. 2b, the convergence rates are not affected, but in the narrow case the errors are
around 2500 times smaller when using @ = ge¢. In this example, the functional errors are not
as sensitive to w as the solution errors. In the 6th order case, the convergence rates are slightly
better than the predicted 2p = 6, both for the wide and the narrow schemes, see Fig. 3a. For
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10'° . . 10'°
—o—max(TAl) —o—max(IAT)
-A-min(Re(\)) —A-min(Re()))
—+—Solution error —+—Solution error
—¥—Functional error —%—Functional error
10%; 10°
4 J
10° 10%
| 4
) L L
-5 -5 r
10 - - 10 - -
10" 10° 10* 108 107 10° 10* 108
Factorization parameter w Factorization parameterw
(a) (b)

Fig. 1 Properties of L and errors when solving —Uy, = F(x) with Dirichlet boundary conditions. The
number of grid points is N = 64, the second derivative operator is either wide or narrow and is 6th order
accurate in the interior. Here U (x) = G(x) = cos(30x). a Wide-stencil operator. b Narrow-stencil operator

10° - 10° -
+-Wide, w=2¢ +-Wide, w=2¢
—+—Wide, w=qe e —+—Wide, w=qe
o-Narrow, w=2¢ ©-Narrow, w=2¢
0l —o—Narrow, w=Qqe 0| —o—Narrow, w=qe
_ 10 . 10
e e
@ 5]
5§ 10° § 10°
= =
@ @
1070¢ 10710
-15 -15
10 - - 10 - -
10° 102 10° 10* 10° 10? 108 10*
Number of grid points N Number of grid points N
(@) (b)

Fig. 2 The error ||lel|,; , for —Uxx = F(x). The exact solution is U = cos(30x). a Interior order 6. b Interior
order 8

the 8th order case, see Fig. 3b, the convergence rates are in all cases higher than 2p = 8.
Thus the derived SAT parameters actually produce superconvergent functionals, also for the
narrow operators.

Remark 18 For the time-dependent case, i.e., the actual heat equation, the superconvergence
is confirmed both when using Dirichlet and additionally when using Neumann boundary
conditions. This is presented in “Appendix D”.

5.1.2 The Advection—Diffusion Equation with Dirichlet Boundary Conditions

For simplicity we consider steady problems again, this time aldy = el + F. That is, we
solve (62) using the scheme (64), both with omitted time derivatives. The penalty parameters
for Dirichlet boundary conditions are given in (65) withe, , = 1 and 8, , = 0.

First, we take a look at an interesting special case, namely when F = 0. Then the exact
solution is U(x) = c1 + cyexp (ax/e), where the constants ¢ and ¢ are determined by
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© ©
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© ©
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T 10 L 4410
R [ 10
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Fig. 3 The functional error |E|, using the weight function G(x) = cos(30x). a Interior order 6. b Interior
order 8

the boundary conditions. For ¢ « |a| the exact solution forms a thin boundary layer at
the outflow boundary, which for insufficient resolution usually leads to oscillations in the
numerical solution. This can be handled by upwinding or artificial diffusion (see e.g., [16]).
Here we will instead use the free parameter  in the penalty to minimize the oscillating
modes (the so-called 7r-modes).

We start with the wide second derivative operators. The ansatz U; = k', inserted into the
interior of the scheme (64), gives (for the second order case) a numerical solution

~ o~ S e ha h2a?
U; =¢1 + o (—1)" 4+ C3k5 + Caky, k3y4=?:i: ST+].

Thus there exist two modes with alternating signs, ¢3(— 1) and F4ki. However, one can show
that the choice w = |a| leads to ¢ = 0 and to ¢4 being small enough compared to ¢3 such
that U; is monotone. Empirically we have seen that this nice behavior holds also for the wide
schemes with higher order of accuracy. In Fig. 4 the result using the scheme with interior
order 8 is shown. The solution obtained using @ = |a| shows no oscillations in the interior,
even though the grid is very coarse (the small over-shoot that can be observed close to the
boundary layer when w = |a| has nothing to do with the 7-mode since it is in the zone
where the stencil is modified due to the boundary closure). Moreover, this particular choice
of factorization gives functional errors almost at machine precision (although it should be
noted that this is a special case since F(x) = 0 and G(x) = 1).

For the narrow-stencil schemes, the existence of spurious oscillating modes depends on
the resolution. In the second order case, the interior solution is

x = (l4ah/Qe)Y
Ui = 1+C2<71—ah/(28)> )

which has an oscillating component if |a|k/(2¢) > 1. With very particular choices of the
penalty parameters this component can be canceled (for the operators with order (2, 0) and
(2, 1) itis achieved using w = |a|/(1 — %) and w = |a|(1 — ﬁ)/(l - %)2, respectively)
such that the numerical solution becomes constant. As soon as |a|h/(2e) < 1, this mode
should not be canceled anymore, but how to do the transition between the unresolved case
and the resolved case is not obvious. For the higher order schemes the @ which cancels the
oscillating modes are even more complicated and in some cases negative (i.e., useless). In
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Fig. 4 We solve ally = elyxx witha = 1, ¢ = 0.005 using the wide-stencil scheme with interior order 8. a
The solutions, when the number of grid points is N = 16. b The solution errors ||e[|;; and functional errors
|E|. The weight function is G(x) = 1
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Fig.5 Wesolve aldy = eldyx +F (x) with Dirichlet boundary conditions and with&/(x) = G(x) = cos(30x).
The number of grid points is N = 64, the interior order is 6. a Wide-stencil operator. b Narrow-stencil operator

short, these particular, canceling choices of w are not worth the effort. Instead, we recommend
to use w ~ |a| + ge for the narrow-stencil operators, see below.

The above results were obtained under the assumption F = 0. Next, we use a forcing
function F such that the exact solution is U (x) = cos(30x). The resulting errors, together
with p and 7, are shown in Fig. 5 fora = 1 and ¢ = 107°. Clearly, w ~ |a| is still a good
choice since the errors are small, p is not too large and 7 is maximal. For ¢ >> |a|h the curves
are more similar to those in Fig. 1, and w = |a| + g¢ will be a better choice. In the transition
region ¢ ~ |a|lh we sometimes observe order reduction. This can be seen in Figs. 6 and 7
for the schemes with an interior order of accuracy 6. Figure 6 shows the convergence rates
when ¢ = 0.1, which is large enough for the numerical solution to be well resolved. For the
narrow scheme, we see an improved convergence rate for the solution error if w = |a| 4+ g¢&
is used. The functional output converges with 2p = 6 for all schemes. Figure 7 shows the
convergence rates when ¢ is decreased to 10~%, such that the numerical solution is badly
resolved. For all schemes, except the wide scheme with the particular choice w = |a|, we
see a pre-asymptotic order reduction of the functional.
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Fig. 6 The inner order of accuracy is 6, U (x) = G(x) = cos(30x),a = l and ¢ = 0.1
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Fig. 7 The inner order of accuracy is 6, U (x) = G(x) = cos(30x),a = l and ¢ = 10~4

We conclude that the penalties in Theorem 2 yields superconvergent functionals for the
advection-diffusion equation with Dirichlet boundary conditions—in the asymptotic limit.
In the special case when having the wide scheme with @ = |a| we even get superconvergent
functionals in the troublesome transition region.

Remark 19 In this case the adjoint problem is —aV, = &V, + G with (homogeneous)
Dirichlet boundary conditions. For a general G, the solution has a thin boundary layer when
& K |a| and the discrete solution will be non-smooth for coarse grids (except for the wide
scheme with w = |a|). If the functional coincidentally is chosen such that V' is “nice”, then the
dual problem can be resolved even for coarse meshes. When we instead of G(x) = cos(30x)
use for example G(x) = —alm cos({mx) + €272 sin(fxrx), which has the solution V =
sin(¢wrx) if £ is an integer, then the functional in Fig. 7 converges with a clear 6th order of
accuracy for all four schemes.

5.1.3 Functionals Including Boundary Terms

Consider solving the heat equation with one Dirichlet boundary condition and one Neumann
condition, i.e., (62) witha = 0,«, =1, 8, =0, a, = 0 and B, = 1. If we are using the
wide scheme, we can discretize the above problem as a system, by approximating &/ by U
and U, by W as in (67). We use the factorization suggested in (63) to compute the penalty
parameters oy, 7o, o and Ty and obtain the wide semi-discrete scheme
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Fig. 8 Errors when solving —Uyx = F(x) using the schemes with interior order 8. The exact solution is
U = cos(30x) and the functional is J () = U|y=1 + elx|x—=0. a Solution error | el|,, . b Functional error
|E|

~ _ w _ ~
Ui —eDiW =F—H eo (Up—g1) — H ene(Wy = gp),
= -1 o1 28
W=DU+H "ey(Up—grL)— H eN;(WN_gR)-
Now assume that the functional of interest is

1 1
T = / G\l dx + / Golly dx + alllx—1 + Pelllx—o.
0 0

Withel = [U”, Ul |" we identify @ = [0, e ] and ¥ = [a, 0] in (28). Next, using (29)
with Py = s1/w, Pgr = —s»/(2¢) and Z4 given in (63), we obtain

JU, W) =G HU + GTHW +aU o 2 Bo
, =G 2 aUy + BeWp w(WN gRr) + 2(Uo gL).

This is the time-dependent and constant coefficient version of (3.11)-(3.14) in [9] (their
penalty corresponds to using w = 2 at the left boundary and w = oo at the right boundary).

We choose G| = G = 0 and B = o = 1 such that J(U) = U|y=1 + ely|x=0 (We
consider the steady case, solving —Uy, = F(x)). Although the penalty-like correction terms
are derived for the wide scheme, they work for the narrow-stencil scheme as well, with VT/(), N
replaced by Vhl;o, n from (49). This can be seen in Fig. 8 where we show the result when using
the schemes with 8th order inner accuracy and where we by w = {2, oo} refer to the penalty
choice used in [9].

Remark 20 When using the wide scheme, the fol GoU, dx-part of the functional is approxi-
mated by G2T HW. However, in the narrow case the corresponding W' in (47) is not uniquely
defined (since M and S are not unique), only Wy » are. How this kind of functionals best
should be approximated is not investigated here, but one workaround is to simply consider

[GU1) — [ (G2)2U dx instead of [} Goldy dx.

5.1.4 Reflections From the Scalar Case

From what we have seen from the numerical experiments so far, the best choice of the
factorization parameter w is not only dependent on the continuous problem at hand (i.e., the
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parameters a and ¢ and the type of boundary conditions), but also on numerical quantities,
such as the grid resolution and if the stencils are wide or narrow. In some cases the factorization
has almost no impact, sometimes it makes the system at hand extremely ill-conditioned or
even changes the order of accuracy of the scheme.

In the scalar case it is rather straightforward to optimize with respect to the single fac-
torization parameter w, but for systems this task becomes non-trivial and one might have to
settle for the factorizations at hand. Nevertheless, we note that the eigendecomposition is not
necessarily the best factorization and that it could be worth searching for other options. With
that being said, next we consider a system and use nothing but the eigendecomposition for
constructing the penalty parameters.

5.2 A Fluid Dynamics System with Solid Wall Boundary Conditions

The symmetrized, compressible Navier—Stokes equations in one dimension (with £2 = [0, 1])
with frozen coefficients is given by (30), with

uao 000 0
A=|aub |, E=¢e| 090 |, U= u |,
0bu 00 ¢ T

where the constants i, a, b, €, ¢ and ¢ denote suitable physical quantities and where o, # and
T are scaled perturbations in density, velocity and temperature. Let # < O and ¢, ¢, ¥ > 0.
In this case, two boundary conditions should be given at the left boundary and three at the
right boundary. We impose solid wall boundary conditions (a perfectly insulated wall) at the
left boundary, that is u(0, t) = T (0, t) = 0. At the right boundary, we impose free stream
boundary conditions of Dirichlet type, as U(1, t) = Uso. These boundary conditions give a
well-posed problem. The boundary operators are

100 000
ne=oo0] 9=|00] He=[010|. Ge=|000
001 000

These boundary conditions can not be rearranged to the far-field form and therefore the
penalty used in [2,3] can not be applied. We identify A, B, and By according to (32), and
factorize A using the eigendecomposition. The dual consistent penalty parameters are now
described in (43), with

000
00 0

Kr = , Kr=1]000

L |:001/(81/f):| R 000

As a comparison, we use the alternative penalty parameters (cf. Method 2 in Remark 13)

—a 0 00 iia0 00 0
fo=| 00|, To=|ep0]|, an=]0a0]|, Sy=|0-2¢ 0
—bey 00 0bi 0 0 —ey

which give stability (they are chosen such that the boundary terms in (45) are non-positive
for zero data) but they do not fulfill the demands for dual consistency.

In the numerical simulations we use the exact solution o = cos(7x), u = sin(13x) and
T = cos(30x) and as weight functions we use G(x) = [1, 0, 017, G(x) = [0, 1, 0]” and
G(x) = [0, 0, 177 (such that one functional output is obtained for each variable). Figure 9
shows the resulting errors when using the schemes with interior order 6. In the wide case, the
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Fig. 9 Solution errors, for it = —0.5,a = 0.8, b = 0.6, ¢ = 1, y = 2, ¢ = 0.01. The interior order is 6. a
Wide-stencil operator. b Narrow-stencil operator
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Fig. 10 Functional errors, foru = —0.5,a = 0.8, b = 0.6, ¢ = 1, ¥ = 2, ¢ = 0.01. The interior order is 6.
a Wide-stencil operator. b Narrow-stencil operator

solutions do not differ much. In the narrow case, the dual consistent solution converges one
half order slower than the dual inconsistent one (order 4 for ¢ and 4.5 for u, T compared to
4.5 for o and 5 for u, T), but the result is still as good as in the wide case. Moreover, recall
that in the scalar case the order could be improved by choosing another factorization than
the eigendecomposition, see Fig. 6a. In Fig. 10 we see that the functionals convergence with
the expected 6th order for both the dual consistent schemes, whereas the dual inconsistent
schemes yield 5th order.

The diffusion parameter is decreased from & = 0.01 to & = 10~ and the resulting errors
are shown in Figs. 11 and 12. Now the solution errors obtained using the dual consistent
schemes are slightly better than the ones obtained using the dual inconsistent schemes, but
the difference is small, see Fig. 11.

For the functional errors the difference is more pronounced, see Fig. 12. In the wide case,
the dual consistent scheme produces a perfect convergence rate of almost 7. This behavior was
observed already in the scalar case, when the factorization parameter was chosen exactly as
® = |a| (which for small amounts of diffusion is very close to the eigendecomposition). For
the narrow-stencil schemes the dual consistent scheme still produces smaller errors than the
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Fig. 11 Solution errors, foru = —0.5,a = 08,0 =0.6,9p =1, =2, = 10~°. The interior order is 6. a
Wide-stencil operator. b Narrow-stencil operator
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Fig. 12 Functional errors, foru = —0.5,a = 0.8, =0.6, 9 =1,y =2,¢ = 1070, The interior order is
6. a Wide-stencil operator. b Narrow-stencil operator

dual inconsistent scheme, but the order is reduced to 3 (a pre-asymptotic low-order tendency
seen already in Fig. 7 in the scalar case).

Extrapolating from the scalar case, we assume that it could be worth searching for better
penalty parameters for the narrow-stencil schemes when having diffusion dominated prob-
lems. However, for convection dominated problems the wide scheme with a factorization
close to the eigendecomposition is hard to beat.

6 Concluding Remarks

We use a finite difference method based on summation by parts operators, combined with
a penalty method for the boundary conditions (SBP—SAT). Diagonal-norm SBP operators
have 2 p-order accurate interior stencils and p-order accurate boundary closures, which limits
the global accuracy of the solution to p 4 1 (or p + 2 for parabolic problems under certain
conditions). Recently, it has been shown that SBP—SAT schemes can give functional estimates
that are O(hP). To achieve this superconvergence, the SAT parameters must be carefully
chosen to ensure that the discretization is dual consistent.
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We first look at hyperbolic systems and derive stability requirements and duality con-
straints for the SATs. Then we present a recipe to choose these SAT parameters such that
both these (independent) demands are fulfilled. When wide-stencil second derivative oper-
ators are used, the results automatically extend to parabolic problems. We generalize the
recipe such that it holds also for narrow-stencil second derivative operators.

The 2 p order convergence of SBP-SAT functional estimates is confirmed numerically for a
variety of scalar examples, as well as for an incompletely parabolic system. For low-diffusion
advection-diffusion problems, the superconvergence is sometimes seen first asymptotically.
Generally speaking, the narrow-stencil schemes are better for diffusion dominated problems
whereas the wide schemes are preferable for advection dominated problems.

In most cases the derived dual consistent SAT parameters have some remaining degree of
freedom. The free parameters can be used to improve the accuracy of the primary solution
or to tune numerical quantities such as spectral radius, decay rate or condition numbers.
Optimal choices of the SAT parameters are suggested for the scalar problems, however, to
do the same for systems is considered a task for the future.

Acknowledgements The author would like to sincerely thank the anonymous referees for their valuable
comments and suggestions.

Appendix A: Reformulation of the First Order Form Discretization

We derive the scheme (33) with penalty parameters (35), using the hyperbolic results.
Step 1: Consider the problem (31), which is a first order system. We represent the solution

U by a discrete solution vector U = [Ug, UIT, e U;]T, where U;(t) ~ U(x;,t) and
discretize (31) exactly as was done in (11) for the hyperbolic case, that is as
(IN®TDU,+ Uy @R)U + (D1 @ AU =F + (H 'eog ® Z0)BLU o — g1)

. — (66)
+(H ey @ Xn)(BRUN — gR).

As proposed in Theorem 1, we let ¥ ¢ = —Z+Z+ITL_1 and Xy = Z_Z/_\I?R_I.
Step 2: We discretize (30) directly by approximating &/ by U and U, by W. We obtain
Ui+ (D1 @ AU — (D1 ®EW =F + (H e ® o) (HLUo + G Wo — g1
+ (H 'en ® o) (HRUN + Gr Wy — gR) ,

(IN®EW — (D1 ®EU = (H 'eo ® 1) (HLUo + G Wo — g1
+ (H ey ® tv) (HrRUN + GrWy — gR) -

(67a)

(67b)

Ifx,= [(IOT, ‘L'OT]T and X'y = [alc, ‘L'K;]T, then (67) is a permutation of (66).

Step 3: The scheme in (67) is a system of differential algebraic equations, so we would like to
cancel the variable W and get a system of ordinary differential equations instead. Multiplying
(67b) by D = (D ® I,,) and adding the result to (67a), yields

Ui+ (D@ AU — (DI ®EU =F + (H 'eg ® o9+ Di1H 'eg @ 10) Xo
+ (H’leN oy +DiH ey ® 'CN) XN
where

%o =HUo +GrLWo — g1, v = HrUy + GrWy — gr. (68)
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Next, using the properties in (12), together with the fact that H is diagonal, we compute
DiH " eg = H7' (<G Iy = D] Jeo.  DiH™'ey = H™' (G1y = D[ ) en,
where g is the scalar § = el H'eg = e}, H ey given in (37). This yields
U+ (D1 @ AU — (D} @E)U =F + 7 (eo ® (00 —q10) — D eg ® ro) X0
+ 7 (eN ® (o8 +Gv) — Dl en ® TN) XN
(69)
\iv\here H = (H ® I,,). However, the boundary condition deviations xo and ¥ still contain
W, so we multiply (67b) by (eg ® I,) and (e;, ® I,), respectively, to get
EWo — EDU)o = Gro%o, EWn — EDU)N =GTn XN (70)
Next, we need boundary condition deviations without W, and define
& =HLUo+GL(DU)o — gL, &y = HrUy + Gr(DU)N — gr.
Recall that G g = K gE. Using (70), we can now relate /S\O,N above to oy in (68) as
&0 = (I, — 7 KL70)0, & = (In_ = KrTn) I, (71)

where I,,, and I,_ are identity matrices of sizes corresponding to the number of positive
(m4) and negative (m_) eigenvalues of A, respectively. Inserting xo y from (71) into (69)
allows us to finally write the scheme without any W terms and we obtain (33), with

o = (60 — q70) (I, —gKpm)!, Vo = =10, -gKrm) 72)

-~

iy = (on +qtn)Um —q Krn) ™', oy = —tv(n —q Krn) ™'

From Step 1 and 2 we know that

[ao] _ [zia.p! [GN} [za P!

70 ZA, P, | TN ZuA Py |

where Z| 5.3 4 are given in (36). Inserting the above relation into (72), we obtain the penalty
parameters presented in (35).

Appendix B: Validity of the Derivations and Penalty Parameters in
Appendix A

The following Lemma will prove useful:

Lemma 1 (Determinant theorem) For any matrices A and B of size m X n and n X m, respec-
tively, det(l,, + AB) = det(I, + BA) holds. This lemma is a generalization of the “matrix
determinant lemma” and sometimes referred to as “Sylvester’s determinant theorem”.

Proof Consider the product of block matrices below:
Iy O\(In+AB A\ (I, O\ (I, A
B I, 0 I,J\-B1I,)  \O0 I, + BA)
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Using the multiplicativity of determinants, the determinant rule for block triangular matrices
and the fact that det(/,,) = det(l,,) = 1, we see that the determinant of the left hand side is
det(l,, + AB) and that the determinant of the right hand side is det(/,, + BA). ]

When (67) in “Appendix A” is rewritten such that all dependence of W is removed, we
rely on the assumption that we can extract (Iy ® 5)‘7‘7 from (67b) and insert it into (67a).
Intuitively we expect this to be possible, since (67) is in fact (although indirectly) a consistent
approximation of (30). To investigate this more carefully, we multiply (67b) by (H ® I,,) and
move all W dependent parts to the left hand side (recall that G; g = Kp rE). This yields

(H®I,) — (Eg ® 10K1) — (Ex ® Ty Kr) (Iy ® E)W = (0 ® )U
+(eo ®T0)(HrLUo — g1)
+ (en ® TtN)(HRUN — gR)-

We see that we can solve for (Iy ® S)W if the matrices Ho oI, — 1o K and Hy y I, —tv Kr
are non-singular. From “Appendix A” we know that

10 =—-Z24, P, v =Z4A_Py

that is, we need I, + 21\222_‘_}7{1 Ky and I, — 21\242_}71;1 KCr to be non-singular (note
that g = 1/Hpo = 1/Hn n for diagonal matrices H). According to Lemma 1 above, we

have
(751) det ( L)

det (I, ~GZ4A_Pg ' Ki) =det (In_ ~G Py KrZsA_) =det (Py ') det (Zx).

)

det (I, +3 228, P Ki) =det (I, +P, ' KiZ24,) =d

That is, we can solve for (Iy ® E)W in (67b) if the matrices Z L.r are non-singular, where
E L r are nothing else than the matrices that shows up in the penalty parameters in (35). So,
we are thus interested in the regularity of the matrices

-~

EL=PL+qKLZA,,

r=Pr—qKrZsA_,

(1))

which are inverted in (35)—or if ¢ is replaced by ¢ we consider & g from (43). Below
we show that &, is non-singular for well-posed problems. First, using (6), (32) and (36) we
obtain

5-T

[—€0un]Z " =[Z2A4 Opmg ZsA_ ]

and realize that the matrices Z» and Z4 scales with £ as Z, = & Z and Z4 = & Z;, where

Zi=[10.,) 27" [ 7 A Zi=n 0,27 [P At

O(mfer),mJr —dm_

Secondly, using (10), (32) and (36) leads to G, = Py (ZZT + Ry ZZ) and we can rewrite §L
as

= (5T 5 5T\ o5 =
EL=P(ln.+7 (%" + RZ")eZ24,).

where we have used that G;, = K1 £. Now Lemma 1 yields det(EL) = det(Py)det (),
where Y = I, —|—21\€1/2ZZ+ (ZT +ELZT)€1/2 and where we by EV2 referto the principal
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square root of £. The permutation matrix Py, is invertible but 7" must be checked. Thus we
compute

YT =1+ A (7 + RZT) e (Z+ ZaR) A7 €
+3€ 2 (Z+ ZRy) 8, 5" + A, (Z" + RUZLT)) €'
Next, thanks to the condition for well-posedness, CL=A_+ E{Z +§ 1 < 0, we obtain
~ — ~7\T — ~ — o~
0=(Z"+RZ") a.(Z" +RZ)
== =T 5 =T— =T o~ = 5T  5=T- = 5T
= ZzAJrZz +Z4R; A Zy + ZQA+RLZ4 + Z4RLA+RLZ4
< 20,2 + ZiR,A, 2y + A R Zd - ZaA 74"
Inserting this into TY'T above, gives (recall that § is positive)
T ~2el25 7% (7T | 5 5T > 75\ 7 T2
YY" 2L +q /" ZA, \Zy +RLZy )E\Zo+ ZaRy )AL Zy &
136V (B3, 5"+ ZA T ) e

We now let £ = X AXT be the eigendecomposition of £, with—for simplicity—the eigen-
values sorted as A = diag(Ay, Ag), where A, > 0 and Ag = 0. Furthermore, we denote

&N @3j|

T (o= =T , >~ ~T) _
X" (%4, 7" + 748 7, X_|:@2 o,

where @ and @4 have the same sizes as Ay and Ag, respectively. Using (32), (36) and (7)

leads to ZQZ+Z§ + 242_21 =0, thatis

0=2,4,7) + 74 7, = ¢ (ZA, 5 + 748 7 ) e = x [A+%1A+ 8} X7,

which means that @; = 0 must hold. This in turn leads to
. . /2, 4172
g2 (22A+ZQT + Z4A,Z4T) 12— x [A+ %1A+ g] xT =0,
where we have used that £'/2 = X A'/2XT  Thus YT is non-singular, since
T ~2ol)25" % (5T | 5 5T > L7\ 7 ZTo12
YT 2 1,4+ P54, (B + R ) e (Z+ ZaRy) A2 € 2 1 > 0,
It follows that 7" is non-singular, since rank(YY7T) = rank(Y"), and consequently so is

g L, since det(§ 1) = det(P)det (T). The same derivations can be repeated for the right
boundary.

Appendix C: Proof of Proposition 1 and Examples of ¢

In Proposition 1 we claim that the inverse of A s = As+68 Eqhas the structure XEI =J/5+Ko
and that the corners of M~ = § Xgl ST are independent of 8. We prove this below.
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Proof First we make sure that A g is non-singular. By numerically investigating the eigenvalue
of Ag which is closest to zero, we see that (for all operators in this paper) it scales almost as
c(8)/ N, where c(§) is nearly independent of the operator and where ¢(§) = 0 only if § = 0.
‘We now show that the inverse of A~5 is J /8 + K. We denote the parts of Ag, A s, Ko and J

T T T T
aa ~ a+da 00 11
P S R ] R 1Y 21 A Fel

whereaand1 =[1, 1, ..., 1]7 are vectors and A and J are matrices of size N x N. Since

Ag consists of consistent difference operators, it yields zero when operating on constants.
Therefore, AgJ = 0 (because J is an all-ones matrix) and a+ A1 = 0. Note that the relation
a+ Al =01leadsto[a A] = AB, where B =[—1 I ]isan N x (N + 1) matrix of rank
N, in which case it holds that rank(AB) = rank(A). Moreover, since AVS is non-singular,
[a A] musthave full rank N. Hence rank(A) = rank(AB) = N, i.e., A has full rank N and
is invertible. Next, due to the structure of K, we know that Ey Ky = 0. Thus we have

1aTA- 417
(As+6Eo)(J/6+Ko)=A5K0+E0J=[Oa 1‘+ ]:1.

In the last step we have used that a” + 17 A7 = 07 and that A is symmetric.

The first and the last row of the matrix S are consistent difference stencils. We can thus
write S = [so, x,sy]7, where the vectors so_y have the property sg’ ~J = 0. The interior
rows of S are marked by a x because they are not uniquely defined. We compute

_ _ SOTKOSO X ngosN
M~ =SAS'ST =S5 (/8 + Ko) ST = X X X
sﬁKoso X s{,KosN

We see that the corner elements of ! are independent of §. We conclude that if S is defined
such that it is non-singular, the constants in (42) can be computed using (60). O

As an example, consider the narrow (2, 0) order operator in Table 1, specified by D, below
and associated with the following matrices H and S

00 1/2
: 1-21 1
Dz:ﬁ — , H=h . ,
1 =21 1
00 1/2
(73)
—11
X X X X X
S—l
T h

X X X X X
—11
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Using (73) and (39) we obtain A such that we can compute K¢ and M~ as

00... O 0 1 x...x0
or1... 1 1 X X ... X X

~ 1
Ko=h|: i S M_lzﬁ . :
01...N—1N-1 X X ...X X
01...N—1 N 0 x...x1

In this case we get g0 = gy = 1/h and g. = 0, such thatg = 1/h.

In addition to the operator discussed above, we use the diagonal-norm operators in [13].
For the higher order accurate operators found in [13], ¢ varies with N. For example, for the
narrow (4, 2) order accurate operator, we have

N qoh qch qh

8  3.986350339808304 0.000041141179445 3.986391480987749
9 3.986350339313381 0.000002953803786 3.986353293117168
10 3.986350339310830 0.000000212073570 3.986350551384400
11 3.986350339310817 0.000000015226197 3.986350354537014
12 3.986350339310817 0.000000001093192 3.986350340404008

Since the values do not differ so much, it is practical to use the largest value, the one for
N = 8, regardless of the number of grid points.

Appendix D: Time-Dependent Numerical Examples

For simplicity we mainly consider stationary numerical examples. Below we give a couple
of examples confirming the superconvergence also for time-dependent problems.

The Heat Equation with Dirichlet Boundary Conditions

We consider the heat equation. We solve U; = elly, + F(x,t) with ¢ = 0.01 and the exact
solution U(x, t) = cos(30x) + sin(20x) cos(10¢) + sin(35¢). For the time propagation the
classical 4th order accurate Runge—Kutta scheme is used, with sufficiently small time steps,
At = 107%, such that the spatial errors dominate. In Fig. 13 the errors obtained using the
narrow (6, 3) order scheme are shown as a function of time.

The corresponding spatial order of convergence (at time ¢ = 1) is shown in Table 2. The
simulations confirm the steady results, namely that both v = 2¢ and w = g¢ give supercon-
vergent functionals but that choosing the factorization parameter as w ~ ¢/ h improves the
solution significantly compared to when using the eigendecomposition.

The Heat Equation with Neumann Boundary Conditions

We solve Uy = ely, + F(x,t) again, but this time with Neumann boundary conditions,
and the penalty parameters are now given by (65) witha = 0, ¢ = 0.01, o, , = 0 and
B.x = 1. In contrast to when having Dirichlet boundary conditions, the spectral radius p
does not depend so strongly on  and therefore we can let ® — oo (we can use w = g¢
here too, it gives the same convergence rates as w = 00). In Table 3 we show the errors
and convergence orders (at time ¢+ = 1) for the same setup as in the previous section, that
is when solving using the 4th order Runge—Kutta scheme with Ar = 10~* and having the
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939

10°

Solution error

w=2¢, N=32
— — w=2¢, N=64
—w=2¢, N=128
----- w=0e, N=32
— -w=Qe, N=64
—w=qe, N=128
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0.4

0.6 0.8

Time t

Functional error

1072
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Time t

(b)

Fig. 13 Errors when solving the heat equation with Dirichlet boundary conditions, using the narrow (6, 3)
order scheme. a Solution error ||el|,, . b Functional error |E| with G(x) = 1

Table 2 The errors and convergence rates at = 1 for the narrow (6,3) order scheme, when using Dirichlet

boundary conditions

N w=2¢ w=qe

llell; Order |E| Order llellz Order |E| Order
32 0.480872 - 0.00258741 - 0.029297 - 0.00297573 -
64 0.048501 3.3096  0.00002704 6.5804  0.000790 5.2121 0.00002315 7.0064
128 0.003307 3.8743 0.00000038 6.1559  0.000017 5.5131 0.00000039 5.9055

Table 3 The errors and convergence rates at t = 1 for the narrow (6,3) order scheme, when using Neumann

boundary conditions

N w=2¢ w = 00

llelly Order |E| Order llell; Order |E| Order
32 0.480840 - 0.00286818  — 0.013312 - 0.00286818  —
64 0.048501 3.3095 0.00000621 8.8506  0.000282  5.5629  0.00000621 8.8506
128 0.003307 3.8743 0.00000005  7.0638  0.000006  5.6406  0.00000005 7.0638

exact solution U (x, t) = cos(30x) + sin(20x) cos(10¢) + sin(35¢) and the weight function
G = 1. We note that the convergence rates behaves similarly to the Dirichlet case.
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