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Abstract The aim of this paper is to present and study new linearized conservative schemes
with finite element approximations for the Nernst—Planck—Poisson equations. For the lin-
earized backward Euler FEM, an optimal L? error estimate is provided almost unconditionally
(i.e., when the mesh size /& and time step t are less than a small constant). Global mass conser-
vation and electric energy decay of the schemes are also proved. Extension to second-order
time discretizations is given. Numerical results in both two- and three-dimensional spaces
are provided to confirm our theoretical analysis and show the optimal convergence, uncondi-
tional stability, global mass conservation and electric energy decay properties of the proposed
schemes.
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1 Introduction

In this paper, we study linearized conservative finite element methods for the Nernst—Planck—
Poisson (NPP) equations
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%’: —An+V-nVy) =0, (1.2)
—AY =p—n, (1.3)

forx € Qand ¢ € [0, T, where € is a bounded domain in R?, d = 2, 3. The boundary and
initial conditions are defined by

9 9 9
P _o 0. MY 0 forxednrelo.T], (1.4)
on on on

p(x,0) = po(x), n(x,0) =np(x), forx e, (1.5)

where n is the unit outward normal vector on the domain boundary. In the NPP system (1.1)—
(1.5), the first two unknowns p and n are the concentrations of the positively and negatively
charged particles, respectively. The third unknown  is the electric potential generated by the
heterogeneous distribution of the positively and negatively charged particles. Subject to the
homogeneous boundary condition (1.4), the existence of solutions to NPP equations require
the following initial electroneutrality condition

/ (p(x,0) —n(x,0))dx =0.
Q

Since ¥ is unique up to a constant, here we only consider the zero mean value solution Y
which satisfies (y, 1) = 0, where (-, -) denotes the standard L? inner product.

The NPP equations have been widely used in the study of transport of charged particles
in biological membrane channels [17,30,31], semiconductors [4,5,10] and electrokinetic
flows [26]. Theoretical analyses of the NPP equations can be found in [10,20,26]. The
global existence and uniqueness of the solutions to the NPP system was proved in [10].
Numerical methods and analyses for the NPP system have been extensively studied, see
[6,9,11,14-19,22,25,27,31]. On the regular domain, there are several excellent works with
finite difference discretizations, see [9,11,16,19]. For the one-dimensional NPP equations,
Flavell et al. [9] studied a nonlinear finite difference scheme with the mass conservation and
total free energy (also called entropy in [22]) decay properties. Positivity of the numerical
solutions in [9] can be achieved under the mesh ratio constriction T < Ch?2, where 7 and h are
the time step and grid size, respectively. For more general geometries, finite element method
(FEM) is much more attractive [3,29]. In [22], Prohl and Markus proposed two nonlinear
schemes, which preserve electric energy decay and entropy decay properties, respectively.
Fixed point inner iterations were used at each time step for these schemes and convergence of
the numerical solutions was also proved in [22]. Later, numerical methods for the NPP system
(1.1)—(1.5) coupled with Navier—Stokes equations were investigated in [23]. Recently, Sun
et al. [27] analyzed a fully nonlinear Crank—Nicolson FEM for the NPP equations, where a
Picard’s linearization is used in the inner iteration. A sub-optimal error estimate was obtained
in [27]. However, a mesh ratio restriction t2 < h% (d is the dimension) is needed in their
proof due to the use of inverse inequality and mathematical induction argument (see formula
(5.10) in [27]).

For nonlinear parabolic problems, it is well known that linearized schemes which only
need to solve a linear system at each time step are much more efficient, e.g., see [13,28].
It should be remarked that all the schemes in [9,22,27] are nonlinear, where the motivation
for using implicit schemes is to preserve most of the properties of the NPP system. The
strong coupling of the concentrations p and n with the electric potential ¥ in the NPP system
(1.1)—(1.5) poses a significant challenge for the design of linearized schemes which preserve
mass conservation and energy decay. Furthermore, the analysis of linearized schemes is more
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difficult compared with the nonlinear ones. Working in this direction, He and Pan proposed
a linearized finite difference scheme in [11], which preserves the mass conservation and
electric energy decay. However, convergence rate and electric energy decay properties of the
scheme were shown only numerically. No error analysis was done in [11].

In this paper, we propose and analyze linearized conservative FEMs for the NPP system
(1.1)—(1.5). The proposed method is linear so that one only need to solve a linear system
at each time step. Our main contributions are twofold. Firstly, for a linearized backward
Euler FEM, an optimal L? error estimate of O(t + h’t1) is proved almost unconditionally
(i.e., no mesh ratio restriction condition is needed). Secondly and more importantly, although
linearization is used, our schemes still preserve mass conservation and electric energy decay
properties, which are crucial features of the NPP system (1.1)—(1.5).

The rest of this paper is organized as follows. In Sect. 2, we present a linearized backward
Euler FEM, the main results on error estimate and two conservative properties (global mass
conservation and electric energy conservation) of the proposed scheme. In Sect. 3, we prove
an optimal L2 error estimate without any restriction on mesh ratio between the time step = and
the mesh size & and the two conservative properties. In Sect. 4, we provide two second-order
linearized schemes with Crank—Nicolson and BDF2 discretizations, respectively. Numerical
examples for both two- and three-dimensional models are given in Sect. 5 to confirm our
theoretical analyses and the efficiency of the proposed methods. Conclusions and discussions
are given in the final section.

2 A Linearized Backward Euler FEM and Main Results

Before presenting the schemes, we clarify some conventional notations. For integer k > 0
and 1 < p < o0, let Wk-P(Q) be the Sobolev space with the norm

1
(Z/IDﬂuV’dx)p, forl < p < oo,
Q

el yi.p = 1Bl<k
esssupQ|Dﬂu|, for p = o0,
|Bl<k
where
1B
A L ,
axfl . 8x5d

for the multi-index 8 = (B1, ..., B4),P1 =0, ..., 4 > 0,and |B] = B1 + - - - + B4. When
p = 2 we also note H*(Q) := W52(Q).

Then the weak solution (see also [10,26]) to the NPP system (1.1)—(1.5) isto find p, n, ¥ €
L2(0, T; HY()) with 22, 22 ¢ 1.2(0, T; H~1()) and (¥, 1) = 0, such that

9r or

a
(gT]:’ 5p> +(Vp, VE) + (pVY, VE) =0, VE, € H'(Q), 2.1)
(%’ Sn) + (Vn, V&) — (nVy, VE,) =0, V&, € HI(Q), 22)
(VY, VEy) = (p —n, &), Y&, € H(Q), 2.3)

fora.e.t € (0, T] and p(x, 0) = po(x) and n(x, 0) = np(x).
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To introduce the FEM, we simply assume that 2 is a convex polygon (or polyhedron).
Let 7, be a quasi-uniform partition of 2 with Q = U,Q,, we denote the mesh size by
h = maxg,c7;, {diam€2.}. For a given partition 7, we denote V}" be the r-th order finite
element subspaces of H!(2). Let {t j}§=0 be a uniform partition in the time direction with
tj = jt, T = Jt and denote

uw =u(x,tj).
For any sequence of functions {u/ }/J.ZO, we define

Wit _ i

Do/t = , forj=0,1,...,J —1.

T
Now we are ready to introduce the linearized backward Euler scheme with Galerkin finite
element approximations for the NPP equations (1.1)—(1.5). For j = 0,1,...,J — 1, find

P/ NI Wiy e vy, with (w7 1) = 0, such thatV(g,,,g,,,gw c [v B

(DR Ep) + (VR Ve + (P VT ey =0, 2.4)
(D:N]*' &) + (VN[ Ve — (NI Ve[t ve,) =0, 2.5)
v ve) = /T - N gy, 2.6)

At the initial step, we take P}? =Ry po, N 2 = R,n°, where R}, is a Ritz projector defined in
(3.1)—(3.3). . )

In the above scheme, we have used standard linearizations (P} VW] o V&) for
(pVy, VE,) and (Nh V\IJJ+l V§,) for (nVir, V§,), respectively. In fact, the above FEM
equations (2.4)—(2.6) can be written in matrix form as

IM+K 0 ke [ et 4
0 IM+K —KWN) [ [N = F
—M M K vt

with (lIJ’ +1 , 1) = 0. In terms of basis functions {¢}l 1» the matrices M and K are generated
by

Mij l=(¢j7¢i),' l] _(V¢]7V¢l)
K(P;{O)ij = (Phjov¢jv V§bi) K(N;{O)z] = _(N/iov¢]7 V¢t)

We shall note that the FEM equation (2.6) of \Illi lisa pure Neumann problem. As we focus
on analyses of the numerical methods for NPP system in this paper, we refer to the seminal
paper [2] for a detailed discussion of FEMs for pure Neumann problems.

In the rest part of this paper, if 7-th order Lagrange FEM is used, we assume that the exact
solution of the NPP equations (1.1)—(1.5) exists and satisfies

Pl oo, 7: ety + Pl oo, 7: sty + W Peel 20,7, 1) < C
||I’l||L00(0’T;Hr+1) + ||l’l[ ”LOO(O,T;H’H) + ||n,, ||L2(0,T;H] < C, (27)
I lpooo, 7 mr+1y + 1t oo, 7 ety + Wuell 20,71y < C-

It should be noted that the above regularity assumption might be not optimal. In this paper,
we only emphasize on the analyses of numerical methods.
We present our main results on error estimate in the following theorem.
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Theorem 2.1 Suppose that the NPP system (1.1)—(1.5) has a unique solution (p,n, )
satisfying (2.7). Then the linearized backward Euler finite element system (2.4)—(2.6) admits

a unique solution (P}{, Nhj, \I-'é ), for j =1, ..., J, and there exist two positive constants T\
and hq such that when t < to and h < hy

qmax, (1B = P/l +IN] = ndllz + 9] =9l ) < Cote 47D, 28)

where C is a positive constant, independent of j, h and t.

Corollary 2.1 The linearized backward Euler FEM (2.4)—(2.6) fulfills two important phys-
ical properties of the NPP system. They are:

(i) Global Mass Conservation: The FEM solutions {P}{ }]J‘=0 and {N }{ } JJ'=0 satisfy

Lﬁmzm,Aszm, (2.9)

where M, = fQ podx and M, = fQ nodx denote the total masses of positively and
negatively charged particles, respectively.
(ii) Electric Energy Decay: If we define a discrete electric energy by

. 1 112
&l =2 |vy]
2 L?

then the FEM solutions {(Pj, N}{, \ll}{)}{zo satisfy a discrete energy law

2

L2

. 1 . .
1 +1
e+ 3 va,{ - vqf}{’

j+1 Jj+1
+r<HPh - Nt

iz +/Q(P,{ +N)) .vw,{“‘zdx> =& (210
for j =0,1, ..., J — 1. Furthermore, we will show that

gt <&l forj=0,1,...,J —1, (2.11)
when t and h are smaller that a constant, see Sect. 3.

For simplicity, through out this paper, we denote by C a generic positive constant and by
€ a generic small positive constant, which are independent of j, &, T and Co in the above
theorem.

3 Proof of the Main Results

In this section we prove the results in Theorem 2.1 and Corollary 2.1 for the linearized
backward Euler FEM (2.4)—(2.6). We provide in Sect. 3.1 an optimal L? error estimate. In
Sect. 3.2, we prove the global mass conservation and electric energy decay properties of the
proposed scheme.

We define R, to be the following Ritz projection operator: For given ¢ € [0, T'], find
(Rip, Ran, Rypyr) € [V/ 1P with (Rpr, 1) = 0, such that ¥ (&, &,, &) € [V/ ]

(V(Rip — p). VEp) + (PV(RyY — ¥), VE,) + (Rpp — p.&p) =0,  (3.1)
(V(Ryn —n), V&) — nV(RyY — ), V&) + (Rpn — n, &,) = 0, 3.2)
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(V(RwY — ¥), VEy) — (Rup — p, &y) + (Ran — n, &y) = 0. (3.3)
We define the projection error by
0p =Rpp—p, 6 =Rpn—n, Oy =RpY — .

Then, by standard finite element theory and the regularity assumption (2.7), we have

160,112 + A1yl 1 < CAHY, 34
16l 22 + ROl g1 < CHTY, (3.5)
10y 11,2 + A1yl 1 < Ch™HY, (3.6)
1©@p)ell 2 + BIOp)ell 1 < CHHY, 3.7)
1@l 2 + Rl @)l g < CA™HL. (3.8)

With the projection error estimates (3.4)—(3.8), we only need to analyze the following
error functions

eh =Pl —Ryp/, el =N/ — Ry, eizxp,{—khw, forj=0,1,...,J. (3.9)

We present the estimate for the error functions {(ej), e;, e{p)} ,]':o in Sect. 3.1.

We present the Gagliardo—Nirenberg inequality, discrete Gronwall’s inequality and a reg-
ularity theory of elliptic equations in the following three lemmas which will be frequently
used in our proofs.

Lemma 3.1 Gagliardo—Nirenberg inequality (see [21]): Let u be a function defined on Q
and 3°u be any partial derivative of u of order s, then

: -
0 ullr < Cll0™ullyr lullg® + ClluliLe,

f0r0§j<mand%§a§lwith

S A S L
p d A\ d aq’

except]l <r <ocoandm— j — % is a non-negative integer, in which case the above estimate

holds only for # <a<l1

Lemma 3.2 Discrete Gronwall’s inequality [12] : Let T, B and ay, by, ck, Yk, for integers
k > 0, be non-negative numbers such that

j j j
aj—i—TZbkaZykak—l—‘chk—i—B, for j >0,
k=0 k=0 k=0

suppose that Ty, < 1, for all k, and set o = (1 — ty) L. Then
J J J
aj—i—thkgexp rZykok chk—i—B , for j>0.
k=0 k=0 k=0

Lemma 3.3 Suppose that 2 € R? be a bounded and smooth domain and u € H*(Q) is a
solution of

ou
—Au=f xe€Q, —=0, xe0d,
on
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where (f, 1) = 0. Then the following estimate holds for 1 < p < 0o
lullwr < Cll fliLe -
We refer to [7,8] for the detailed proof of the above lemma.

3.1 Proof of Theorem 2.1

Proof Since the coefficient matrices for P/ , N,{ and \IJ,{ are invertible. It is clear that the
FEM system admits a unique solution.
Here we prove that the following inequality holds for j =0, 1,...,J — 1

J
1 1 Co
e ™ 122 + llew™ 22+ D2 (Nep™ W + el 121 ) < @2+ 2+ (3.10)
m=0

by mathematical induction. We assume that (3.10) holds for j < k — 1. We shall find a
constant Cp, which is independent of t and % such that (3.10) hold for j < k.
By the weak formulation (2.1)—(2.3) and the Ritz projection (3.1)—(3.3), we have
(D p?* &) + (VRupIM VEy) + (P VRyy I VE) = R 6. VE, €V (1)
(Dend*! &) + (VRynI ™! VE) — I VR VE) = RIT ). VE €V (312)
(VRyy/*!, VEy) = (Rup/™ = Run/ ™1 Ey), VE, € V], (3.13)

where the two truncation terms are defined by

. ) ) . . . .
Ry €)= (Dep™ = 2| 5) + () = pTTHVHIT VE) — (6 5,).
Jt+
and
R (6n) = (Den?*! — 3—’: En) — (0 — T THwy It ve,) — (6] ).
Lj+1

From (3.11)—(3.12) and the FEM system (2.4)—(2.5), the error equations satisfy

1 . o , A
(D)™ ) + (Ve V) = —(D.0)T £,) — (P/ VYT — pIVR, Y VE,)

Ry &), YE, €V (3.14)

(D)™ )+ (Vel T VE) = —(D6]T £) + (N VT —n YR,y VE,)
Ry 6, VE €V, (3.15)
(Vey ™, VEy) = (e — el vEy), Ve eV (3.16)

By taking &, = ej+l in(3.14)and &, = e’+l in (3.15), respectively, we have

1 1 1 1 1
5D (lep™ 13 + et T 122) + (1Vep™ 1 + 17er™ 1)
1 1 1 1 1 1 i+1 i+1
<=0 et — 06, T =Ry et = R @™
— (Pt — pIVRy I Vel + (N VT i VRt Vel ™ (3.17)

By the projection error estimates (3.4)—(3.8) and the regularity assumption (2.7), it is easy
to see that

— (D), e < Clle) T2, + ch?, (3.18)
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— (D60 T < Cleh T2, + chP? (3.19)
— Ry e < Clef TR, + el Ve, T, + e on? + on 2, (3.20)
— R @t < cleh T2, + el Ve T, + e ee? + on¥ 2. (3.21)
Taking &y = Yin (3.16) gives
1 +1
Vel Mz < Clleh™ e+ lled 1.2 - (3.22)

Moreover, it is easy to see that the FEM equation (2.6) for ‘-Ilé 1 can be interpreted as the
FEM solution to the following Poisson equation

—Ap =P/t N/t (3.23)

with homogeneous Neumann boundary condition. From W!-?-estimate of the FEMs [3,24],
we have

i+1 i+1 i+1
1] i < Cllgllwios < Cllgllyas < CIPIT = N s (3.24)

where we have used the Gagliardo—Nirenberg inequality in Lemma 3.1 and the regularity
estimate for elliptic equations in Lemma 3.3.

Now we turn to estimate the two nonlinear terms —(PthkIJ]{Jrl — pIVRyyItL, Ve{fl)
and (N] W/t — iV R,y i+, Vel t!). By noting (3.22) and (3.24), we have
—(P/ VW] = pIVRyIH Vel
:_((e{,+9")vq/f“ Vet = (p/ Vel Vet
< llep + 1218 e IVes 2 + CIVel 21 vep 2
< llep + 62127 = N Ve + C(ne’“an +llen ) 1vept .
< Ulepli2 + Ch N le) ™ e+ llea ™ o1 ves 2
+el| Vet Ile + e—lane’“ 12, + ||ef+‘ 125+ llepl2, +n>+2)
< llepllz(llept s + led ol vep 2
(Ve 2, + 1Vl T2 + e e TR 4 lleh TR, + llep ), + h¥ ),

(3.25)

where we shall require that Ch"+! < ¢. By the induction assumption that (3.10) hold for
j <k —1,we have

j j+1 j+1 j+1
lepliz2(lley” s + llen ™ i) Vep Il 2

Co ;
e + 22 (led g + e ) e

<ellle)™ 1% + llea ™ 12,) for j <k, (3.26)
where t and % satisfy that C,/ %(12 + h2r+2) < €. Substituting (3.26) into (3.25) yields
. - ) ) -~
— P}V — pIVRy It Vel
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1 1 — 1 1 /
<ellle™ 120 +lled 130 + e tedie 12+ el TR + llepli2s + h¥ ).
(3.27)

j+1

Similarly, we can derive an estimate for (Nh V\IJJJrl — I VR Vel ™) as below

(WARTAREEA T A e
1 — 1 1 j
e (Ies™ 0 + el ™12 ) + €7 (e ™13 + et ™ 12, + edlZs +527+2).
(3.28)

Finally, substituting estimates (3.18)—(3.21), (3.27), and (3.28) into (3.17), we arrive at

Jj+1 j+l Jj+1,2 Jjt+12
sz(n 122+ et ™ 122 ) + (1Vel 12, + 19ed™ 12, )
Jjt+12 J+1,2
< e(leh™ 13 + el 12
-1 +1 j+1 i 12 12 2 2r+2
+ €71 (leh™ 120 + Ned T2 + NeplZs + ledlZ, + 22 + H¥F2).

Then, we chose a small € and sum up the last inequality for the index j = 0, 1, ..., k to
derive that

J
i+1 j+1 12 1,2
lep ™ 172+ llen I+ ) (||e;z+ 30+ llep™ ||H1)

m=0

<zC Z (||e’“||L2 +1 ”1||L2) +C (2 +h7t?).

By the discrete Gronwall’s lemma, when Ct < l, we have
j+l1
j+1 j+1 12 12
les™ 12 + el 132 + 7 3 (Nep 13 + eyt
m=0

TC
5Cexp<1 c )(12+h2r+2)
—Crt

< Cexp2TC) (v? + h¥12) . (3.29)

Thus, (3.10) holds for j = k, if we take Co > 2C exp(2T C). We complete the induction.
Theorem (2.1) is proved by combining (3.10), the projection error estimates (3.4)—(3.8)
and (3.22). m}

3.2 Proof of Corollary 2.1
Proof We will first discuss the global mass conservation property of the proposed linearized
backward Euler FEM (2.4)—(2.6). By setting the test functions (§,, &,,&y) = (1, 1, 0), the
FEM equation (2.4)—(2.6) gives

(P =0 (DN D=0, (3.30)

which directly indicates the global mass conservation equality (2.9).
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We now turn to (2.10) which shows the electric energy decay property of the proposed
scheme. We recall that £/ = 1| V] ”iz- Taking D, to (2.6) yields

(D VU Ve = (DR = N, &), (3.31)
then taking &y, = \IJ,{Jrl into (3.31) further gives

. 212 .
gitl 4 quﬂ“ -vwi| - ¢
1 1 1
= r(D,(P,{+ - N, vt

= (VP Nt vt - /(Ph +N}) ’vwf“’

o [Pt =Nt —r/(Pf +Nh)’V1[f]+l‘

Therefore, (2.10) is proved.
At last, we show £/7! < £7. By the error estimate in Theorem (2.1) and requiring that

C/Co(t +ht1y < 1 we have
. , 2

Jj+1 +1
it =N

- HP{“—N,{*‘ H,/p/+nlvqﬂ“

+/(P,j—pf+N,{—nf)‘vw,j+“ dx
Q

. . )
+/(P,{+N,{)‘vw,{“‘ dx

. . 2 2
S L Y N L
L? L2
1
—p’ = Pl + 0 = N | ww

1 j+1] ik

= |P =N e v 2
L

-C /Co(r + R H Phj+1 N]+1 ‘ .

2
+ ”,/pi —f—njV\Ij}Jl_'—l
L2

>0 (3.32)

1 . . 2
> - HP}{H _ N/

where we have used the following result from (3.23) and Lemma 3.3

v/t <c|vett| <clett|  <c|p/t - N
L6 L6 2 h

2’

We proved (2.11). m]
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4 Extension to Second-order Time discretizations: Crank—Nicolson and
BDF2 FEMs

In this section, we provide two linearized second-order time discretizations for the NPP
equations (1.1)-(1.5). The first scheme is Crank—Nicolson based and the second one is a
backward differential formula (BDF2) type scheme. The two time discretizations are both
second-order. As before, linearizations are used for the nonlinear terms and at each time step,
one only needs to solve a linear system. An unconditionally optimal L2-norm error estimate
of O(t? + k") can be proved by similar analysis in Sect. 3. Thus, the proof is omitted
here. We note that these two schemes are mass preserving and hold an electric energy decay
property.

4.1 A Linearized Crank-Nicolson FEM

Besides notations from Sect. 2, we shall also define

i _ ult! —I—uj’ St _ 3u/ —ul~!
2 2 ’
for any sequence of functions {u/ }J
We introduce a linearized Crank—Nlcolson FEM for the NPP equations (1.1)—(1.5) as
below. For j = 1,2,..., J, find (P/ ', N/ 0/ € [V, 13, with (w/*' 1) = 0, such
that ¥ (6, &, &) € [Vl

(Derl™ep) + (VP v + (A Vw Ve ) =0 @
(DTN,{H,SH) + (VN,’,“, VE, ) (N}{HV\IJJH Vsn) =0, 4.2)
(voit ve,) = (AT - N g, 43)

where (P}, N}, W}) is provided by the backward Euler FEM (2.4)~(2.6).

Corollary 4.1 The linearized Crank—Nicolson FEM (4.1)—(4.3) holds for the following two
properties:

(i) Global Mass Conservation: The FEM solutions { Ph }J _o and {Nh} _o satisfy

Lﬁm:m,éﬁm:m, (4.4)

where M, and M), denote the total masses of positively and negatively charged particles,
respectively.

(ii) Electric Energy Decay: For the FEM solution {(Ph , Nh, \Ilh)} =0 > if we define a
discrete electric energy by

1 il
_EHWh

L2

then a discrete energy law holds for j = 1,2,...,J — 1

'+1 j+1 ]+1
&l (HP ~ N

/((P]H-l-N]H)’V\IJJH’ dx) —¢&l. (45)
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4.2 A Linearized BDF2 FEM Scheme

BDF schemes are popular methods for solving stiff ordinary differential equations, which
have also been widely used in the numerical solutions of partial differential equations, e.g.,
see [29]. Below is a linearized BDF2 FEM for the NPP equations (1.1)—(1.5).

For j =1,2,...,J, find (P "', N/*', w/™) € [V, with (W)™, 1) = 0, such that
V(Ep, £n, Ey) € [Vl

Jj+1 J Jj—1
<3Ph —4pP] + P/

> , gp) + (vphf“, vsp) + (ﬁ}{“vw,{“, vg,,) —0,(4.6)

3N/ —aNT 4 NI , oy A
( e sn) n (VN,{“, vg,,) - (N,{“vw,{“, vg,,) —0,47)
T
i+1 i+1 i+1
(vwf , vgw) = (Ph’+ — Nt gw), (4.8)

where we have used the standard extrapolation IBZ + 2Phj — P,{ “and N ,{ T _aN ,f —

N}{ ~!. Here (P}, N}%, \Il}t) can be also provided by the linearized backward Euler FEM
(2.4)—(2.6).

Corollary 4.2 The linearized BDF2 FEM (4.6)—(4.8) hold the following two properties

(i) Global Mass Conservation: The FEM solutions { P} }/_, and {N]}1_, of the linearized
BDF2 FEM (4.6)—(4.8) satisfy ’

f Pldx = M, / N]dx = M,, (4.9)
Q Q

where M), and M,, denote the total masses of positively and negatively charged particles,
respectively. S

(i) Electric Energy Decay: For the FEM solutions {(P], N}{, \IJ,jl)}JJ.ZO , if we define a
discrete electric energy by

2 . .
J j—1
L+ |evel - vy

2
Lz), forj=1,...,J —1,

then a discrete energy law holds

. 1 ) ) ) 2
+1 j+1 J Jj—1
&+ HV(\yh —2v] + )‘ L

Jj+1 Jj+1
+1 (‘ AR

2 ~ ~ . 2 .
Ler/((P,{*1 +N,{+1)‘V1ﬁ;{“‘ dx) —&l. (410
Q

5 Numerical Results
In this section, we provide some numerical examples in both two and three dimensional

spaces to confirm our theoretical analyses. The computations are performed with free software
FEniCS [1].
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1

0.8
0.6
Y
0.4
0.2
0
0 0.5 1
X

Fig. 1 A uniform triangulation on the unit square with M = 8
5.1 Two-dimensional Numerical Results

Example 5.1 We rewrite the NPP equations (2.4)—(2.5) as follow

W Ap—V-(pVY) = fi,
B An+V-VY) = fo, (5.1)
—AY = p —n.

We test the linearized backward Euler FEM (2.4)—(2.6) on the unit square Q2 = (0, D2 A
uniform triangular partition with M + 1 nodes in each direction is used. An illustration with
M = 8 is shown in Fig. 1. Here we can see that h = %
In our computations, we take

p= 27?2 exp(t) cos(rx) cos(my)
n = 4723 cos(2mx)
¥ = exp(t) cos(mx) cos(mwy) — 13 cos(2mx)

to be the exact solution to (5.1). Correspondingly, the right-hand side function f; and f, are
determined by the above exact solution. We set the final time 7 = 1.0.

To confirm our error estimate in Theorem 2.1, we choose T = ﬁ for the r-th order FE
method, where r = 1, 2, and 3. From Theorem 2.1, we have (r + 1)-th order convergence
for the L2-norm errors. We present the L?-norm errors in Table 1. From Table 1, it is easy to
see that the convergence rate for the linearized backward Euler FEM (2.4)—(2.6) is optimal.

To show the unconditional convergence of the proposed scheme, we use a linear element
method to solve (5.1) with three different time steps T = 0.1, 0.05, 0.01 on gradually refined
meshes with M = 282 k = 1,2,...,5. The L?-norm errors are plot in Fig. 2. From
Fig. 2, we can see that for a fixed r, when refining the mesh gradually, the L?-norm errors
asymptotically converge to a small constant, i.e., the temporal error which is O (7). Thus, it
is clear that the linearized backward Euler FEM is unconditionally convergent (stable) and
no mesh ratio restriction is needed in the computation.

Example 5.2 Inthis example, we test the performance of the linearized Crank—Nicolson FEM
(4.1)—(4.3) and the linearized BDF2 FEM (4.6)—(4.8). We use the two methods to solve (5.1)
with the same exact solution in Example 5.1. As both schemes are three-step, we compute
the first step numerical solutions (P, Y ,1, \I/é) by the backward Euler FEM (2.4)—(2.6). We
set T = %, ﬁ,
example, we also set the final time 7 = 1. The L2%-norm errors of the numerical solutions

and # for the linear, quadratic, and cubic FEMs, respectively. In this
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Table1 L2-norm errors for the linearized backward Euler FEM (2.4)—(2.6) on the unit square. (Example 5.1)

IP] — pC. D2 IN/ —n(. Dl2 1] =¥ Dllp2

Linear element (t = 1/M2)

M=32 6.4688e—01 3.1638e—01 1.7854e—02
M=64 1.6518e—01 7.9594e—02 4.5095e—03
M=128 4.1520e—02 1.9931e—02 1.1304e—03
Order 1.98 1.99 1.99
Quadratic element (t = 1/M 3)
M=8 1.0271e—01 8.9802e—02 2.9050e—03
M=16 1.0534e—02 1.1382e—02 2.9616e—04
M=32 1.1660e—03 1.4714e—03 3.4510e—05
Order 3.23 297 3.20
Cubic element (t =1 /M4)
M=4 7.2832e—01 4.2895e—01 1.9878e—02
M=38 3.9498e—02 2.5540e—02 1.0319e—03
M=16 2.3803e—03 1.5888e—03 6.1589¢—05
Order 4.13 4.03 4.17
10‘ o F
3 2 .
B S —9
| |
P = " A\ :
= B1=0.1 \\ = 1=0.1 i )
-@-1=0.05 -@-1=0.05 S
+-1=0.01 - -1=0.01 K N -1=0.01 \\\k
o M o o M o o M o

Fig. 2 L2-norm errors of the linearized backward Euler FEM (2.4)~(2.6) on the unit square. (Example 5.1)

for these two methods are O (t2 + h't1). We present the L2%-norm errors for the linearized
Crank—Nicolson FEM (4.1)—(4.3) in Table 2 and the linearized BDF2 FEM (4.6)—(4.8) in
Table 3, respectively. Table 2 and 3 show clearly that the L2-norm errors of the linearized
Crank—Nicolson FEM (4.1)—(4.3) and the linearized BDF2 FEM (4.6)—(4.8) are optimal.

To show the unconditional convergence of these two second-order methods, we use the
two schemes with a linear element method to solve (5.1) with three different time steps
t = 0.1, 0.05, 0.01 on gradually refined meshes with M = 2k+3 k =1,2,...,5. The
L?-norm errors are shown in Fig. 3 and 4.

From Figs. 3 and 4, we can see that for a fixed t, when refining the mesh gradually, the
L?-norm errors converge to a small constant of O (t2), which shows clearly that the proposed
two second-order schemes are unconditionally convergent (stable).

Example 5.3 This example is taken from [22], where Prohl and Schmuck used a nonlinear
FEM to solve the NPP equations. For comparison, we test the performance of the linearized
backward Euler FEM (2.4)—(2.6) with the same settings in [22].
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Table 2 L%-norm errors for the linearized Crank—Nicolson FEM (4.1)—(4.3) on the unit square. (Example

5.2)

1P = pC. Dl 2

IN/ —n(. D2

1w =y D2

Linear element (t = 1/M)

M=32 5.8503e—01
M=64 1.6101-01

M=128 4.0445-02

Order 1.93

3
Quadratic element (z =1/M?2)

M=16 6.4684—03
M=32 6.7512—04
M=64 7.7076—05
Order 3.20
Cubic element (t = 1/M2)
M=38 3.4649—-02
M=16 2.0785-03
M=32 1.2856—04
Order 4.04

3.2303-01
8.2295-02
2.0609—-02
1.99

1.2347-02
1.5128—-03
1.8842—04
3.02

2.4161-02
1.4996—-03
9.3607—05
4.01

1.7340—-02
4.5603—-03
1.1429-03
1.96

3.2504—-04
3.6316—05
4.3360—-06
3.11

1.0466—-03
6.2447—-05
3.8575—-06
4.04

Table 3 L2-norm errors for the BDF2 FEM (4.6)—(4.8) on the unit square. (Example 5.2)

1P = pC. D2 IN/ = nC. D2 1w/ =y (. D2
Linear element (t = 1/M)
M=32 6.3345—-01 3.1269—-01 1.7338—02
M=64 1.6167—01 7.8724—02 4.3937—-03
M=128 4.0642—02 1.9718—02 1.1023-03
Order 1.98 1.99 1.99
Quadratic element (tr = 1/M %)
M=16 7.6476—03 1.5838—02 2.8658—04
M=32 8.3109—04 2.0848—03 3.6976—05
M=64 9.6934—05 2.6790—04 4.7856—06
Order 3.15 2.94 2.95
Cubic element (7t =1 /M2)
M=38 3.5915-02 3.1095-02 9.8137—04
M=16 2.1542—-03 1.9484—03 5.8510—05
M=32 1.3330—-04 1.2193—-04 3.6154—06
Order 4.04 4.00 4.04

In our computations, we set the initial values

o = { 1, (0, D*\ {(0,0.75) x (0, 1) U (0.75, 1) x (0, 35},

1079, else,
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Fig. 3 L2-norm errors of the linearized Crank—Nicolson FEM (4.1)—(4.3).(Example 5.2)
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Fig. 4 L2-norm errors of the linearized BDF2 FEM (4.6)—(4.8).(Example 5.2)

. 1, (0, D2\ {(0,0.75) x (0, H U (0.75, 1) x (5. D},
o = 1079, else.

A quadratic element method with M = 32 and t = 1073 is used. In Fig. 5, We show the
snapshots of the numerical solutions P, N, and W), at time 7 = 0.002, 0.02, and 0.1. The
plots in Fig. 5 agree well with results in [22].

In addition, Corollary 2.1 tells that the linearized backward Euler FEM (2.4)—(2.6) admits
global mass conservation and electric energy decay properties. We plot the global masses
{(P}, 1)}]1=0 and {(Nj, 1 )}]f.=0 and the electric energy £/ = 1| VW] |12, in Fig. 6. From Fig.
6, it is easy to see the mass conservation of P, and N; and the decreasing of the electric
energy £(t) as time evolves.

5.2 Three-dimensional Numerical Results

In this subsection, we provide numerical results in three dimensional space.

Example 5.4 In this example, We test the performance of the linearized backward Euler FEM
(2.4)—(2.6) on the unit cube Q = (0, 1)3. A uniform tetrahedral partition with M + 1 nodes
V3

is used in each direction, where the mesh size h = I
In our computations, we take
p= 372 exp(—t) cos(mrx) cos(my) cos(mz)
n = 7283 cos(nz)
Y = exp(—t) cos(mwx) cos(my) cos(mwz) — 13 cos(rz)
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0.6 0.6 0.6
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Fig. 5 Snapshots of Py, N, and Wy, at time 7 = 0.002, 0.02, and 0.1. The linearized backward Euler FEM
(2.4)—(2.6) with a linear element method with M = 32 and 7 = 1073 is used. (Example 5.3)

s ' . %1073 '
(D] 1 J|2
(L) — IV
i —(N;, 1]
al
05
3l
ol
!
0.5 l
-1 . 0 .
0 0.05 0.1 0 0.05 0.1
time time

Fig. 6 The evolution of global masses and electric energy computed by linearized backward Euler FEM
(2.4)—(2.6) with a quadratic element method on the mesh with M =32 and t = 1073, (Example 5.3)
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Table 4 L2-norm errors for the linearize backward Euler FEM (2.4)—(2.6) on the unit cube. (Example 5.4)

IP] — pC. D2 IN; = n(. Dll2 1] =¥ Dllp2

Linear element (t = 1/M2)

M=8 4.5106—01 1.8909—-01 4.0546—02
M=16 1.2027—-01 5.1582—-02 1.0715-02
M=32 3.0610—02 1.3229-02 2.7216—03
Order 1.97 1.96 1.98
Quadratic element (t = 1/M 3)
M=4 7.5453—-02 8.3480—-02 5.5794—-03
M=8 8.2754—-03 1.0608—02 6.5037—04
M=16 9.8484—04 1.3231-03 8.0340—-05
Order 3.07 3.00 3.06
—% = -
o o0 *—eo—0—0 .
— = 10
= =01 =
' @-=0.05 '
~< 2 ke ~e
= ! \ sl = =0.1
9-=0.05
+-1=0.01
1072 1 2 il 2 1 2
10 10 10 10 10 10
M M M

Fig. 7 L2 -norm errors of the linearized backward Euler FEM (2.4)—(2.6) on the unit cube.(Example 5.4)

to be the exact solution to (5.1).

Correspondingly, the right-hand side function f; and f> are determined by the above
exact solution. We set the final time 7 = 1. To confirm the error estimate in Theorem 2.1,
we choose T = ﬁ for the r-th order Lagrange FEM with » = 1 and 2. Therefore, from
Theorem 2.1 we have (r + 1)-th order convergence for the L2-norm errors. We present in
Table 4 the L2-norm errors of the numerical solutions. From Table 4, it is clear that the
convergence rate of the linearized backward Euler FEM (2.4)—(2.6) is optimal.

To show the unconditional convergence of the linearized backward Euler FEM (2.4)—(2.6)
in three-dimensional space, we use a linear element to solve (5.1) with three different time
steps T = 0.1, 0.05, 0.01 on gradually refined meshes with M = 10, 20, 40, 60. The L%-norm
errors are plot in Fig. 7. Similar to the two-dimensional case, we can see that when refining
the mesh gradually, for a fixed 7 the L%-norm errors asymptotically converge to a small
constant, i.e., the temporal error which is O(t). Figure 7 shows clearly that the linearized
backward Euler FEM is unconditionally convergent in three-dimensional space.

Example 5.5 Inthe final example, we test the performances of the linearized Crank—Nicolson
FEM (4.1)—(4.3) and the BDF2 FEM (4.6)—(4.6) in three-dimensional space. We use these
two methods to solve (5.1) with the same exact solution in Example 5.4.

In our computation we set T = W for the r-th order Lagrange FEM, where r = 1

and 2. Therefore, we have the (» + 1)-th order convergence for the the L2-norm errors. We
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Table 5 L2-norm errors for the Crank—Nicolson FEM (4.1)—(4.3) on the unit cube. (Example 5.5)

IP] — pC. D2 IN; = n(. Dll2 1)) =y, D2

Linear element (t = 1/M)

M=16 1.2226—-01 6.8905—02 1.2647—-02
M=32 3.1062—-02 1.7557-02 3.2052-03
M=64 7.8028—-03 4.4146—-03 8.0403—-04
Order 1.98 1.98 1.99

3
Quadratic element (z =1/M?2)

M=8 8.7817—-03 1.3866—02 1.1674—03
M=16 9.8576—-04 1.7983—-03 1.3596—04
M=32 1.2111-04 2.2359-04 1.6291-05
Order 3.09 2.98 3.08

Table 6 L2-norm errors for the BDF2 FEM (4.6)—(4.8) on the unit cube. (Example 5.5)

1P = pC. D2 IN/ =nC. Dl 2 1w/ =y (. D2
Linear element (t = 1/M)
M=16 1.2032—-01 6.5707—02 1.0838—-02
M=32 3.0615—-02 1.7136—02 2.7533-03
M=64 7.6890—03 4.3490—03 6.9147—04
Order 1.98 1.96 1.99

3
Quadratic element (t = 1/M?2)

M=38 8.3643—-03 1.9474—02 8.7981-04
M=16 9.7476—-04 2.6904—-03 1.1603—-04
M=32 1.2176—04 3.3928—-04 1.4604—05
Order 3.05 2.92 2.96

present the L?-norm errors for the Crank—Nicolson FEM (4.1)—(4.3) in Table 5 and the L2-
norm errors for the BDF2 FEM (4.6)—(4.8) in Table 6, respectively. It is easy to see that the
convergence rates of these two methods are optimal in three-dimensional space.

6 Conclusions and Discussions

We have presented linearized conservative FEMs for the NPP equations. For a linearized
backward Euler FEM, an optimal error estimate is proved almost unconditionally (i.e., we
only require that T and / are smaller than a constant). Global mass conservation and electric
energy decay properties of the scheme are also proved. Numerical results for both two- and
three-dimensional problems confirm our theoretical analyses and show clearly the efficiency
and unconditional stability of the proposed schemes. The schemes proposed in this paper
can be extended to the multi-ions. The technique presented in this paper can be applied to
analyze higher order time discretizations for other nonlinear parabolic equations.

@ Springer



1288 J Sci Comput (2017) 72:1269-1289

Finally, we point out that the current schemes have no evidence to satisfy the total free
energy (entropy) decay property. Constructing the linearized FEM for the NPP equations
which can satisfy total free energy decay property will be our future work.

Acknowledgements Huadong Gao was supported in part by a grant from the National Natural Science
Foundation of China (NSFC) under Grant No. 11501227. Dongdong He was supported in part by a Grant
from the National Natural Science Foundation of China (NSFC) under Grant No. 11402174. The authors
would like to thank Dr. Weifeng Qiu for useful suggestions.

References

1. Logg, A., Mardal, K.-A., Wells, G.N. (eds.): Automated Solution of Differential Equations by the Finite
Element Method. Springer, Berlin (2012). doi:10.1007/978-3-642-23099-8
2. Bocheyv, P., Lehoucq, R.: On the finite element solution of the pure Neumann problem. SIAM Rev. 47,
50-66 (2005)
3. Brenner, S., Scott, L.: The Mathematical Theory of Finite Element Methods. Springer, New York (2002)
4. Brezzi, F.,, Marini, L., Pietra, P.: Two-dimensional exponential fitting and applications to drift-diffusion
models. STAM J. Numer. Anal. 26, 1342-1355 (1989)
5. Brezzi, F., Marini, L., Pietra, P.: Numerical simulation of semiconductor devices. Comput. Methods Appl.
Mech. Eng. 75, 493-514 (1989)
6. Brunk, M., Kvarng, A.: Positivity preserving discretization of time dependent semiconductor drift-
diffusion equations. Appl. Numer. Math. 62, 1289-1301 (2012)
7. Chen, Y., Wu, L.: Second-order Elliptic Equations and Elliptic Systems, Translations of Mathematical
Monographs 174, AMS (1998)
8. Evans, L.: Partial Differential Equations, Graduate Studies in Mathematics 19. American Mathematical
Society, Providence, RI (1998)
9. Flavell, A., Machen, M., Eisenberg, R., Kabre, J., Liu, C., Li, X.: A conservative finite difference scheme
for Poisson—Nernst—Planck equations. J. Comput. Electron. 15, 1-15 (2013)
10. Gajewski, H., Groger, K.: On the basic equations for carrier transport in semiconductors. J. Math. Anal.
Appl. 113, 12-35 (1986)
11. He, D., Pan, K.: An energy preserving finite difference scheme for the Poisson—Nernst—Planck system.
Appl. Math. Comput. 287-288, 214-223 (2016)
12. Heywood, J., Rannacher, R.: Finite element approximation of the nonstationary Navier—Stokes problem
IV: error analysis for second-order time discretization. SIAM J. Numer. Anal. 27, 353-384 (1990)
13. Hou, Y., Li, B., Sun, W.: Error analysis of splitting Galerkin methods for heat and sweat transport in
textile materials. SIAM J. Numer. Anal. 51, 88-111 (2013)
14. Li, B., Lu, B., Wang, Z., McCammon, J.A.: Solutions to a reduced Poisson—Nernst—Planck system and
determination of reaction rates. Phys. A 389, 1329-1345 (2010)
15. Liu, Y., Shu, C.W.: Analysis of the local discontinuous Galerkin method for the drift-diffusion model of
semiconductor devices. Sci. China Math. 59, 115-140 (2016)
16. Liu, H., Wang, Z.: A free energy satisfying finite difference method for Poisson—Nernst—Planck equations.
J. Comput. Phys. 268, 363-376 (2014)
17. Lu, B., Holst, M., McCammon, J., Zhou, Y.: Poisson-Nernst-Planck equations for simulating biomolecular
diffusion-reaction processes I: finite element solutions. J. Comput. Phys. 229, 6979-6994 (2010)
18. Metti, M., Xu, J., Liu, C.: Energetically stable discretizations for charge transport and electrokinetic
models. J. Comput. Phys. 306, 1-18 (2016)
19. Mirzadeh, M., Gibou, E.: A conservative discretization of the Poisson—Nernst—Planck equations on adap-
tive Cartesian grids. J. Comput. Phys. 274, 633-653 (2014)
20. Mock, M.: An initial value problem from semiconductor device theory. SIAM J. Math. Anal. 5, 597-612
(1974)
21. Nirenberg, L.: An extended interpolation inequality. Ann. Scuola Norm. Sup. Pisa (3) 20, 733-737 (1966)
22. Prohl, A., Schmuck, M.: Convergent discretizations for the Nernst—Planck—Poisson system. Numer. Math.
111, 591-630 (2009)
23. Prohl, A., Schmuck, M.: Convergent finite element for discretizations of the Navier—Stokes—Nernst—
Planck—Poisson system. M2AN Math. Model. Numer. Anal. 44, 531-571 (2010)
24. Rannacher, R., Scott, R.: Some optimal error estimates for piecewise linear finite element approximations.
Math. Comp. 38, 437445 (1982)

@ Springer


http://dx.doi.org/10.1007/978-3-642-23099-8

J Sci Comput (2017) 72:1269-1289 1289

25.

26.

27.

28.

29.
30.

31.

Scharfetter, D., Gummel, H.: Large signal analysis of a silicon read diode oscillator. IEEE Trans. Electron.
Dev. 16, 64-77 (1969)

Schmuck, M.: Analysis of the Navier—Stokes—Nernst—Planck—Poisson system. Math. Models Methods
Appl. Sci. 19, 993-1015 (2009)

Sun, Y., Sun, P, Zheng, B., Lin, G.: Error analysis of finite element method for Poisson—Nernst—Planck
equations. J. Comput. Appl. Math. 301, 28-43 (2016)

Sun, W., Sun, Z.: Finite difference methods for a nonlinear and strongly coupled heat and moisture
transport system in textile materials. Numer. Math. 120, 153-187 (2012)

Thomee, V.: Galerkin Finite Element Methods for Parabolic Problems. Springer, Berlin (2006)

Wei, G., Zheng, Q., Chen, Z., Xia, K.: Variational multiscale models for charge transport. SIAM Rev. 54,
699-754 (2012)

Xu, S., Chen, M., Majd, S., Yue, X., Liu, C.: Modeling and simulating asymmetrical conductance changes
in Gramicidin pores. Mol. Based Math. Biol. 2, 509-523 (2014)

@ Springer



	Linearized Conservative Finite Element Methods  for the Nernst–Planck–Poisson Equations
	Abstract
	1 Introduction
	2 A Linearized Backward Euler FEM and Main Results
	3 Proof of the Main Results
	3.1 Proof of Theorem 2.1
	3.2 Proof of Corollary 2.1

	4 Extension to Second-order Time discretizations: Crank–Nicolson and BDF2 FEMs
	4.1 A Linearized Crank–Nicolson FEM
	4.2 A Linearized BDF2 FEM Scheme

	5 Numerical Results
	5.1 Two-dimensional Numerical Results
	5.2 Three-dimensional Numerical Results

	6 Conclusions and Discussions
	Acknowledgements
	References




