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Abstract In this paper we introduce a hybridized discontinuous Galerkin (HDG)method for
solving nonlinear Korteweg–de Vries type equations. Similar to a standard HDG implemen-
tation, we first express the approximate variables and numerical fluxes inside each element in
terms of the approximate traces of the scalar variable (u), and its first derivative (ux ). These
traces are assumed to be single-valued on each face. Next, we impose the conservation of
numerical fluxes via two extra sets of equations. Using these global flux conservation con-
ditions and applying the Newton–Raphson method, we construct a system of equations that
can be solely expressed in terms of the increments of approximate traces in each iteration.
Afterwards, we solve these equations, and substitute the approximate traces back into local
equations over each element to obtain local approximate solutions. As for the time stepping
scheme, we use the backward difference formulae. The method is proved to be stable for
a proper choice of stabilization parameters. Through numerical examples, we observe that
for a mesh with kth order elements, the computed u, p, and q show optimal convergence at
order k + 1 in both linear and nonlinear cases, which improves upon previously employed
techniques.
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1 Introduction

Hybridized discontinuous Galerkin (HDG) methods were initially developed in order to
address the large number of degrees of freedom that more standard discontinuous Galerkin
(DG) methods display for steady-state problems, or, for that matter, any system requiring
a global solve (e.g. systems solved using implicit time integration) [6,7]. While standard
DG methods are often well-suited for explicit-in-time solvers [17,22], in that they can be
developed over highly localized stencils using techniques that exploit the inherent arithmetic
intensity germane to discontinuous Galerkin methods [14], the need to perform global solves
can potentially inhibit these otherwise notable performance aspects of DG algorithms. More
precisely, this performance hit comes from the fact that in a discontinuous basis, discon-
tinuous solutions along element edges are locally supported, and with this support comes
multivalued function evaluations at inter-element fluxes that effectively increase the global
degrees of freedom of the method (in contrast to, for example, a continuous basis where
function evaluations are single-valued along element edges).

While DG solutions to steady-state problems can be more computationally expensive than
some competingmethods, DG approaches also tend to preserve greater native accuracy along
gradient fields than, for example, continuous finite elementmethods (e.g. continuousGalerkin
methods) [11]. In this respect the greater cost that DG methods incur computationally can
be viewed as “paying for itself” by the high-order accuracy that is ultimately obtained in the
solution approximation. Recognizing this relative weighting between computational expense
and high order accuracy, HDGmethods were developed in an attempt to maximize efficiency
in DG-based steady-state solvers while simultaneously preserving the high-order accuracy
of DG. The major feature that distinguishes the HDG steady-state solver from the standard
steady-state DG solver, is that HDG recasts the inter-element fluxes of standard DG into an
implicit element-based local problem.This local problem is then used to “statically condense”
the block structure of the resulting matrix system, where these two steps effectively reduce
the global degrees of freedom in the system [7].

Though HDG reduces the number of degrees of freedom from standard DG in the steady-
state problem, the primary performance competition that HDG methods face really arise in
the context of hybrid (or sometimes so-called mixed) DG/CG methods, that couple steady-
state CG solvers to dynamic DG solvers in order to exploit the best performance features
of both [8,9,20,21]. In this regard, because the global trace space system for the unknown
in HDG has significantly smaller bandwidth than traditional CG methods, HDG is actu-
ally quite computationally competitive with CG solvers [13]. As a consequence, the most
notable feature of HDG tends not to be performance gains (which are merely competitive
with CG solvers in steady-state problems for example), but rather their optimal convergence
properties in auxiliary and derived quantities that lead to remarkably high-order accurate
solutions.

A particularly challenging area, where order of accuracy plays a substantial and quantifi-
able role, is in themethod development of discrete numerical solutions to nonlinear dispersion
problems. By nonlinear dispersion we mean equations that contain third order spatial oper-
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ators, i.e. of the form ∂3 f/∂x3 for some f = f (u). In this paper, for the sake of clarity and
brevity, we choose to restrict our analysis to the linear and nonlinear forms of the Korteweg–
de Vries (KdV) equation, which might be viewed as the prototypical problem of dynamical
dispersion. More generally however, dispersion plays a fundamental role in large numbers of
applied science and engineering problems, including propagating phase boundaries of non-
zero thickness, called diffuse miscible interfaces [2,16], plasma dynamics [4,28,30], water
waves at surfaces [24,33], deep internal waves [26], ocean sediment [5], nonlinear modes in
quasi-particles, such as phonons [18], atmospheric dynamics [12], quantum dynamics [27],
and so forth.

Because of how relatively pervasive physical dispersion is in observed continuum-based
natural phenomena, the importance of understanding the numerical behavior of these sys-
tems is of substantial importance to assuring that the quantitative properties of the solution
are preserved. For example, when developing optimality conditions in optimal experimen-
tal design (OED), the Lagrangian functional is frequently minimized relative to the spatial
derivatives of the variational solution from a forward model, and hence the convergence
order of those quantities has a first order impact on the convergence properties of the infer-
ence parameters [1]. More broadly, many (if not most) equation systems that demonstrate
dispersive (and therefore often turbulent) behavior can be simplified as nonlinear convective
transport along vortical streamlines, where the vorticity variable is determined by a second
order Poisson equation ∇φ = � . In these cases, the accuracy of not only the first, but also
the second order operator can be vital, as they effectively determine the eigenvalues of the
Jacobian of the characteristic flow fields, and hence fundamentally effect the dynamics of
the solution [22].

As a response to the sensitivity of these solutions to high-order accuracy, we present in
this paper the first HDG method to our knowledge for solving dispersive nonlinear evolu-
tion equations. Our solution uses a mixed form HDG scheme for its spatial discretization,
while the temporal discretization is treated implicitly. Several numerical methods have been
developed for nonlinear KdV using more standard DG methods [19,31,32], as well as finite
volume approaches [29] etc. Remarkably however, our KdV method numerically demon-
strates optimal convergence behavior not only in the wave amplitude u, but also in its first
ux = ∂u/∂x and second uxx = ∂2u/∂x2 order variation, indicating nontrivial improvements
in accuracy over existing methods.

An outline of the paper is as follows. In Sect. 2 we present the governing equations,
provide some background notation on the system, and develop the basic setting for the
spatial discretization. In Sect. 3 we proceed by discussing the semi-discrete form of the linear
equation, followed by an outline of the temporal discretization scheme, and some practical
notes on implementation. We then provide a classical numerical stability result in the linear
setting in Sect. 3, where we finish by recasting the nonlinear equation into its discrete block
matrix form. In Sect. 4 some numerical tests are presented. Four examples are provided,
where either analytic solutions, or solutions determined from the method of manufactured
solutions are developed, where convergence rates are notated and further discussed for each.
Finally we offer some concluding remarks in Sect. 5.

2 Problem Statement and Space Discretization

Consider the nonlinear KdV type equation [15]:

ut + (βu2 + αuxx )x = f (x, t), x ∈ Ω ⊂ R, t ∈ (0, T ], (2.1)
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with Ω := [xL , xR], and the following initial and boundary data:

u = u0 in Ω for t = 0,

either of

⎧
⎪⎨

⎪⎩

u = gu

u = gu

uxx n = gp

on xL , and xR,

on xL , and uxx n = gp on xR,

on xL , and u = gu on xR,

ux = gq on xL or xR .

(2.2)

Here u represents the wave amplitude, and n is the outward unit normal on the corresponding
face. Since, we are working in a one-dimensional setup, we look at n as a scalar, which
is equal to ±1 on xL and xR . α is also equal to ±1, and signifies the wave propagation
direction. Moreover, we use β to switch between a linear problem, where β = 0, and the
nonlinear case with β = 3. When we take α = 1, the boundary condition on ux should be
applied on xR , and when α = −1, the boundary condition should be applied on xL . The
well-definedness of the above problem has been studied in detail in [10], and it is known that
the above set of boundary conditions results in a well-posed initial-boundary value problem
for KdV equation.

Next, we introduce the mixed forms q = ux and p = qx , and form the first order system
of equations corresponding to (2.1):

ut + (βu2 + αp)x = f (x, t), p − qx = 0, q − ux = 0, x ∈ Ω, t ∈ (0, T ], (2.3)
with initial and boundary conditions:

u = u0 in Ω for t = 0,

either of

⎧
⎪⎨

⎪⎩

u = gu

u = gu

p n = gp

on xL , and xR,

on xL , and p n = gp on xR,

on xL , and u = gu on xR,

q = gq on xL or xR .

(2.4)

For the purposes of analyzing the stability ofmethod, wewill also consider periodic boundary
conditions in place of (2.4).

2.1 Mesh Notation

We will partition Ω ⊂ R, by a finite collection of disjoint elements Th := {K j }. The domain
of each element K j is considered to be: K j = [x j− 1

2
, x j+ 1

2
]. Since, we will work on a

1D domain, the left and right faces of K j are each comprised of just one point. However, to
maintain the generality, we use ∂Th to denote the collection of the faces of all of the elements,
i.e. ∂Th = {∂K : K ∈ Th}. Let us denote by E0

h the set of interior faces and E∂
h the set of

boundary faces; meanwhile Eh = E∂
h ∪ E0

h .
For any two neighboring elements K+ and K−, with nonempty ∂K+ ∩ ∂K−, we will

assign n+ and n− the outward pointing normals of ∂K+ and ∂K− respectively. The values
of (u, q, p) on the common face of these elements will be denoted by u±, q±, p±. We also
denote u±, q±, p± on x j∓ 1

2
, with u ±

j∓ 1
2
, q ±

j∓ 1
2
, p ±

j∓ 1
2
. For instance, u −

j+ 1
2
means the value

of u on the left side of a face located at x
j+ 1

2
. Hence, n −

j+ 1
2

= +1 and n +
j− 1

2
= −1, for all

j . The mean {{·}} and jump �·� of the information v on a given face e ∈ E0
h are defined as:

{{v}} = (v+ + v−)/2, and �v n� = v+ n+ + u− n−.
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For boundary faces in E∂
h where the information (v) is single valued, the mean and jump are

defined as:

{{v}} = v, and �v n� = v n.

Furthermore, the boundary faces with available boundary data on u, q , and p will be denoted
by Γu, Γq , and Γp respectively. It is worthwhile to mention E∂

h = Γu ∪ Γp .

2.2 Approximation Spaces

LetPk(G) be the set of polynomials of degree at most k on the domain G. The discontinuous
finite element spaces we use are

Wk
h =

{
w ∈ L2(Ω) : w|K ∈ Pk(K ), ∀K ∈ Th

}
.

The trace finite element space (or skeleton space) is defined by:

Mk
h =

{
μ ∈ L2(Eh) : μ|e ∈ Pk(e), ∀e ∈ Eh

}
.

We also characterize the following spaces, with the built-in boundary conditions:

Mk
h (	) =

{
μ ∈ Mk

h :μ = Π	 on Γu

}
, M̄k

h (	) =
{
μ ∈ Mk

h : μ = Π	 on Γq

}
,

with Π being the L2 projection into the skeleton space restricted to the boundary.
For the scalar product of functions v and w we will use the convention (v,w)G =∫

G vw dx , for G ⊂ Ω . Moreover, 〈v,w〉∂K j which is commonly denoting the integration on
the faces of K j ∈ Th , may be simply written as v −

j+ 1
2
w −

j+ 1
2

+ v +
j− 1

2
w +

j− 1
2
. Nevertheless, we

might use any of these notations to keep the expressions concise and clear.
When we sum inner products over the entire mesh we use the notation:

(v,w)Th =
∑

K∈Th

(v,w)K , 〈ζ, ρ〉∂Th =
∑

K∈Th

〈ζ, ρ〉∂K , and 〈μ,ω〉Eh =
∑

e∈Eh

〈μ,ω〉e,

where v,w are defined on Th, ζ, ρ are defined on ∂Th , and μ,ω are defined on Eh .

3 Solution Method

Since the solution method for the nonlinear equation is closely related to that of the linear
problem, and the latter can be explained more clearly, we will first look at the technique for
the linear case. Without loss of generality, we take α = −1 in (2.3).

3.1 Linear Problem Solver

Considering Eq. (2.3) with α = −1 and β = 0, we want to find the piecewise polynomial
solutions u, q, p ∈ Wk

h , such that for all test functions v,w, z ∈ Wk
h ,

(ut , v)K + (p, vx )K − 〈 p̂ n, v〉∂K = ( f, v)K ,

(p, w)K + (q, wx )K − 〈̂q n, w〉∂K = 0,

(q, z)K + (u, zx )K − 〈û, z n〉∂K = 0, (3.1)
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for all K ∈ Th . Here p̂, q̂ , are numerical fluxes and û is the numerical trace on ∂K . Similar to
other numerical methods, numerical fluxes are approximations to p, q , and we choose them
in away to result in a stable and accuratemethod. On the other hand, in our hybridmethod, we
keep the numerical trace û as a new unknown on the skeleton space. We take û from Mk

h (gu),
which means û is single valued on Eh by construction. To ensure the conservativeness of the
method, we require that the normal components of q̂ and p̂ be continuous across element
edges. This continuity in our 1D problemmeans that, these fluxes should be single-valued on
each face. In regular discontinuous Galerkin methods, we can apply this single-valuedness
by using the same flux on each face for the two elements connected to that face. In our hybrid
technique we maintain the conservation of the flux via extra sets of equations. As a first step,
we define q̂ , and p̂ in the following forms:

q̂ = q̂ + σ(q − q̂)n,

p̂ = p + τ(u − û)n. (3.2)

Here, we have introduced a new numerical trace q̂ ∈ M̄k
h (gq) and expressed the flux q̂ in

terms of this trace. Similar to û, we are going to keep q̂ as a global unknown in the equations.
Meanwhile, p̂ is also defined in terms of u, û, p, which are among the current unknowns of
the problem. Moreover, σ and τ are stabilization parameters. We will obtain the required
condition for these parameters to make the method stable in Sect. 3.1.2.

Next, we want to include the boundary data gu and gq into our solution. These boundary
data are included by defining û and q̂ on Γu and Γq , respectively. Hence, we set:

û =
{
gu, on ∂K ∩ Γu,

λ, on ∂K\Γu .
q̂ =

{
gq , on ∂K ∩ Γq ,

ψ, on ∂K\Γq .
(3.3)

With (λ, φ) ∈ Mk
h (0) × M̄k

h (0). In other words, on the faces where we have boundary data
on u (Γu), we exclude û from our set of unknowns. On other faces, we substitute û with λ.
We also eliminate q̂ on Γq , and substitute it with ψ on all other faces.

So far, we have three equations (3.1), in the domain of each element. These three equations
will be used to compute the internal unknowns: u, p, q . Solving these three equations in each
element for u, p, q forms our local problem. In other words, for a given element K ∈ Th , we
assume û, p̂, q̂ are known on ∂K , and we want to solve (3.1) for u, p, q . Since, the fluxes
q̂, p̂ are defined through numerical traces û, q̂ , we can solve the local problem, provided that
û, q̂ are known. Unlike, u, p, q , the traces û, q̂ are global unknowns. In order to find them,
we need two extra global equations. These global equations are obtained by enforcing the
conservation of the numerical fluxes on the element edges. Hence, we require that, on a given
face e ∈ Eh :

� q̂ n � =
{
q n, e ∈ E∂

h \Γq ,

0, e ∈ E0
h .

� p̂ n � =
{
gp, e ∈ Γp,

0, e ∈ E0
h .

(3.4)

It should be noted that, by setting � q̂ n � = q n we are not applying any boundary condition
on q̂ . Instead, we want to emphasize that on the outflow face, where we have no boundary
data on q̂ , the normal component of q̂ should be equal to the normal component of q from
the upwind element. For the case of α = −1, E∂

h \Γq in the above relation is equivalent
to x = xR . Since on xR, q̂ n is single-valued, we set its value equal to q n from the only
contributing element. Meanwhile, by applying (3.4) on interior faces, we make sure that the
fluxes on all of the element edges are conserved.
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Before we continue to the final formulation, let us review our unknowns and the equations
we use to solve them. We have three unknowns in the domain of each element K ∈ Th , i.e.
u, p, q . Our local problem is solving (3.1) for these internal unknowns, assuming that û, q̂
are known on ∂K . We also have two sets of global equations (3.4), which we use them to
compute û, q̂ . These equations are the conservation of the flux across element edges. For
interior faces, these global equations are simply � q̂ n � = 0 and � p̂ n � = 0. The boundary
conditions on u, q are applied on û, q̂ , through (3.3). The boundary condition on p is applied
via � p̂ n � = gp on Γp . It should be noted that û is unknown on every face in Eh\Γu , and we
have an equation for � p̂ n � on every face in E0

h ∪ Γp . Since, Eh\Γu = E0
h ∪ Γp the number

of unknown û is equal to the number of equations on � p̂ n �. Similarly, one can see that, the
number of unknown q̂ is equal to the number of equations on � q̂ n �. Since, we introduce û, q̂
as extra unknowns on the mesh skeleton, and compute them using two constraint equations,
i.e. the flux continuity conditions, this method can be classified as a hybrid method [3].

As a special case of the above discussion, one can apply periodic boundary conditions by
setting û|xR = û|xL , and q̂|xR = q̂|xL . These two will guarantee that the numerical traces
are the same at xL and xR . Also, in order to apply the flux conservation conditions on the
two ends of the domain, we set q̂ |xR = q̂ |xL , and p̂ |xR = p̂ |xL . These two conditions are
actually obtained by assuming all faces are interior faces in (3.4).

Ultimately, we want to find u, q, p ∈ Wk
h , and traces (λ, ψ) ∈ Mk

h (0) × M̄k
h (0), such

that ∀v,w, z ∈ Wk
h , (3.1), and (3.4) are satisfied. In this process we will apply the boundary

conditions (3.3) and the flux definitions (3.2). Before looking at the implementation, we
substitute the fluxes from (3.2) into Eq. (3.1). Hence, for all K ∈ Th :

(ut , v)K + (p, vx )K − 〈p n, v〉∂K − 〈τu, v〉∂K + 〈τ û, v〉∂K = ( f, v)K ,

(p, w)K + (q, wx )K − 〈σq, w〉∂K − 〈(n − σ)q̂, w〉∂K = 0,

(q, z)K + (u, zx )K − 〈û, z n〉∂K = 0.

(3.5)

As mentioned before, for a given K ∈ Th , we will use these equations to obtain u, q, p,
assuming that û and q̂ are known on ∂K .

By inserting the boundary data (3.3) into these equations:

(ut , v)K − (px , v)K − 〈τ u, v〉∂K + 〈τ λ, v〉∂K = ( f, v)K − 〈τ gu, v〉∂K∩Γu ,

(p, w)K + (q, wx )K − 〈σq, w〉∂K − 〈(n − σ)ψ,w〉∂K = 〈(n − σ)gq , w〉∂K∩Γq ,

(q, z)K + (u, zx )K − 〈λ, z n〉∂K = 〈gu, z n〉∂K∩Γu . (3.6)

Also substitute (3.2) into (3.4) to obtain the following global equations:

〈q̂ n + σ(q − q̂), μ〉∂Th = 0,

〈p n + τ(u − û), η〉∂Th = 〈gp, η〉∂Th∩Γp , (3.7)

for all (μ, η) ∈ M̄k
h (0) × Mk

h (0).
Next, we want to solve the system of equations (3.6) and (3.7) by the hybridized DG

technique.

3.1.1 Implementation

Let us assemble the local equations (3.6) and write them in terms of the following bilinear
operators:
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a(ut , v) − bT
(p, v) + c1(λ, v) − d1(u, v) = f(v) − g(v),

a(p, w) + b(q, w) − c2(ψ,w) − d2(q, w) = h(w),

a(q, z) + b(u, z) − c3(λ, z) = k(z), (3.8)

and for the global equation (3.7):

cT
4 (q, μ) + e1(ψ,μ) = 0,

cT
5 (u, η) + cT

6 (p, η) − e2(λ, η) = s(η),
(3.9)

with the following definitions:

a(u, v) = (u, v)Th , b(q, w) = (q, wx )Th , d1(u, v) = 〈τu, v〉∂Th ,

d2(q, w) = 〈σq, w〉∂Th ,

c1(λ, v) = 〈τλ, v〉∂Th , c2(ψ,w) = 〈(n − σ)ψ,w〉∂Th , c3(λ, z) = 〈λ, z n〉∂Th ,

cT
4 (q, μ) = 〈σq, μ〉∂Th − 〈q n, μ〉∂Th\Γq , cT

5 (u, η) = 〈τu, η〉∂Th , (3.10)

cT
6 (p, η) = 〈p n, η〉∂Th ,

e1(ψ,μ) = 〈(n − σ)ψ,μ〉∂Th , e2(λ, μ) = 〈τλ, μ〉∂Th ,

f(v) = ( f, v)Th , g(v) = 〈τ gu, v〉∂Th∩Γu ,

h(w) = 〈(n − σ)gq , w〉∂Th∩Γq , k(z) = 〈gu, z n〉∂Th∩Γu , s(η) = 〈gp, η〉∂Th∩Γp ,

for all v,w, z ∈ Wk
h , and (μ, η) ∈ M̄k

h (0) × Mk
h (0).

Next, we write (3.8) and (3.9) in the discretized form. As for the time integration scheme,
wewill use a backwardEuler approachwith time-stepΔtn at time-level tn . Onemay appropri-
ately use higher order BDFor an implicit Runge–Kuttamethod.As a result, the corresponding
matrix equations at time tn would become:

1

Δt
AU − BTP + C1Λ − D1U = F − G + 1

Δt
AUn−1, (3.11a)

AP + BQ − C2Ψ − D2Q = H, (3.11b)

AQ + BU − C3Λ = K , (3.11c)

CT
4 Q + E1Ψ = 0, (3.11d)

CT
5U + CT

6 P − E2Λ = S, (3.11e)

whereUn−1 stands forU from the previous time-level, and all other variables are calculated
at the current time-level.

Asmentioned before, we are not going to assemble Eqs. (3.11a–c) and solve themglobally.
We will apply a process of condensation on the internal unknowns U, P and Q and express
them in terms of the trace unknowns Λ and Ψ . Then we solve global equations (3.11d, e)
for Λ and Ψ . To this end, we do a local solve on (3.11c) and obtain Q in terms of the other
unknowns, and the supported boundary data:

Q = A−1(K − BU + C3Λ). (3.12a)

Then, we substitute Q from the above relation into (3.11b), to obtain an expression for P in
terms of U,Λ,Ψ , and the boundary information:

P =A−1(B − D2)A
−1BU − A−1(B − D2)A

−1C3Λ + A−1C2Ψ

+ A−1H − A−1(B − D2)A
−1K . (3.12b)
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Finally, we put P from the above relation into (3.11a) to obtain U in terms of Λ,Ψ and the
boundary data:

[
1

Δt
A − D1 − BTA−1(B − D2)A

−1B

]

U

= 1

Δt
AUn−1 + [−C1 − BTA−1(B − D2)A

−1C3
]
Λ + BTA−1C2Ψ

− BTA−1(B − D2)A
−1K + BTA−1H + F − G. (3.12c)

The solution procedure to implement this technique, can be summarized in three steps:

1. Obtain U in the local Eq. (3.12c) in terms of Λ and Ψ , and use this U to obtain Q in
terms of Λ and Ψ via (3.12a); also obtain P in terms of Λ and Ψ via (3.12b).

2. Assemble theU, Q, and P from the previous step for each element, along with Λ and Ψ

into the global equations (3.11d, e), to form the global matrix equation and solve it for
Λ and Ψ .

3. Use the globally solved Λ and Ω from the previous step, to solve the local equations
(3.12c, a, b) for U, Q, and P . As explained in the first step, one starts with (3.12c) to
compute U , then use this U in (3.12a) and (3.12b) to obtain Q and P .

In this scheme, the first and third steps are local on each element and can be done in parallel.
The only global solve step is the second step. Moreover, the number of skeleton unknowns
in these global equations are O(kd−1/h), compared to the internal unknowns which are
O(kd/h). Hence, we can expect an improved performance from the proposed hybridized
scheme.

3.1.2 Stability of the Method

In this section we prove the stability of the proposed method in the continuous time case. We
first look at the simplest case of periodic boundary conditions. Then, we discuss the stability
for other types of boundary conditions.

Theorem 3.1 If the stabilization parameters in (3.2) satisfy: σ �= 0, σ > 1
2n, and τ < 0,

then the proposed method with periodic boundary conditions is stable and the solution to
(3.1) exists and is unique.

Proof We consider (3.1), with the zero source term and expand the boundary terms to obtain:

(ut , v)K j + (p, vx )K j − p̂ −
j+ 1

2
v −
j+ 1

2
+ p̂ +

j− 1
2
v +
j− 1

2
= 0, (3.13a)

(p, w)K j + (q, wx )K j − q̂ −
j+ 1

2
w −

j+ 1
2

+ q̂ +
j− 1

2
w +

j− 1
2

= 0, (3.13b)

(q, z)K j + (u, zx )K j − û
j+ 1

2
z −
j+ 1

2
+ û

j− 1
2
z +
j− 1

2
= 0. (3.13c)

Setting v = u, w = −q, z = p, would yield:

(ut , u)K j + (p, ux )K j − p̂ −
j+ 1

2
u −
j+ 1

2
+ p̂ +

j− 1
2
u +
j− 1

2
= 0,

−(p, q)K j − (q, qx )K j + q̂ −
j+ 1

2
q −
j+ 1

2
− q̂ +

j− 1
2
q +
j− 1

2
= 0,

(q, p)K j + (u, px )K j − û
j+ 1

2
p −
j+ 1

2
+ û

j− 1
2
p +
j− 1

2
= 0.
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Then we add these equations together:

(ut , u)K j +
∫

K j

(pu)x dx − 1

2

∫

K j

(q2)x dx

− p̂ −
j+ 1

2
u −
j+ 1

2
+ p̂ +

j− 1
2
u +
j− 1

2
+ q̂ −

j+ 1
2
q −
j+ 1

2
− q̂ +

j− 1
2
q +
j− 1

2
− û

j+ 1
2
p −
j+ 1

2
+ û

j− 1
2
p +
j− 1

2
= 0.

Which may be written as:

1

2

∂

∂t
(u, u)K j + p −

j+ 1
2
u −
j+ 1

2
− p +

j− 1
2
u +
j− 1

2
− 1

2

[

(q2) −
j+ 1

2
− (q2) +

j− 1
2

]

− p̂ −
j+ 1

2
u −
j+ 1

2
+ p̂ +

j− 1
2
u +
j− 1

2
+ q̂ −

j+ 1
2
q −
j+ 1

2
− q̂ +

j− 1
2
q +
j− 1

2
− û

j+ 1
2
p −
j+ 1

2
+ û

j− 1
2
p +
j− 1

2
= 0.

By reordering the terms, we get:

1

2

∂

∂t
|u|2K j

+ Θ
q
K j

+ Θ
p
K j

= 0, (3.14)

with

Θ
q
K j

=
[(

q̂ −
j+ 1

2
− 1

2q
−
j+ 1

2

)

q −
j+ 1

2
−

(

q̂ +
j− 1

2
− 1

2q
+
j− 1

2

)

q +
j− 1

2

]

,

Θ
p
K j

=
[(

p −
j+ 1

2
− p̂ −

j+ 1
2

)

u −
j+ 1

2
+

(

p̂ +
j− 1

2
− p +

j− 1
2

)

u +
j− 1

2
− û

j+ 1
2
p −
j+ 1

2
+ û

j− 1
2
p +
j− 1

2

]

.

Now, let us rewrite p̂ from (3.2), as below:

p̂ −
j+ 1

2
= p −

j+ 1
2

+ τ −
j+ 1

2

(

u −
j+ 1

2
− û

j+ 1
2

)

n −
j+ 1

2
= p −

j+ 1
2

+ τ −
j+ 1

2

(

u −
j+ 1

2
− û

j+ 1
2

)

,

p̂ +
j− 1

2
= p +

j− 1
2

+ τ +
j− 1

2

(

u +
j− 1

2
− û

j− 1
2

)

n +
j− 1

2
= p +

j− 1
2

− τ +
j− 1

2

(

u +
j− 1

2
− û

j− 1
2

)

. (3.15)

By substituting p −
j+ 1

2
and p +

j+ 1
2
from (3.15) into Θ

p
K j
, we have:

Θ
p
K j

= −τ −
j+ 1

2

(

u −
j+ 1

2
− û

j+ 1
2

)

u −
j+ 1

2
− τ +

j− 1
2

(

u +
j− 1

2
− û

j− 1
2

)

u +
j− 1

2

− û
j+ 1

2

(

p̂ −
j+ 1

2
−τ −

j+ 1
2

(

u −
j+ 1

2
−û

j+ 1
2

))

+û
j− 1

2

(

p̂ +
j− 1

2
+τ +

j− 1
2

(

u +
j− 1

2
−û

j− 1
2

))

= −τ −
j+ 1

2

((

u −
j+ 1

2

)2

− û
j+ 1

2
u −
j+ 1

2

)

− τ +
j− 1

2

((

u +
j− 1

2

)2

− û
j− 1

2
u +
j− 1

2

)

− û
j+ 1

2
p̂ −
j+ 1

2
+ τ −

j+ 1
2

(

û
j+ 1

2
u −
j+ 1

2
−

(
û
j+ 1

2

)2
)

+ û
j− 1

2
p̂ +
j− 1

2

+ τ +
j− 1

2

(

û
j− 1

2
u +
j− 1

2
−

(
û
j− 1

2

)2
)

. (3.16)

Now, we sum over all elements, and apply the conservation of the flux. For the current 1D
problem, the flux conservation condition, i.e. � p̂ n� = 0, simply becomes: p̂ + = p̂ −. Hence,
we get:
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Θ
p
Th

=
∑

K j∈Th

Θ
p
K j

=
∑

j

−τ −
j+ 1

2

(

u −
j+ 1

2
− û

j+ 1
2

)2

− τ +
j− 1

2

(

u +
j− 1

2
− û

j− 1
2

)2

. (3.17)

which is nonnegative, for all τ ∓
j± 1

2
< 0, or simply τ < 0.

Next, let us consider Θ
q
K j

in (3.14), and choose q̂ similar to (3.2):

q̂ +
j− 1

2
= q̂

j− 1
2

+ σ +
j− 1

2

(

q +
j− 1

2
− q̂

j− 1
2

)

n +
j− 1

2
= q̂

j− 1
2

− σ +
j− 1

2

(

q +
j− 1

2
− q̂

j− 1
2

)

,

q̂ −
j+ 1

2
= q̂

j+ 1
2

+ σ −
j+ 1

2

(

q −
j+ 1

2
− q̂

j+ 1
2

)

n −
j+ 1

2
= q̂

j+ 1
2

+ σ −
j+ 1

2

(

q −
j+ 1

2
− q̂

j+ 1
2

)

. (3.18)

These fluxes should be used along with the flux conservation condition �q̂ n� = q̂ +n+ +
q̂ −n− = 0. Assuming σ �= 0, q −

j+ 1
2
and q +

j− 1
2
may be written as:

q +
j− 1

2
=

(

1 + σ +
j− 1

2

)

q̂
j− 1

2
− q̂ +

j− 1
2

σ +
j− 1

2

, q −
j+ 1

2
=

q̂ −
j+ 1

2
−

(

1 − σ −
j+ 1

2

)

q̂
j+ 1

2

σ −
j+ 1

2

. (3.19)

Next, we consider Θ
q
K j

from (3.14), and substitute the above q±, to obtain:

Θ
q
K j

= −

(

q̂ −
j+ 1

2

)2

+
(

1 − σ −
j+ 1

2

)2 (

q̂
j+ 1

2

)

− 2

(

1 − σ −
j+ 1

2

)

q̂ −
j+ 1

2
q̂
j+ 1

2

2

(

σ −
j+ 1

2

)2

+

(

q̂ −
j+ 1

2

)2

−
(

1 − σ −
j+ 1

2

)

q̂ −
j+ 1

2
q̂
j+ 1

2

σ −
j+ 1

2

−

(

1 + σ +
j− 1

2

)

q̂ +
j− 1

2
q̂
j− 1

2
−

(

q̂ +
j− 1

2

)2

σ +
j− 1

2

+

(

q̂ +
j− 1

2

)2

+
(

1 + σ +
j− 1

2

)2 (

q̂
j− 1

2

)2

− 2

(

1 + σ +
j− 1

2

)

q̂ +
j− 1

2
q̂
j− 1

2

2

(

σ +
j− 1

2

)2

=

(

2σ −
j+ 1

2
− 1

)

2

(

σ −
j+ 1

2

)2

[(

q̂ −
j+ 1

2

)2

+
(
q̂
j+ 1

2

)2 − 2q̂ −
j+ 1

2
q̂
j+ 1

2

]

− 1

2

(
q̂
j+ 1

2

)2 + q̂ −
j+ 1

2
q̂
j+ 1

2

+

(

2σ +
j− 1

2
+ 1

)

2

(

σ +
j− 1

2

)2

[

q̂ +
j− 1

2
− q̂

j− 1
2

]2

+ 1

2

(
q̂
j− 1

2

)2 − q̂ +
j− 1

2
q̂
j− 1

2
. (3.20)

By summing over all elements, and applying the flux conservation and periodic boundary
condition, we get:
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Θ
q
Th

=
∑

K j∈Th

Θ
q
K j

=
∑

j

(

2σ −
j+ 1

2
− 1

)

2

(

σ −
j+ 1

2

)2

[

q̂ −
j+ 1

2
− q̂

j+ 1
2

]2

+

(

2σ +
j− 1

2
+ 1

)

2

(

σ +
j− 1

2

)2

[

q̂ +
j− 1

2
− q̂

j− 1
2

]2

. (3.21)

Which is non-negative for σ− > 1
2 , and σ+ > − 1

2 , or simply σ > 1
2n, and also σ �= 0.

Eventually, if we sum (3.14) over all elements, we get:

1

2

∂

∂t
||u||2Th

+ Θ
q
Th

+ Θ
p
Th

= 0,

with Θ
q
Th

and Θ
p
Th

obtained in (3.17) and (3.21). According to the assumptions on σ and

τ , these two are nonnegative. Hence, ∂||u||2Th
/∂t ≤ 0, and the only solution to the problem

with zero source term and zero initial condition is u = 0. By putting u = 0 in (3.17), and
knowing that Θ p

Th
= 0, one gets û = 0. Next, set z = q in (3.13c) and use u = 0 and û = 0

to conclude q = 0. Also, we know Θ
q
Th

= 0, which implies q̂ + = q̂ − = q̂. Comparing this
with the relationship of q̂ and q̂ obtained from (3.19) and setting q = 0, one can see that
q̂ = q̂ = 0. Finally, set w = p in (3.13b), and use q = 0 and q̂ = 0 to deduce that p = 0.
Consequently, the only solution to the problem with periodic boundary condition, zero initial
condition and zero source term is the trivial solution.

Since we are working in a linear and finite dimensional setting, the trivial null-space
implies existence and uniqueness of the solution. Therefore, the theorem follows. 
�
Corollary 3.2 The proposed method with the boundary conditions u = 0 on xR, xL , and
q = 0 on xL , and the stabilization parameters: σ > 1

2n, τ < 0, is stable and has a unique
solution.

Proof The proof follows similar steps as Theorem 3.1. However, in (3.16) the two terms
−û

j+ 1
2
p̂ −
j+ 1

2
and û

j− 1
2
p̂ +
j− 1

2
will not cancel at the boundaries of the domain. Instead, by

taking gu = 0 both of these terms become zero. Moreover, in (3.20), by setting gq = 0, one
can get q̂ +q̂ = (q̂)2 = 0 at x = xL . On x = xR , using (3.19) with q̂ − = q−, results in
q̂ − = q̂. Hence, we get:

1

2

∂

∂t
||u||2Th

+ Θ̄
q
Th

+ Θ
p
Th

= 0.

with, Θ̄q
Th

= Θ
q
Th

+ 1
2 (q̂|x=xR )2, which is non-negative. Therefore, based on the same logic

as Theorem 3.1, the only solution to the problemwith zero source term, zero initial condition,
and zero boundary conditions is the trivial solution. Hence, we have stability. The existence
and uniqueness will also follow. 
�
Corollary 3.3 The proposed method with the boundary conditions u = 0 on xL , p = 0 on
xR, and q = 0 on xL , and the stabilization parameters: σ > 1

2n, τ < 0, is stable and has a
unique solution. The same is true for u = 0 on xR, p = 0 on xL , and q = 0 on xL .

Proof Similar to Corollary 3.2, one can show that in (3.16) the two terms −û
j+ 1

2
p̂ −
j+ 1

2
and

û
j− 1

2
p̂ +
j− 1

2
are zero for gu = gp = 0. Hence, for zero initial condition, zero boundary
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condition and zero source term, the only solution to the problem is the trivial solution.
Therefore, we have stability, existence, and uniqueness of the solution. 
�

In the proof of Corollary 3.2, it is worthwhile noting that, supporting the boundary data
for q on xR instead of xL can result in an unstable scheme. In that case, instead of Θ̄

q
Th

=
Θ

q
Th

+ 1
2 (q̂|x=xR )2, we get Θ̄q

Th
= Θ

q
Th

− 1
2 (q̂|x=xL )

2, which is not necessarily non-negative,
and the stability cannot be inferred.

3.2 Nonlinear Solver

Let us consider (2.3), with α = −1 and β = 3. We want to find the approximations u, q, p ∈
Wk

h , such that for all test functions v,w, z ∈ Wk
h ,

(ut , v)K − (3u2 − p, vx )K +
〈
(3̂u2 − p̂)n, v

〉

∂K
= ( f, v)K ,

(p, w)K + (q, wx )K − 〈̂q n, w〉∂K = 0,

(q, z)K + (u, zx )K − 〈û, z n〉∂K = 0, (3.22)

for all K ∈ Th . For this nonlinear equation, we define the numerical fluxes as:

q̂ = q̂ + σ(q − q̂)n,

3̂u2 − p̂ = 3û2 − p + τ(u − û)n. (3.23)

In order to apply the boundary conditions on u, q , we use the same scheme as linear case,
i.e. (3.3). Furthermore, we require our fluxes to be conserved across the element faces. This
flux conservation will be enforced explicitly through a set of global equations, which can be
written for a given face e ∈ Eh :

� q̂ n � =
{
q n, e ∈ E∂

h \Γq ,

0, e ∈ E0
h .

{
p n = gp, e ∈ Γp,

� (3̂u2 − p̂)n � = 0, e ∈ E0
h .

(3.24)

The difference of the above equations with (3.4), is the way that we apply the boundary
condition on p. Since this boundary condition is applied through the numerical flux, and the
flux is nonlinear, the boundary condition at Γp is applied via p n = gp . It should be noted
that, we use local equations to derive p in terms of û and q̂; therefore, the corresponding
global equation will be in terms of the numerical traces.

Using the flux conservation relations together with (3.22) we can form our nonlinear
system of equations. Moreover, in order to discretize in time, we use backward Euler time-
stepping scheme with time-step Δt at time-level tn . Hence, we are looking for u, q, p ∈ Wk

h
and û, q̂ ∈ Mk

h (gu) × M̄k
h (gq), such that:

1

Δt
(u, v)K − (px , v)K − (3u2, vx )K + 〈3û2 n, v〉∂K

+ 〈τu, v〉∂K − 〈τ û, v〉∂K = ( f, v)K + 1

Δt
(un−1, v)K ,

(p, w)K + (q, wx )K − 〈σq, w〉∂K − 〈(n − σ)q̂, w〉∂K = 0,

(q, z)K + (u, zx )K − 〈û, z n〉∂K = 0,

〈q̂ n + σ(q − q̂), μ〉∂Th = 0,

〈3û2 n + τ(u − û), η〉∂Th\Γp − 〈p n, η〉∂Th = −〈gp, η〉Γp , (3.25)

For all v,w, z ∈ Wk
h , and (μ, η) ∈ M̄k

h (0) × Mk
h (0).
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3.2.1 Choice of the Numerical Fluxes

Theorem 3.1 gives the sufficient conditions on the stabilization parameters to make the
linear solver stable. For the nonlinear solver, we use the same σ as we suggested for the
linear one. However, choosing a constant τ will not result in the best approximation in
nonlinear problems. Therefore, we split τ into τ0 and τ1 which are corresponding to the
linear and nonlinear parts of total flux. Hence, in (3.23), − p̂ = −p + τ0(u − u0)n, and
3̂u2 = 3û2 + τ1(u − û)n. Based on Theorem 3.1, −τ0 should be a constant negative real
value; hence, τ0 > 0. For τ1, one option can be based on a Lax-Friedrichs type of flux
[23,25]; however, according to Theorem 3.1, we still want τ1 < 0. Hence, we choose τ1 =
−|∂(3û2)/∂ û|, and finally τ can be written as:

τ(û) = −
∣
∣
∣
∣
∂(3û2)

∂ û

∣
∣
∣
∣ + τ0 = −6

∣
∣û

∣
∣ + τ0,

with τ0 being a constant positive real value.

3.2.2 Implementation

To implement the nonlinear solver, we apply the Newton–Raphson method to the system of
equations (3.25). Hence, having the current iteration ū, q̄, p̄ ∈ Wk

h and ( ¯̂u, ¯̂q) ∈ Mk
h (gu) ×

M̄k
h (gq), and denoting τ( ¯̂u) with τ̄ , we want to find the increments δu, δq, δp ∈ Wk

h and
(δû, δq̂) ∈ Mk

h (0) × M̄k
h (0) such that:

ã(δu, v) − bT
(δp, v) + c̃1(δû, v) = f̃(v),

a(δp, w) + b(δq, w) − c2(δq̂, w) − d2(δq, w) = h̃(w),

a(δq, z) + b(δu, z) − c3(δû, z) = k̃(z),

cT
4 (δq, μ) + e1(δq̂, μ) = r̃(μ),

c̄T
5 (δu, η) − cT

6 (δp, η) + ẽ2(δû, η) = s̃(η), (3.26)

with v,w, z ∈ Wk
h , and (μ, η) ∈ M̄k

h (0) × Mk
h (0). The bilinear forms are similar to (3.10),

except the following:

ã(δu, v) = 1

Δt
(δu, v)Th − (6 ū δu, vx )Th + 〈τ̄ δu, v〉∂Th

,

c̃1(δû, v) =
〈
6 ¯̂u δû n, v

〉

∂Th
+

〈[
∂τ̄

∂ ¯̂u (ū − ¯̂u) − τ̄

]

δû, v

〉

∂Th

,

ẽ2(δû, η) =
〈
6 ¯̂u δû n, η

〉

∂Th
+

〈[
∂τ̄

∂ ¯̂u (ū − ¯̂u) − τ̄

]

δû, η

〉

∂Th

,

f̃(v) = ( f, v)Th − 1

Δt

(
ū − un−1, v

)

Th
+ ( p̄x , v)Th + (

3ū2, vx
)

Th

−
〈
3 ¯̂u2 + τ̄ (ū − ¯̂u) n, v

〉

∂Th
,

h̃(w) = −( p̄, w)Th − (q̄, wx )Th + 〈σ q̄, w〉∂Th
+

〈
(n − σ) ¯̂q, w

〉

∂Th
,

k̃(z) = −(q, z)Th − (u, zx )Th + 〈
û, z n

〉

∂Th
,

r̃(μ) = −
〈 ¯̂q n + σ(q̄ − ¯̂q), μ

〉

∂Th
,

s̃(η) = 〈gp, η〉Γp − [〈3û2 n + τ(u − û), η〉∂Th\Γp − 〈3p n, η〉∂Th

]
. (3.27)
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Next, let us discretize system of equations (3.26), to obtain the following matrix equations:

Ã δU − BT δP + C̃1 δΛ = F̃,

A δP + (B − D2) δQ − C2 δΨ = H̃ ,

A δQ + B δU − C3 δΛ = K̃ ,

CT
4 δQ + E1 δΨ = R̃,

CT
5 δU − CT

6 δP + Ẽ2 δU = S̃. (3.28)

The process of solving this system of equations is similar to the linear case. We will use the
first three equations to obtain δU, δQ, and δP in terms of δΛ and δΨ ; then we solve for δΛ

and δΨ using the last two equations. It is worth noting that, in the process of condensing
the interior unknowns on the numerical traces, we just solve a series of independent local
equations, which can be done simultaneously.

4 Numerical Experiments

In this sectionwewill solve a number of simple examples to study the accuracy and capability
of the proposed method. In all of these experiments we will use a first order backward
difference scheme for time discretization. We will first examine the convergence rate of the
computed u, q, p for linear and nonlinear problems. Afterwards, we use the method to solve
a few well-known problems in the context of dispersive wave problems.

Example 1 In the first example, we solve the Eq. (2.3), with α = −1, β = 0, and f (x) = 0
in the domain Ω = [0, π ]. The initial condition is taken u0 = sin x , and the boundary
conditions are u(0, t) = −u(π, t) = − sin(t), and q(0, t) = cos t . Obviously, the exact
solution to this problem is u = sin(x − t). Meanwhile, the boundary conditions are not
periodic, but would result in a well-posed problem. We use a constant and appropriately
small time step with different mesh sizes. The values of τ , and σ are equal to −10, and 10,
respectively. Hence, the convergence rate of the computed solutions u, q, p at the final time
level T = 0.1 is calculated. These rates are listed in Table 1 for different number of cells and
different orders of the polynomial approximation. As one can observe, all of the approximate
solutions u, q, p are converging with k + 1.

In the second part of this example we consider a similar problem, except at the right
side of the domain we apply the boundary condition on p, leading to the boundary data:
u(0, t) = − sin t, p(π, t) = − sin t , and q(0, t) = cos t . It is worth noting that the boundary
condition on p is applied through the flux conservation condition (3.7). Since this set of
boundary conditions provide awell-posed problem, onemight expect the proposed numerical
method to converge at the optimal rates for each k ≥ 0. We list the corresponding rates
of convergence in Table 2. Note that unlike the previous case where, we obtain optimal
convergence for all k ≥ 0, in this example, when boundary data on p is set in tandem with
no information on the variation of the solution within the interior of the cell, i.e. the case
of k = 0, we see a loss of uniform optimal convergence. Here, the solution of q will be
unique up to a constant, and although we can satisfy all of the boundary conditions, we lose
the optimal convergence. Nevertheless, the uniform optimal convergence is still observed for
each u, q, p whenever k ≥ 1.

Example 2 In this sample problem, we examine the convergence of the method in solving
a nonlinear problem. In Eq. (2.3) we let α = −1, β = 3, and f (x) = 7 cos(2x − t) +
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Table 1 Convergence rates of the solution of the linear problem (example 1), with the right side boundary
condition on u

Order (k) No. of cells ‖u − ue‖L2(Ω)
‖q − qe‖L2(Ω)

‖p − pe‖L2(Ω)

0 10 5.95E−02 8.14E−02 2.16E−01

20 3.06E−02 3.74E−02 1.12E−01

40 1.55E−02 1.79E−02 5.73E−02

Convergence rate 0.98 1.09 0.95

1 10 1.12E−03 3.95E−03 5.89E−02

20 1.97E−04 7.60E−04 1.48E−02

40 4.12E−05 1.39E−04 3.72E−03

Convergence rate 2.38 2.41 1.99

2 10 2.48E−04 1.16E−03 4.37E−03

20 3.18E−05 1.80E−04 5.71E−04

40 3.47E−06 2.32E−05 5.22E−05

Convergence rate 3.08 2.82 3.19

3 10 3.36E−06 5.23E−06 3.34E−05

20 2.09E−07 3.01E−07 2.04E−06

40 1.59E−08 2.17E−08 1.33E−07

Convergence rate 3.86 3.96 3.98

The analytical solutions are denoted by ue, qe, and pe

Table 2 Convergence rates of the solution of linear problem (example 1), with the right side boundary
condition on p

Order (k) No. of cells ‖u − ue‖L2(Ω)
‖q − qe‖L2(Ω)

‖p − pe‖L2(Ω)

1 10 1.13E−03 4.04E−03 5.89E−02

20 1.98E−04 7.60E−04 1.48E−02

40 4.12E−05 1.39E−04 3.72E−03

Convergence rate 2.39 2.43 1.99

2 10 2.46E−04 1.16E−03 4.23E−03

20 3.17E−05 1.79E−04 5.58E−04

40 3.47E−06 2.32E−05 5.15E−05

Convergence rate 3.07 2.83 3.18

3 10 3.36E−06 5.25E−06 3.35E−05

20 2.09E−07 3.01E−07 2.03E−06

40 1.59E−08 2.18E−08 1.33E−07

Convergence rate 3.86 3.96 3.99

The analytical solutions are denoted by ue, qe, and pe

6 sin(4x − 2t), and solve the equation in the domain Ω = [0, π]. As for the initial condition
we apply u(x, 0) = sin(2x), and the boundary conditions are u(0, t) = u(π, t) = − sin t , and
q(0, t) = 2 cos t . Thus, the exact solution of the problem is u = sin(2x−t). The stabilization
parameters are σ = 1, and τ0 = 20. In this problem, the stabilization parameters have a
noticeable effect on the accuracy of the solution, and need to be chosen carefully to result
in optimal convergence. The convergence rates of the approximate solutions are presented
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Table 3 Convergence rates of the solution of nonlinear problem (example 2), with the right side boundary
condition on u

Order (k) No. of cells ‖u − ue‖L2(Ω)
‖q − qe‖L2(Ω)

‖p − pe‖L2(Ω)

0 10 2.22E−01 5.92E−01 1.71E+00

20 1.23E−01 2.98E−01 9.86E−01

40 6.49E−02 1.49E−01 5.33E−01

Convergence rate 0.93 1.00 0.84

1 10 1.08E−02 5.04E−02 3.46E−01

20 2.46E−03 1.21E−02 8.83E−02

40 5.97E−04 2.99E−03 2.22E−02

Convergence rate 2.04 2.04 1.98

2 10 1.62E−03 3.94E−03 2.61E−02

20 2.06E−04 4.79E−04 3.17E−03

40 2.59E−05 5.93E−05 3.93E−04

Convergence rate 2.99 3.03 3.03

3 10 7.88E−05 1.56E−04 1.39E−03

20 4.99E−06 9.28E−06 8.72E−05

40 3.15E−07 5.76E−07 5.50E−06

Convergence rate 3.99 4.04 3.99

The analytical solutions are denoted by ue, qe, and pe

Table 4 Convergence rates of the solution of nonlinear problem (example 2), with the right side boundary
condition on p

Order (k) No. of cells ‖u − ue‖L2(Ω)
‖q − qe‖L2(Ω)

‖p − pe‖L2(Ω)

1 10 1.09E−02 5.11E−02 3.46E−01

20 2.46E−03 1.21E−02 8.83E−02

40 5.97E−04 2.99E−03 2.22E−02

Convergence rate 2.04 2.02 1.99

2 10 1.59E−03 3.99E−03 2.64E−02

20 2.06E−04 4.79E−04 3.17E−03

40 2.59E−05 5.93E−05 3.93E−04

Convergence rate 2.99 3.01 3.01

3 10 7.88E−05 1.56E−04 1.38E−03

20 4.99E−06 9.28E−06 8.72E−05

40 3.15E−07 5.79E−07 5.50E−06

Convergence rate 3.99 4.00 3.99

The analytical solutions are denoted by ue, qe, and pe

in Table 3. It is worthwhile noting that the approximate solutions u, p, and q are converging
with optimal convergence for polynomial orders 0 ≤ k ≤ 3.

Next, we test the method for the case where the boundary condition on the right side of
the domain is applied on p instead of u. The convergence results for this problem are listed
in Table 4. Similar to the linear case with the boundary condition on p, the method results in
the optimal convergence for polynomial orders k ≥ 1.
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Fig. 1 Space–time graphs of one soliton in the domain (x, t) ∈ [−10, 0]× (0, 2]. Evolution of the computed
solution (left) and analytical solution (right) of a u, b q and c p

Example 3 In the previous examples, we have shown the convergence properties of the
method; in this example, we are solving for the classical solution of (2.3) with α = 1, β = 3,
and f (x, t) = 0. We solve this equation taking (x, t) ∈ [−10, 0] × (0, 2], with initial
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Fig. 2 Space–time graphs of two solitons with different propagation speeds (example 4). Evolution of the
computed solution (left) and analytical solution (right) of a u, b q and c p
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condition u(x, 0) = 2 sech2(x+4). An exact solution to this problem is u(x, t) = 2 sech(x−
4t + 4); therefore, we extract the relevant boundary data for u(−10, t), u(0, t), and q(0, t)
and include them in IBVP definition. Since,α = 1, we have applied the q-boundary condition
at the right end of the domain. Results are computed using 100 elements with third order
polynomials. The time-step size in this example is Δt = 10−3.

The space–time graphs of the computed solution are shown in Fig. 1. Moreover, the
relevant analytical solutions are also shown, for a side by side comparison. Although, we
have not chosen our time-step small enough for error calculation, one can still observe a good
match between the computed and analytical solutions.

Example 4 In this experiment,we examine the interaction of two solitarywaveswith different
propagation speeds [31]. We want to solve Eq. (2.3), with α = 1, β = 3, and f (x, t) = 0
with (x, t) ∈ [−20, 0] × (0, 2]. The initial condition is assumed as:

u0(x) = 5
4.5 csch2 [1.5(x + 14.5)] + 2 sech2(x + 12)

{3 coth [1.5(x + 14.5)] − 2 tanh(x + 12)}2 .

Next, we use the following exact solution to extract three required boundary data, to complete
the problem definition:

u(x, t) = 5
4.5 csch2 [1.5(x − 9t + 14.5)] + 2 sech2(x − 4t + 12)

{3 coth [1.5(x − 9t + 14.5)] − 2 tanh(x − 4t + 12)}2 .

Similar to the previous example, α = 1 in (2.3); hence we apply the boundary condition on
p at the right end of the domain. The results are computed using 50 elements with 4th order
polynomials. The time-step size is also taken as: Δt = 10−5.

Figure 2 shows the space–time graphs of the two solitons interacting with each other. In
the first phase, the two waves are approaching, and around t = 0.5, they overlap each other.
Afterwards, the faster soliton continues to propagate and leaves the domain of analysis. The
analytical solutions are also presented in this figure, for comparison purposes. It is worthwhile
to note that, one can achieve a better accuracy by using a smaller time-step; nevertheless, even
with the current time-step size, we have obtained a very good match between the analytical
and computed solutions.

5 Conclusion

In this study, we have presented an implicit high-order hybridized discontinuous Galerkin
method for solving linear and nonlinear KdV type equations. The proposed technique is
different from previous DG variants in the following ways:

• When HDG is applied to lower order equations, we express the approximate variables and
numerical fluxes in terms of the numerical trace of u. Thus, we obtain a global system of
equations which is smaller, and can be solved more efficiently. Here, in order to keep the
same workflow as the commonHDG schemes, we include the numerical trace of ux , along
with u as our global unknowns. By using this technique, the method can be conveniently
extended to higher order equations. Despite adding another global unknown, the number
of global equations is still O(kd−1/h).

• In some other DG variants, like LDG, the numerical fluxes are chosen explicitly as a
function of approximate variables. By this choice, we enforce the conservation of the
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numerical fluxes as well. However, in HDG, we explicitly impose the flux continuity
through an extra set of equations.

Although, we solve our global set of equations for two numerical traces, the solution pro-
cedure is similar to that of common HDG implementations. Hence, we expect to inherit the
corresponding properties of the HDG, especially the optimal convergence of the method. In
our method, the numerical fluxes are related to the unknown traces through two stabilization
parameters σ , and τ . We derived the sufficient conditions on σ , and τ to construct a stable
method for the linear problem. Next, for the nonlinear case, we chose the stabilization para-
meter (τ ) based on a Lax–Fredriech choice of flux. Afterwards, through a set of numerical
experiments we have shown that by using elements of order k, the computed solution would
converge optimally with order k + 1 for every approximate solution, i.e. u, p, and q .

Finally, it is worth noting that, the proposed technique is easily extendable to higher order
equations. This can perfectly fit into the optimal convergence of HDG in high order deriva-
tives, and give rise to a family of accurate methods for higher order differential equations.
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