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Abstract At first, a semi-discrete Crank–Nicolson (CN) formulation with respect to time
for the non-stationary incompressible Boussinesq equations is presented. Then, a fully dis-
crete stabilized CN mixed finite volume element (SCNMFVE) formulation based on two
local Gauss integrals and parameter-free is established directly from the semi-discrete CN
formulation with respect to time. Next, the error estimates for the fully discrete SCNMFVE
solutions are derived by means of the standard CN mixed finite element method. Finally,
some numerical experiments are presented illustrating that the numerical errors are consis-
tent with theoretical results, the computing load for the fully discrete SCNMFVE formulation
are far fewer than that for the stabilized mixed finite volume element (SMFVE) formulation
with the first time accuracy, and its accumulation of truncation errors in the computational
process is far lesser than that of the SMFVE formulationwith the first time accuracy. Thus, the
advantage of the fully discrete SCNMFVE formulation for the non-stationary incompressible
Boussinesq equations is shown sufficiently.

Keywords Non-stationary incompressible Boussinesq equations · Stabilized Crank–
Nicolson mixed finite volume element formulation · Local Gauss integrals and parameter-
free · Error estimate · Numerical simulation

Mathematics Subject Classification 65M18 · 65N12

1 Introduction

The non-stationary incompressible Boussinesq equations are a nonlinear system of partial
differential equations (PDEs) including the velocity vector field and the pressure field as
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well as the temperature field (see [17,18,23]), which are also known as the non-stationary
conduction-convection problem and may be denoted by the following nonlinear system of
PDEs.

Problem I Find u = (u1, u2), p, and T such that, for tN > 0,

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ut − νΔu + (u · ∇)u + ∇ p = T j , (x, y, t)∈Ω × (0, tN ),

∇ · u = 0, (x, y, t)∈Ω × (0, tN ),

Tt − γ −1
0 ΔT + (u · ∇)T = 0, (x, y, t)∈Ω × (0, tN ),

u(x, y, t) = u0(x, y, t), T (x, y, t) = ϕ(x, y, t), (x, y, t)∈∂Ω × (0, tN ),

u(x, y, 0) = u0(x, y), T (x, y, 0) = ψ(x, y) (x, y)∈Ω,

(1)

where Ω ⊂ R2 is a bounded and connected domain, u = (u1, u2) represents the fluid
velocity vector, p the pressure, T the temperature, tN the total time, j = (0, 1) the unit
vector, ν = √

Pr/Re, Re the Reynolds number, Pr the Prandtl number, γ0 = √
RePr , and

u0(x, y, t), u0(x, y), ϕ(x, y, t) andψ(x, y) are given functions. For the sake of convenience
and without loss of generality, we may as well suppose that u0(x, y, t) = u0(x, y) = 0 and
ϕ(x, y, t) = 0 in the following theoretical analysis.

In general, there are no analytical solutions for Problem I due to it being a system of
nonlinear PDEs including the velocity vector, the pressure, and the temperature. One has
to rely on numerical solutions (see, e.g., [9,17,18]). However, most of the existing papers
use either the finite element (FE) method or finite difference (FD) schemes as discretization
tools.

Compared to FD and FE methods, the finite volume element (FVE) method (see [6,13,
22]) is considered as most effective discretization approach for PDEs, since it is generally
easier to implement and offer flexibility in handling complicated computing domains. More
importantly, it can ensure local mass conservation and a highly desirable property in many
applications. It is also referred to as a boxmethod (see [3]) or a generalized differencemethod
(see [14,15]). It has been widely used to find numerical solutions of various types of PDEs,
for example, second order elliptic equations, parabolic equations, Stokes equations, and the
Navier–Stokes equations (see, e.g., [2–4,6–8,11,13–15,22,24,25]).

A fully discrete FVE formulation without any stabilization (see [16]) and a fully discrete
stabilizedmixed FVE (SMFVE) formulation (see [17]) for the non-stationary incompressible
Boussinesq equations are proposed, but they do only have the first-order time accuracy. Thus,
in order to obtain sufficiently time accuracy, they need to refine time steps so that moving
forward steps and the accumulation of truncation errors in the computational process could
greatly increase. Therefore, in this study, we improve the methods in [16,17] and establish
a fully discrete stabilized Crank–Nicolson (CN) mixed finite volume element (SCNMFVE)
formulation based on two local Gauss integrals and parameter-free for the non-stationary
incompressible Boussinesq equations. Thus, although the trial function spaces of velocity,
temperature, and pressure of SCNMFVE formulation are the same as those in [16,17], the
SCNMFVE solutions improve one-order time accuracy more than those in [16,17] such that
it could alleviate the calculating load and the accumulation of truncation errors in the com-
putational process. In addition, an optimizing reduced Petrov–Galerkin least squares mixed
FE formulation based on residuals (see [19]) and a reduced mixed FE formulation with-
out any stabilization (see [20]) have been established for the non-stationary incompressible
Boussinesq equations, but they are completely different from the fully discrete SCNMFVE
formulation since the FVE method is entirely different from and far more advantageous than
the FE method as is mentioned above.
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The remainder of this article is organized as follows. In Sect. 2, we first present the
semi-discrete CN formulation with respect to time for the non-stationary incompressible
Boussinesq equations. And then, we establish directly the fully discrete SCNMFVE formu-
lation from the semi-discrete formulation with respect to time. Thus, we could avoid the
discussion for semi–discrete SCNMFVE formulation with respect to spatial variables such
that our theoretical analysis becomes simpler than the existing other methods (see, e.g.,
[11,12,17]). In Sect. 3, the error estimates for the fully discrete SCNMFVE solutions are
derived bymeans of the standard CNmixed FE (CNMFE)method. In Sect. 4, some numerical
experiments are presented illustrating that the numerical errors are consistent with theoret-
ical results, the computing load of the fully discrete SCNMFVE formulation are far fewer
than those of the SMFVE formulation with the first time accuracy, and the accumulation
of its truncation errors in the computational process is far lesser than those of the SMFVE
formulations with the first time accuracy. Thus, it is shown that the fully discrete SCNMFVE
formulation for the non-stationary incompressible Boussinesq equations is far more advan-
tageous than the SMFVE formulation in [17]. Section 5 provides main conclusions and some
discussions.

2 Semi-Discrete Formulation About Time and Fully Discrete SCNMFVE
Formulation

2.1 Semi-Discrete CN Formulation About Time

The Sobolev spaces along with their properties used in this context are standard (see [1]).
Let X = H1

0 (Ω)2, M = L2
0(Ω) = {

q ∈ L2(Ω); ∫

Ω
qdxdy = 0

}
, and W = H1

0 (Ω). Thus,
a mixed variational formulation for Problem I is written as follows.
Problem II Find (u, p, T ) ∈ H1(0, tN ; X)2 × L2(0, tN ; M) × H1(0, tN ;W ) such that, for
almost all t ∈ (0, tN ),

⎧
⎪⎪⎨

⎪⎪⎩

(ut , v) + a(u, v) + a1(u, u, v) − b(p, v) = (T j , v), ∀v ∈ X,

b(q, u) = 0, ∀q ∈ M,

(Tt , φ) + d(T, φ) + a2(u, T, φ) = 0, ∀φ ∈ W,

u(x, y, 0) = 0, T (x, y, 0) = ψ(x, y), (x, y)∈Ω,

(2)

where (·, ·) denotes inner product in L2(Ω)2 or L2(Ω) and

a(u, v) = ν

∫

Ω

∇u · ∇vdxdy,∀u, v ∈ X, b(q, v) =
∫

Ω

q divvdxdy,∀v ∈ X, q ∈ M,

a1(u, v,w) = 1

2

∫

Ω

[(u∇v) · w − (u∇w) · v] dxdy, ∀u, v,w ∈ X,

a2(u, T, φ) = 1

2

∫

Ω

[(u · ∇T )φ − (u · ∇φ)T ] dxdy, ∀u ∈ X,∀T, φ ∈ W,

d(T, φ) = γ −1
0

∫

Ω

∇T · ∇φdxdy, ∀T, φ ∈ W.

The above trilinear forms a1(·, ·, ·) and a2(·, ·, ·) hold the following properties (see [16,
18]):

a1(u, v,w) = −a1(u,w, v), a1(u, v, v) = 0, ∀u, v,w ∈ X, (3)

a2(u, T, φ) = −a2(u, φ, T ), a2(u, φ, φ) = 0, ∀u ∈ X, ∀T, φ ∈ W. (4)
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The above bilinear forms a(·, ·), d(·, ·), and b(·, ·) have the following properties (also see
[16,18]):

a(v, v) ≥ ν|v|21, ∀v ∈ X; |a(u, v)| ≤ ν|u|1|v|1, ∀u, v ∈ X, (5)

d(φ, φ) ≥ γ −1
0 |φ|21, ∀φ ∈ W ; |d(T, φ)| ≤ γ −1

0 |T |1|φ|1, ∀T, φ ∈ W, (6)

sup
v∈X

b(q, v)

|v|1 ≥ β‖q‖0, ∀q ∈ M, (7)

where β is a constant. Define

N0 = sup
u,v,w∈X

a1(u, v,w)

|u|1 · |v|1 · |w|1 , Ñ0 = sup
u∈X,(T,φ)∈W×W

a2(u, T, φ)

|u|1 · |T |1 · |φ|1 . (8)

The following result is classical (see Theorem 1.4.1 in [23] or Theorem 5.2 in [18]).

Theorem 2.1 Ifψ ∈ L2(Ω), then the problem II has at least a solution which, in addition, is
unique provided that ‖ψ‖20 ≤ 2ν2tN /(2N0t

−1
N exp(tN )+νγ0 Ñ 2

0 ), and there are the following
prior estimates

‖u‖20 + ν‖∇u‖2L2(L2)
≤ t2N‖ψ‖20 exp(tN ), ‖T ‖20 + γ −1

0 ‖∇T ‖2L2(L2)
≤ ‖ψ‖20.

Let N be the positive integer, k = tN /N denote the time step increment, tn = nk (0 ≤ n ≤
N ), and (un, pn, T n) be the semi–discrete approximation of (u(t), p, T ) at tn = nk(n =
0, 1, . . . , N ) about time, ūn = (un + un−1)/2, and T̄ n = (T n + T n−1)/2. If the differential
quotients ut and Tt in Problem II at time t = tn are, respectively, approximated by means
of the backward difference quotients ∂̄tun = (un − un−1)/k and ∂̄t T n = (T n − T n−1)/k.
Thus, the semi–discrete CN scheme for Problem II with respect to time is written as follows.
Problem III Find (un, pn, T n) ∈ X × M × W (1 ≤ n ≤ N ) such that

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(un, v) + ka(ūn, v) + ka1(ūn, ūn, v) − kb(pn, v)

= k(T̄ n j , v) + (un−1, v), ∀v ∈ X,

b(q, un) = 0, ∀q ∈ M,

(T n, φ) + kd(T̄ n, φ) + ka2(ūn, T̄ n, φ) = (T n−1, φ), ∀φ ∈ W,

u0 = 0, T 0 = ψ(x, y), (x, y) ∈ Ω.

(9)

There are the following results for Problem III.

Theorem 2.2 Under the assumptions of Theorem 2.1, Problem III has a unique series of
solutions (un, pn, T n) ∈ X × M × W (n = 1, 2, . . . , N ) such that

‖un‖20 + k
√

ν‖∇un‖0 ≤
√

ν−1γ0‖ψ‖0, (10)

‖T n‖0 + kγ −1/2
0 ‖∇T n‖0 ≤ max{2,√2kγ −1/2

0 }‖ψ‖1, k‖pn‖0 ≤ C‖ψ‖1, (11)

where C used next is a constant independent of k, but dependent onψ and known data. And if
(u, p, T ) ∈ [H1

0 (Ω)∩ H2(Ω)]2 ×[H1(Ω)∩ M]× [H1
0 (Ω)∩ H2(Ω)] is the exact solution

for the problem I, we have the following error estimates

‖u(tn) − un‖0 + k[‖∇(u(tn) − un)‖0 + ‖p(tn) − pn‖0] ≤ Ck2, (12)

‖T (tn) − T n‖0 + k‖∇(T (tn) − T n)‖0 ≤ Ck2, 1 ≤ n ≤ N . (13)
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Proof First, we prove that Problem III has a unique series of solutions. For 1 ≤ n ≤ N , we
consider the following linearized auxiliary problem:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
unm, v

) + ka
(
ūnm, v

) + ka1
(
ūnm−1, ū

n
m, v

) − kb
(
pnm, v

)

= k
(
T̄ n
m j , v

) + (
un−1
m , v

)
, ∀v ∈ X,m = 1, 2, . . . ,

b
(
q, unm

) = 0, ∀q ∈ M,m = 1, 2, . . . ,
(
T n
m , φ

) + kd
(
T̄ n
m , φ

) + ka2
(
ūnm−1, T̄

n
m , φ

) = (
T n−1
m , φ

)
, ∀φ ∈ W,m = 1, 2, . . . ,

u0m = 0,m = 0, 1, . . . , T 0
m = ψ(x, y),m = 1, 2, . . . , (x, y) ∈ Ω.

(14)
By taking v = unm + un−1

m , q = pnm , and φ = T n
m + T n−1

m in the system of equations (14),
and by using (3) and (4), Hölder inequality, and Cauchy inequality, we obtain

2
(‖unm‖20−‖un−1

m ‖20
)+kν‖∇ (

unm+un−1
m

) ‖20 = 2k
(
T̄ n
m j , unm+un−1

m

)

≤ k‖T n
m+T n−1

m ‖−1‖∇
(
unm+un−1

m

) ‖0 (15)

≤ k

2ν
‖T n

m+T n−1
m ‖2−1+

kν

2
‖∇ (

unm+un−1
m

) ‖20
and

2
(‖T n

m‖20 − ‖T n−1
m ‖20

) + kγ −1
0 ‖∇ (

T n
m + T n−1

m

) ‖20 = 0. (16)

Summing (15) and (16) from 1 to n and simplifying yield

‖unm‖20 + kν
n∑

i=1

‖∇
(
uim + ui−1

m

)
‖20 ≤ k

2ν

n∑

i=1

‖T i
m + T i−1

m ‖2−1 (17)

and

‖T n
m‖20 + kγ −1

0

n∑

i=1

‖∇
(
T i
m + T i−1

m

)
‖20 ≤ 2‖ψ‖20. (18)

By using (18), from (17), we obtain

‖unm‖20 + kν
n∑

i=1

‖∇
(
uim + ui−1

m

)
‖20 ≤ ν−1γ0‖ψ‖20. (19)

By extracting square root for (18) and (19) and using
(∑n

i=1 b
2
i

)1/2 ≥ ∑n
i=1 |bi |/√n and

‖a + b‖0 ≥ ‖a‖0 − ‖b‖0, we obtain
‖T n

m‖0 + kγ −1/2
0 ‖∇T n

m‖0 ≤ max{2,√2kγ −1/2
0 }‖ψ‖1, (20)

‖unm‖20 + k
√

ν‖∇unm‖0 ≤
√

ν−1γ0‖ψ‖0. (21)

By using the first equation of (9), (7), (20), and (21), we easily obtain

‖pnm‖0 ≤ C‖ψ‖1. (22)

Thus, for 1 ≤ n ≤ N , if ψ = 0, the system of linear equations (14) has only zero
solution. Therefore, the system of linear equations (14) has a unique series of solutions
(unm, pnm, T n

m) ∈ X × M × W (m = 1, 2, . . .). Because the spaces X × M × W are weakly
and sequentially compact Hilbert spaces, by fixed point theorem (see [21]), we can conclude
that the sequence of solutions (unm, pnm, T n

m) ∈ X × M ×W has a subsequence [without loss
of generality, we still might denote by (unm, pnm, T n

m)] that is uniquely and weakly convergent
to (un, pn, T n) ∈ X × M × W for Problem III, i.e., Problem III has at least a series of
solutions (un, pn, T n) ∈ X × M × W (n = 1, 2, . . . , N ). Using the same technique as the
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proof of the uniqueness of solution for Problem II (see Theorem 1.4.1 in [23] or Theorem
5.2 in [18]), we can prove that the series of solutions for Problem III is unique.

Second, we prove that (10) and (11) hold. By taking v = un + un−1, q = pn , and
φ = T n + T n−1 in Problem III, and by using (3) and (4), Hölder inequality, and Cauchy
inequality, we obtain

2
(‖un‖20−‖un−1‖20

)+kν‖∇ (
un+un−1) ‖20 = 2k

(
T̄ n j , un+un−1)

≤ k‖T n+T n−1‖−1‖∇
(
un+un−1) ‖0 (23)

≤ k

2ν
‖T n+T n−1‖2−1+

kν

2
‖∇ (

un+un−1) ‖20
and

2
(‖T n‖20 − ‖T n−1‖20

) + kγ −1
0 ‖∇ (

T n + T n−1) ‖20 = 0. (24)

Summing (23) and (24) from 1 to n and simplifying yield

‖un‖20 + kν
n∑

i=1

‖∇
(
ui + ui−1

)
‖20 ≤ k

2ν

n∑

i=1

‖T i + T i−1‖2−1 (25)

and

‖T n‖20 + kγ −1
0

n∑

i=1

‖∇
(
T i + T i−1

)
‖20 ≤ 2‖ψ‖20. (26)

By using (26), from (25), we obtain

‖un‖20 + kν
n∑

i=1

‖∇
(
ui + ui−1

)
‖20 ≤ ν−1γ0‖ψ‖20. (27)

By extracting square root for (26) and (27) and using
(∑n

i=1 b
2
i

)1/2 ≥ ∑n
i=1 |bi |/√n and

‖a + b‖0 ≥ ‖a‖0 − ‖b‖0, we obtain
‖T n‖0 + kγ −1/2

0 ‖∇T n‖0 ≤ max
{
2,

√
2kγ −1/2

0

}
‖ψ‖1, (28)

‖un‖20 + k
√

ν‖∇un‖0 ≤
√

ν−1γ0‖ψ‖0. (29)

By using the first equation of (9), (7), (28), and (29), we easily obtain

‖pn‖0 ≤ C‖ψ‖1. (30)

Finally, we prove that the error estimates (12) and (13) hold. Put en = u(tn) − un ,
θn = T (tn) − T n , and ηn = p(tn) − pn . Subtracting Problem III from Problem II taking
t = tn− 1

2
, v = en + en−1, ϕ = θn + θn−1, and q = ηn , using Taylor’s formula, we obtain

that

‖en‖20 − ‖en−1‖20 + kν

2
‖∇ (

en + en−1) ‖20 = k
(
(θn + θn−1) j , en + en−1)

+ k3

24

(
ut t t (ξ1n), en + en−1) (31)

+k3ν

4

(∇ut t (ξ2n),∇(en + en−1)
)

−k3

4

(
Ttt (ξ3n) j , en + en−1) + Φ,
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‖θn‖20 − ‖θn−1‖20 + k

2γ0
‖∇(θn + θn−1)‖20

= k3

24

(
Tttt (ζ1n), θ

n + θn−1) + k3

4γ0

(∇Ttt (ζ2n),∇(θn + θn−1)
) + Ψ, (32)

where Φ = ka1(u(tn− 1
2
), u(tn− 1

2
), en + en−1) − ka1(ūn, ūn, en + en−1) and Ψ =

ka2(u(tn− 1
2
), T (tn− 1

2
), θn + θn−1) − ka2(ūn, T̄ n, θn + θn−1) (tn−1 ≤ ξ1n, ξ2n, ξ3n, ζ1n,

ζ2n ≤ tn). By using Taylor’s formula, Hölder inequality, and Cauchy inequality, there are
ξin ∈ [tn−1, tn] (i = 4, 5) such that

Φ = ka1
(
u(tn− 1

2
), u(tn− 1

2
), en + en−1

)
− ka1

(
ūn, ūn, en + en−1)

= ka1
(
u(tn− 1

2
) − ūn, u(tn− 1

2
), en + en−1

)
+ ka1

(
ūn, u(tn− 1

2
) − ūn, en + en−1

)

= k3

16
a1

(
ut t (ξ4n), u(tn− 1

2
), en + en−1

)
+ k3

16
a1

(
ū, ut t (ξ5n), en + en−1)

≤ kν

12
‖∇ (

en + en−1) ‖20 + k5N 2
0

128ν
‖∇u(t)‖2W 2,∞(tn−1,tn;L2)

×
(
‖∇u(t)‖2L2,∞(tn−1,tn;L2)

+ ‖∇ ūn‖20
)

.

(33)

By using Hölder inequality and Cauchy inequality, we have that

| k
3

24

(
ut t t (ξ1n), en+en−1)+ k3ν

4

(∇ut t (ξ2n),∇(en+en−1)
) − k3

4

(
Ttt (ξ3n) j , en + en−1) |

≤ kν

12
‖∇ (

en + en−1) ‖20 + k5

64ν
‖u‖2W 3,∞(tn−1,tn;H−1)

+ 9νk5

16
‖∇u‖2W 2,∞(tn−1,tn;L2)

+ 9k5

16ν
‖T ‖2W 3,∞(tn−1,tn;H−1)

. (34)

Combining (33) and (34) with (31), using Hölder inequality and Cauchy inequality, and
simplifying yield

‖en‖20 − ‖en−1‖20 + kν

4
‖∇ (

en + en−1) ‖20 ≤ 3k

ν
‖θn + θn−1‖2−1 + C̃2k5, (35)

where C̃2 = 1
64ν ‖u‖2

W 3,∞(tn−1,tn;H−1)
+ 9ν

16‖∇u‖2
W 2,∞(tn−1,tn;L2)

+ 9
16ν ‖T ‖2

W 3,∞(tn−1,tn;H−1)

+ N2
0

128ν ‖∇u(t)‖2
W 2,∞(tn−1,tn;L2)

(
‖∇u(t)‖2

L2,∞(tn−1,tn;L2)
+ ‖∇ ūn‖20

)
.

By using the same techniques as proving (33), there are ζin ∈ [tn−1, tn] (i = 3, 4) such
that

Ψ = ka2
(
u(tn− 1

2
), T (tn− 1

2
), θn + θn−1

)
− ka2

(
ūn, T̄ n, θn + θn−1)

≤ k

8γ0
‖∇ (

θn + θn−1) ‖20 + k5 Ñ 2
0 γ0

64
‖∇T (t)‖2W 2,∞(tn−1,tn;L2)

‖∇ ūn‖20

+k5 Ñ 2
0 γ0

64
‖∇u(t)‖2W 2,∞(tn−1,tn;L2)

‖∇T (t)‖2L2,∞(tn−1,tn;L2)
. (36)
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By using Hölder inequality and Cauchy inequality, we have that
∣
∣
∣
∣
k3

24

(
Tttt (ζ1n), θ

n + θn−1) + k3

4γ0

(∇Ttt (ζ2n),∇(θn + θn−1)
)
∣
∣
∣
∣

≤ k

8γ0
‖∇ (

θn+θn−1) ‖20+
k5γ0
144

‖T ‖2W 3,∞(tn−1,tn;H−1)
+ k5

4
‖∇T ‖2W 2,∞(tn−1,tn;L2)

. (37)

Combining (36) and (37) with (32) and simplifying yield

‖θn‖20 − ‖θn−1‖20 + k

4γ0
‖∇ (

θn + θn−1) ‖20 ≤ Ĉ2k5, (38)

where Ĉ2k5 = Ñ2
0 γ0
64 ‖∇u(t)‖2

W 2,∞(tn−1,tn;L2)
‖∇T (t)‖2

L2,∞(tn−1,tn;L2)
+ 1

4‖T ‖2
W 2,∞(tn−1,tn;H1)

+ γ0
144‖T ‖2

W 3,∞(tn−1,tn;H−1)
+ Ñ2

0 γ0
64 ‖∇T (t)‖2

W 2,∞(tn−1,tn;L2)
‖∇ ūn‖20.

Summing (38) from 1 to n yields that

‖θn‖20 + k

4γ0

n∑

i=1

‖∇
(
θ i + θ i−1

)
‖20 ≤ Ĉ2nk5. (39)

By extracting square root for (39) and using
(∑n

i=0 b
2
i

)1/2 ≥ ∑n
i=0 |bi |/√n and ‖a +

b‖0 ≥ ‖a‖0 − ‖b‖0, we obtain

‖θn‖0 + k

2
√

γ0
‖∇θn‖0 ≤ Ĉ

√
tN k

2, (40)

which yields (13). By (35) and (40), we have

‖en‖20 − ‖en−1‖20 + kν

4
‖∇ (

en + en−1) ‖20 ≤ Ĉ2
0k

5, (41)

where Ĉ2
0 = 12γ0Ĉ2T∞ν−1k3 + C̃2. Summing (41) from 1 to n yields that

‖en‖20 + kν

4

n∑

i=1

‖∇
(
ei + ei−1

)
‖20 ≤ Ĉ2

0nk
5, (42)

By extracting square root for (42) and using
(∑n

i=0 b
2
i

)1/2 ≥ ∑n
i=0 |bi |/√n and ‖a +

b‖0 ≥ ‖a‖0 − ‖b‖0, we obtain

‖en‖0 + k
√

ν

2
‖∇en‖0 ≤ Ĉ2

0
√
tN k

2. (43)

By using Taylor’s formula, there are ξin ∈ [tn−1, tn](i = 5, 6, 7, 8, 9, 10, 11) such that

b(p(tn) − pn, v) = 1

k
(en − en−1, v) + ν

2

(∇(en + en−1),∇v
)

+1

2

[
a1

(
en + en−1, u(tn− 1

2
), v

)
+ a1

(
ūn, en + en−1, v

)

− (
(θn + θn−1) j , v

)]

− k2

48
(ut t t (ξ5n), v) − k2

48
(ut t t (ξ6n), v) − νk2

16
(∇ut t (ξ7n),∇v)

−νk2

16
(∇ut t (ξ8n),∇v)+ k

2
b(v, pt (ξ9n))− k2

16
a1(ut t (ξ10n), u(tn− 1

2
), v)
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Fig. 1 Left chart is a triangle K partitioned into three sub-regions Kz . Right chart is a sample region with
dotted lines indicating the corresponding control volume Vz

− k2

16
a1(ūn, ut t (ξ11n), v) − k2

16
(Ttt (ξ3n) j , v), ∀v ∈ X. (44)

Then, with (40), (43), (44), (7), Hölder inequality, and Cauchy inequality, we have that

‖p(tn) − pn‖0 ≤ β−1 sup
v∈X

b (p(tn) − pn, v)

‖∇v‖0 ≤ Ck. (45)

Combining (45) and (43) yields (12), which completes the proof of Theorem 2.2. �

2.2 Fully Discrete SCNMFVE Formulation for Problem I

In order to establish the fully discrete SCNMFVE formulations for Problem II, it is necessary
to introduce an FVE approximation for the spatial variables of Problem III (more details see
[2,3,14,15]).

Firstly, let �h = {K } be a quasi-uniform triangulation of Ω with h = max hK , where hK
is the diameter of the triangle K ∈ �h (see [5,10,18]). In order to describe the SCNMFVE
formulation, we introduce a dual partition �∗

h based on �h whose elements are called the
control volumes. We construct the control volume in the same way as in [2,3,14,15]. Let
zK = (xK , yk) be the barycenter of K ∈ �h . We connect zK with line segments to the
midpoints of the edges of K , thus partitioning K into three quadrilaterals Kz(z = (x, y) ∈
Zh(K ), where Zh(K ) are the vertices of K ). Then with each vertex z ∈ Zh = ⋃

K∈�h
Zh(K )

we associate a control volume Vz , which consists of the union of the sub-regions Kz , sharing
the vertex z. Finally, we obtain a group of control volumes covering the domain Ω , which is
called a barycenter-type dual partition �∗

h of the triangulation �h (see Fig. 1). We denote the
set of interior vertices of Zh by Z◦

h .
Since the FE triangulation �h is quasi-uniform, the dual partition �∗

h is also quasi-uniform
(see [2,3,5,10,14,15,18]). Moreover, the barycenter-type dual partition can lead to relatively
simple calculations. To this end, the trial function spaces Xh , Wh , and Mh of the velocity,
temperature, and pressure the velocity, the temperature and the pressure are, respectively,
defined as follows:

Xh = {
vh ∈ X ∩ C(Ω)2; vh |K ∈ [P1(K )]2,∀K ∈ �h

}
,

Wh = {
wh ∈ W ∩ C(Ω); wh |K ∈ P1(K ),∀K ∈ �h

}
,

Mh = {qh ∈ M; qh |K ∈ P1(K ), ∀K ∈ �h} ,
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where P1(K ) is the linear function space on K . Note that they are different from those in
[16]. It is obvious that Xh ⊂ X = H1

0 (Ω)2 andWh ⊂ W = H1
0 (Ω). For (u, T ) ∈ X×W , let

(Πhu, ρhT ) be the interpolation projection of (u, T ) onto the trial function spaces Xh ×Wh .
Then, due to the interpolation theory of Sobolev spaces (see [5,10,14,16,18]), we have the
following error estimates

|u − Πhu|m ≤ Ch2−m |u|2, ∀u ∈ H2(Ω)2,m = 0, 1, (46)

|T − ρhT |m ≤ Ch2−m |T |2, ∀T ∈ H2(Ω),m = 0, 1, (47)

where C in this context indicates a positive constant which is possibly different at different
occurrences, being independent of the spatial mesh size h and temporal mesh size k.

The test spaces X̃h and W̃h of the velocity and temperature are, respectively, chosen as
follows:

X̃h = {
vh ∈ L2(Ω)2; vh |Vz ∈ [P0(Vz)]2(Vz ∩ ∂Ω = ∅),

vh |Vz = 0(Vz ∩ ∂Ω �= ∅),∀Vz ∈ �∗
h

}
,

W̃h = {
wh ∈ L2(Ω); wh |Vz ∈ P0(Vz)(Vz ∩ ∂Ω = ∅),

wh |Vz = 0(Vz ∩ ∂Ω �= ∅),∀Vz ∈ �∗
h

}
, (48)

where P0(Vz) is the constant function space on Vz . In fact, they can be spanned by the
following basis functions

φz(x, y) =
{
1, (x, y) ∈ Vz,
0, elsewhere,

∀z ∈ Z◦
h . (49)

For (u, w) ∈ X × W , let (Π∗
h u, ρ∗

hw) be the interpolation projection of (u, w) onto the
test spaces X̃h × W̃h , i.e.,

(
Π∗

h u, ρ∗
hw

) =
∑

z∈Z◦
h

(u(z), w(z))φz. (50)

By the interpolation theory of Sobolev spaces (see [5,10,14,16,18,26]), we have

‖u − Π∗
h u‖0 ≤ Ch|u|1; ‖w − ρ∗

hw‖0 ≤ Ch|w|1. (51)

By using the same principle as mentioned in [16,17], the fully discrete SCNMFVE for-
mulation for Problem II is written as follows.
Problem IV Find (unh, p

n
h , T

n
h ) ∈ Xh × Mh × Wh (1 ≤ n ≤ N ) such that

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
∂̄tunh,Π

∗
h vh

) + ah
(
ūnh,Π

∗
h vh

) + a1h
(
ūnh, ū

n
h,Π

∗
h vh

) + bh
(
pnh ,Π

∗
h vh

)

= (
T̄ n
h j ,Π∗

h vh
)
, ∀vh ∈ Xh,

b
(
qh, unh

) + Dh
(
pnh , qh

) = 0, ∀qh ∈ Mh,(
∂̄t T n

h , ρ∗
hϕh

) + dh
(
T̄ n
h , ρ∗

hϕh
) + a2h

(
ūnh, T̄

n
h , ρ∗

hϕh
) = 0, ∀ϕh ∈ Wh,

u0h = 0, T 0
h = ρhψ(x, y), (x, y) ∈ Ω,

(52)
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where

ah
(
unh,Π

∗
h vh

) = −ν
∑

Vz∈�∗
h

∫

∂Vz

(
vh(z)∇unh

) · nds; (53)

bh
(
qh,Π

∗
h vh

) =
∑

Vz∈�∗
h

vh(z)
∫

∂Vz
qhnds; (54)

a1h
(
unh,w

n
h ,Π

∗
h vh

) = ((
unh · ∇)

wn
h ,Π

∗
h vh

) + ((
divunh

)
wn
h ,Π

∗
h vh

)
/2;

dh
(
T n
h , ρ∗

hwh
) = −γ −1

0

∑

Vz∈�∗
h

wh(z)
∫

∂Vz
∇T · nds; (55)

a2h
(
unh, T

n
h , ρ∗

hϕh
) = ((

unh · ∇)
T n
h , ρ∗

hϕh
) + ((

divunh
)
Th, ρ

∗
hϕ

n
h

)
/2; (56)

Dh
(
pnh , qh

) = ε
∑

K∈�h

{∫

K ,2
pnhqhdxdy −

∫

K ,1
pnhqhdxdy

}

, (57)

here ε is a positive real number and
∫

K ,i g(x, y)dxdy indicate an appropriate Gauss integral
on K that is exact for polynomials of degree i (i = 1, 2) and g(x, y) = phqh is a polynomial
of degree not more than i (i = 1, 2).

Thus, for all test functions qh ∈ Mh , the trial function ph ∈ Mh must be piecewise constant
when i = 1. Consequently, we define the L2—projection operator �h : L2(Ω) → Ŵh such
that ∀p ∈ L2(Ω) satisfies

(p, qh) = (�h p, qh), ∀qh ∈ Ŵh, (58)

where Ŵh ⊂ L2(Ω) denotes the piecewise constant space associated with�h . The projection
operator �h has the following properties (see [5,18]).

‖�h p‖0 ≤ C‖p‖0, ∀p ∈ L2(Ω), (59)

‖p − �h p‖0 ≤ Ch‖p‖1, ∀p ∈ H1(Ω). (60)

Now, using the definition of �h , we can rewrite the bilinear form Dh(·, ·) as follows:
Dh(ph, qh) = ε(ph − �h ph, qh) = ε(ph − �h ph, qh − �hqh). (61)

3 Existence, Uniqueness, Stability, and Error Estimates for the
SCNMFVE Solutions

In order to discuss the existence, the uniqueness, the stability, and the error estimates of the
solutions for fully discrete SCNMFVE formulation with the second-order time accuracy or
Problem IV, it is necessary to introduce some preliminary lemmas.

From [3,14,15,22] we have the following two lemmas.

Lemma 3.1 There hold the following results:

ah
(
uh,Π∗

h vh
) = a(uh, vh), a1h

(
vh, uh,Π∗

h uh
) = 0, ∀uh, vh,wh ∈ Uh,

dh
(
Th, ρ

∗
hφh

) = d(Th, φh), a2h
(
uh, Th, ρ∗

h Th
) = 0, ∀Th, φh ∈ Wh,∀uh ∈ Xh,

bh
(
ph,Π

∗
h vh

) = −b(ph, vh), ∀vh ∈ Xh,∀ph ∈ Mh .
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Further, ah(uh,Π∗
h vh) and dh(Th, ρ∗

hwh) are all symmetric, bounded, and positive defi-
nite, that is,

ah
(
uh,Π∗

h vh
) = ah

(
vh,Π

∗
h uh

)
, ∀uh, vh ∈ Uh;

dh
(
Th, ρ

∗
hwh

) = dh
(
wh, ρ

∗
h Th

)
, ∀Th, wh ∈ Wh,

and there exist a positive constants h0 ≥ h > 0 such that

ah
(
uh,Π∗

h uh
) = ν|uh |21, |ah

(
uh,Π∗

h vh
) | ≤ ν‖uh‖1‖vh‖1, ∀uh, vh ∈ Xh .

dh
(
Th, ρ

∗
h Th

) ≥ γ −1
0 |Th |21, |dh

(
Th, ρ

∗
hwh

) | ≤ C̃0‖Th‖1‖wh‖1, ∀Th, wh ∈ Wh .

Lemma 3.2 There holds the following statement:
(
uh,Π∗

h vh
) = (

vh,Π
∗
h uh

)
, ∀uh, vh ∈ Xh .

For any u ∈ Hm(Ω)2 (m = 0, 1) and vh ∈ Xh,

|(u, vh) − (
u,Π∗

h vh
) | ≤ Chm+n‖u‖m‖vh‖n, n = 0, 1.

Set |‖uh‖|0 = (uh,Π∗
h uh)

1/2, then |‖ · ‖|0 is equivalent to ‖ ·‖0 on Xh, namely there exist
two positive constants C1 and C2 such that

C1‖uh‖0 ≤ |‖uh‖|0 ≤ C2‖uh‖0, ∀uh ∈ Xh . (62)

Remark 1 For scalar functions, i.e., if uh and vh in Xh are, respectively, substituted with wh

and Th in Wh , the results of Lemma 3.2 hold (see Theorem 3.2.1 and Lemma 5.1.5 in [14]).
The following discrete Gronwall Lemma (see [5,17,18]) is useful for the proofs of the

existence, the uniqueness, the stability, and the error estimates of the solutions for Problem
IV.

Lemma 3.3 If {an} and {bn} are two positive sequences, {cn} is a monotone positive
sequence, and they satisfy an + bn ≤ cn + λ̄

∑n−1
i=0 ai (λ̄ > 0) and a0 + b0 ≤ c0, then

an + bn ≤ cn exp(nλ̄)(n = 0, 1, 2, . . .).

There are the following results of the existence, the uniqueness, and the stability of the
solutions for Problem IV.

Theorem 3.4 Under the hypotheses of Theorems 2.1 and 2.2, there exists a unique series of
solutions (unh, p

n
h , T

n
h )(n = 1, 2, . . . , N ) for the fully discrete SCNMFVE formulation with

the second-order time accuracy, i.e., Problem IV satisfying

‖unh‖0 + ‖T n
h ‖0 + k‖∇unh‖0 + k‖∇T n

h ‖0 + √
k‖pnh‖0 ≤ C(‖ψ‖0 + k‖∇ψ |‖0), (63)

which shows that the series of solutions of Problem IV is stable.

Proof First, we prove that Problem IV has a unique series of solutions. Because the finite
dimensional subspaces Xh × Mh × Wh are also weakly and sequentially compact Hilbert
spaces, by using the same as the technique to prove that Problem III has a unique series
of solutions and apply to fixed point theorem (see [21]) to Problem IV, we can prove that
Problem VI has a unique sequence of solutions (unh, p

n
h , T

n
h ) ∈ Xh × Mh × Wh .

And then, we prove that (63) holds. By taking vh = ūnh in the first equation of Problem
IV and qh = pnh in the second equation of Problem IV and by using Lemmas 3.1 and 3.2,
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Hölder inequality, and Cauchy inequality, we obtain

1

2

(
‖|unh |‖20 − ‖|un−1

h |‖20
)

+ kν‖∇ ūnh‖20 + kε‖pnh − ρh p
n
h‖20 = k

(
T̄ n
h j ,Π∗

h ū
n
h

)
(64)

≤ k

2ν
‖T̄ n

h ‖2−1 + kν

2
‖∇ ūnh‖20.

It follows from (64) that

‖|unh |‖20 − ‖|un−1
h |‖20 + 2kν‖∇ ūnh‖20 + 2kε‖pnh − ρh p

n
h‖20 ≤ kν−1‖T̄ n

h ‖2−1. (65)

Summing (65) from 1 to n yields that

‖|unh |‖20 + kν

2

n∑

i=1

‖∇
(
uih + ui−1

h

)
‖20 + 2kε‖pnh − ρh p

n
h‖20 ≤ kν−1

n∑

i=1

‖T̄ i
h‖2−1. (66)

If pnh �= 0, then it is easily see that ‖pnh‖0 > ‖ρh pnh‖0 from (2.51). Therefore, there
exists a constant δ ∈ (0, 1) such that δ‖pnh‖0 = ‖ρh pnh‖0. By extracting square root for (66),
using

(∑n
i=1 b

2
i

)1/2 ≥ ∑n
i=1 |bi |/√n, ‖a + b‖0 ≥ ‖a‖0 − ‖b‖0, and Lemma 3.2, and then,

simplifying, we obtain

‖unh‖0 + k‖∇unh‖0 + √
k‖pnh‖0 ≤ C

(

k
n∑

i=1

‖T̄ i
h‖2−1

)1/2

. (67)

By taking ϕh = T̄ n
h in the third equation of Problem IV and by using Lemmas 3.1 and

3.2, Hölder inequality, and Cauchy inequality, we obtain

‖|T n
h |‖20 − ‖|T n−1

h |‖20 + k

2γ0
‖∇

(
T n
h + T n−1

h

)
‖20 = 0. (68)

Summing (68) from 1 to n yields that

‖|T n
h |‖20 + k

2γ0

n∑

i=1

‖∇
(
T i
h + T i−1

h

)
‖20 = ‖|ψ |‖20. (69)

By extracting square root for (69) and using
(∑n

i=0 b
2
i

)1/2 ≥ ∑n
n=0 |bi |/√n, ‖a+ b‖0 ≥

‖a‖0 − ‖b‖0, and Lemma 3.2, we obtain

‖T n
h ‖0 + k‖∇T n

h ‖0 ≤ C(‖ψ‖0 + k‖∇ψ |‖0). (70)

From (67) and (69) and by using Lemma 3.2, we obtain

‖unh‖0 + k‖∇unh‖0 + √
k‖pnh‖0 ≤ C‖ψ‖0 ≤ C(‖ψ‖0 + k‖∇ψ |‖0). (71)

Combining (70) with (71) yields (63). If pnh = 0, (63) is correct, which completes the
proof of Theorem 3.4. �


Put

A
(
(Sh ūn, Qh p

n); (vh, qh)
) = a(Sh ūn, vh) + a1(Sh ūn, Sh ūn, vh)

−b(Qh p
n, vh)+b(qh, Shun),

A
(
(ūn, pn); (vh, qh)

) = a(ūn, vh)+a1(ūn, ūn, vh)−b(pn, vh)+b(qh, un). (72)

By using the stabilized CN mixed FE (SCNMFE) methods (for example, see [12,17,18])
for the non-stationary Navier–Stokes equations, we obtain the following Lemma 3.5.
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Lemma 3.5 Let (Shun, Qh pn) be the Navier–Stokes projection of the solutions (un, pn) for
Problem III on Uh × Mh, that is, for the solutions (un, pn) ∈ U × M for Problem III, there
exist (Shun, Qh pn) (n = 1, 2, . . . , N) such that

kA
(
(Sh ūn, Qh p

n); (vh, qh)
) + (Shun − Shun−1, vh) + kDh(Qh p

n, qh) (73)

= kA
(
(ūn, pn); (vh, qh)

)+(un − un−1, vh),∀(vh, qh) ∈ Uh × Mh, n=1, 2, . . . , N ,

Shu0 = Πhu0(x, y), u0 = u0(x, y), (x, y) ∈ Ω. (74)

Then, there hold

‖Shun‖1 + ‖Qh p
n‖0 ≤ C

(‖un‖1 + ‖pn‖0
)
, 1 ≤ n ≤ N . (75)

If k = O(h) and the solution (un, pn) ∈ H2(Ω)2 × H1(Ω) (n = 1, 2, . . . , N) for
Problem III, then there hold the following error estimates

‖un − Shun‖0 + k‖∇ (
un − Shun

) ‖0 + k‖pn − Qh p
n‖0 ≤ Ch2, n = 1, 2, . . . , N .

(76)

Remark 2 In fact, (73) and (74) are the system of error equations between standard SCN-
MFE formulation and the semi-discrete CN formulation about time of the non-stationary
Navier–Stokes equations, thus (75) and (76) are directly obtained from SCNMFE method
(for example, see [12,17,18]).

By the FE methods (see, e.g., [5,10,18]) for elliptic equations, we have the following
Lemma 3.6.

Lemma 3.6 Let Rh : W → Wh be a generalized Ritz projection, i.e., for given unh ∈ Xh,

T n−1 ∈ W, and T n−1
h ∈ Wh, and for any T n ∈ W (n = 1, 2, . . . , N), there exist RhT n ∈ Wh

(n = 1, 2, . . . , N) such that

(
RhT

n, wh
) + kd

(
RhT̄

n, wh
) + ka2

(
ūnh, Rh T̄

n, wh
) − (

RhT
n−1, wh

) = (
T n, wh

)

+ kd
(
T̄ n, wh

)+ka2
(
ūn, T̄ n, wh

)−(
T n−1, wh

)
, ∀wh ∈ Wh, n=1, 2, . . . , N . (77)

If (un, pn, T n) (n = 1, 2, . . . , N) are the solutions of Problem III and T n ∈ H2(Ω)∩W,
we have the following inequalities

‖RhT
n‖0 + k‖∇RhT

n‖0 ≤ C‖∇T n‖0, n = 0, 1, 2, . . . , N , (78)

‖RhT
n − T n‖0 + k‖∇ (

RhT
n − T n) |0 ≤ Ch2‖ψ‖2, n = 0, 1, 2, . . . , N . (79)

Theorem 3.7 Let (u, p, T ) be the solution for Problem II and (unh, p
n
h , T

n
h ) the series of

solutions of fully discrete SCMNFVE formulation with the second-order time accuracy (that
is, Problem IV). Then, under the hypotheses of Theorems 2.2 and 3.4, if p0h = p0 = 0 (or
p0h = Qh p0), h = O(k), N0ν

−1‖∇ ūnh‖0 ≤ 1/4, and ψ ∈ H1(Ω), we have the following
error estimates

‖u(tn) − unh‖0 + ‖T (tn) − T n
h ‖0 + k[‖p(tn) − pnh‖0 + ‖∇(u(tn) − unh)‖0

+‖∇ (
T (tn) − T n

h

) ‖0] ≤ Ch2‖ψ‖1, n = 1, 2, . . . , N . (80)
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Proof By subtracting Problem IV from Problem III taking v = vh , q = qh , and ϕ = ϕh , and
by using Lemmas 3.1 and 3.2, we obtain the system of error equations:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
un − unh, vh

) + (
unh − Π∗

h u
n
h, vh − Π∗

h vh
) + ka

(
ūn − ūnh, vh

)

+ka1 (ūn, ūn, vh) − ka1h
(
ūnh, ū

n
h,Π

∗vh
) − kb

(
pn − pnh , vh

)

= k
(
(T̄ n − T̄ n

h ) j , vh
) − k

(
T̄ n
h j ,Π∗

h vh − vh
) +

(
un−1 − un−1

h , vh

)

−
(
un−1
h ,Π∗

h vh − vh

)
, ∀vh ∈ Xh, n = 1, 2, . . . , N ,

b
(
qh, un − unh

) − ε
(
pnh − �h pnh , qh − �hqh

) = 0,∀qh ∈ Mh, n = 1, 2, . . . , N ,(
T n − T n

h , ϕh
) − (

T n
h , ρ∗

hϕh − ϕh
) + kd

(
T̄ n − T̄ n

h , ϕh
) + ka2

(
ūn, T̄ n, ϕh

)

−ka2h
(
ūnh, T̄

n
h , ρ∗

hϕh
) =

(
T n−1 − T n−1

h , ϕh

)

−
(
T n−1
h , ρ∗

hϕh − ϕh

)
,∀ϕh ∈ Wh, n = 1, 2, . . . , N ,

u0 − u0h = 0, T 0 − T 0
h = ψ(x, y) − ρhψ(x, y), (x, y) ∈ Ω.

(81)
Let ζ n = Qh pn − pnh , E

n = Shun − unh , and Ēn = Sh ūn − ūnh . By using (73) and the
system of error equations (81), we obtain

1

2
‖En‖20 + kν|Ēn |21 = (

Shun − un, Ēn) + ka
(
Sh ūn − ūn, Ēn)

+ (
un − unh, Ē

n) + ka
(
ūn − ūnh, Ē

n) − 1

2

(
En−1, En)

= (
Shun−1 − un−1, Ēn) + kb

(
Qh p

n − pn, Ēn) + ka1
(
ūn, ūn, Ēn)

−ka1
(
Sh ūn, Sh ūn, Ēn)−ka1

(
ūn, ūn, Ēn) + ka1h

(
ūnh, ū

n
h,Π

∗
h Ē

n)

+kb
(
pn − pnh , Ē

n) − (
unh − Π∗

h u
n
h, Ē

n − Π∗
h Ē

n)

+
(
un−1
h − Π∗

h u
n−1
h , Ēn − Π∗

h Ē
n
)

− 1

2
(Shun−1 − un−1

h , En)

+
(
un−1 − un−1

h , Ēn
)

+ k
(
(T̄ n − T̄ n

h ) j , Ēn)

−k
(
T̄ n
h j ,Π∗

h Ē
n − Ēn)

= k
(
(T̄ n − T̄ n

h ) j , Ēn) − k
(
T̄ n
h j ,Π∗

h Ē
n − Ēn) − ka1

(
Ēn
h , ūnh, Ē

n)

+ka1h
(
ūnh, ū

n
h, Ē

n − Π∗
h Ē

n) + 1

2

(
En−1, En−1) + kb

(
ζ n, Ēn)

−
(
unh − un−1

h − Π∗
h

(
unh − un−1

h

)
, Ēn − Π∗

h Ē
n
)

. (82)

By using Lemma 3.2, Hölder inequality, and Cauchy inequality, we have

|k (
(T̄ n − T̄ n

h ) j , Ēn) − k
(
T n
h j ,Π∗

h Ē
n − Ēn) |

≤ Ck‖T̄ n − T̄ n
h ‖0‖Ēn‖0 + Ckh2‖∇ T̄ n

h ‖0‖∇ Ēn‖0
≤ Ck‖T̄ n − T̄ n

h ‖20 + Ck‖Ēn‖20 + Ckh4 + νk

8
‖∇ Ēn‖20, (83)

If k = O(h), by using inverse error estimate and Taylor’s formula, we obtain

|
(
unh − un−1

h − Π∗
h

(
unh − un−1

h

)
, Ēn − Π∗

h Ē
n
)

| ≤ Ch2‖unh − un−1
h ‖1|Ēn |1

≤ Ch3
(‖∇En‖20 + ‖∇ (

Shun − Shun−1) ‖20 + ‖∇En−1‖20
) + kν

8
‖∇ Ēn‖20
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≤ Ch‖En‖20 + Ck2h3 + Ch‖En−1‖20 + kν

8
‖∇ Ēn‖20. (84)

�

Noting that b(qh, Shun − un) = −kε(Qh pn − ρh(Qh pn), qh − ρhqh), by the properties

of operator �h and the second equation of (81), we have

b(ζ n, Ēn) = b(ζ n, Sh ūn − ūn) + b
(
ζ n, ūn − ūnh

)

= − ε

2
(ζ n − �hζ

n, ζ n − �hζ
n) − ε

2
(ζ n−1 − �hζ

n−1, ζ n − �h(ζ
n)

≤ − ε

4
‖ζ n − �hζ

n‖20 + ε

4
‖ζ n−1 − �hζ

n−1‖20. (85)

If N0ν
−1‖∇ ūnh‖0 ≤ 1/4 (n = 1, 2, . . . , N ), by Lemma 3.2, (3), and (8), we obtain

k|a1h
(
ūnh, ū

n
h, Ē

n − Π∗
h Ē

n) − a1
(
Ēn, ūnh, Ē

n) | ≤ Ckh4 + kν

4
‖∇ Ēn‖20. (86)

Combining (83–86) with (82) yields that

‖En‖20 + kν‖∇ Ēn‖20 + kε

2
‖ζ n − �hζ

n‖20 − kε

2
‖ζ n−1 − �hζ

n−1‖20
≤ Ckh4 + Ck2h3 + ‖En−1‖20 + Ch‖En−1‖20 + Ch‖En‖20 + Ck‖T̄ n − T̄ n

h ‖20. (87)
By summing (87) from 1 to n, if h is sufficiently small such that Ch ≤ 1/2 in (87) and

p0h = p0 = 0 (or p0h = Qh p0), we obtain that

‖En‖20 + 2kν
n∑

i=1

‖Ēi‖20 + kε‖ζ n − �hζ
n‖20

≤ Cnkh4 + Ck
n∑

i=1

‖T̄ i − T̄ i
h‖20 + Ck

n−1∑

i=0

‖Ei‖20. (88)

Applying Gronwall Lemma 3.3 to (88) yields that

‖En‖20 + k
n∑

i=1

‖∇ Ēi‖20 + k‖ζ n − �hζ
n‖20

≤ C

(

h4 + k
n∑

i=1

‖T̄ i − T̄ i
h‖20

)

exp(Ckn). (89)

By extracting square root for (89) and using
(∑n

i=0 b
2
i

)1/2 ≥ ∑n
i=0 |bi |/√n, ‖a + b‖0 ≥

‖a‖0 − ‖b‖0, we obtain

‖En‖0 + k‖∇ Ēn‖0 + k(‖ζ n‖0 − ‖�hζ n‖0) ≤ C

(

h4 + k
n∑

i=1

‖T̄ i − T̄ i
h‖20

)1/2

. (90)

If ζ n �= 0, then ‖ζ n‖0 > ‖�hζ n‖0. Thus, there is a constant ω ∈ (0, 1) such that
ω‖ζ n‖0 = ‖�hζ n‖0. Then, by using triangle inequality, (90), and Lemma 3.4, we obtain

‖un − unh‖0 + k[‖∇(un − unh)|0 + ‖pn − pnh‖0] ≤ C

(

h4 + k
n∑

i=1

‖T̄ i − T̄ i
h‖20

)1/2

.

(91)
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Let en = RhT n − T n
h . On the one hand, by using the system of error equations (71), and

Lemma 3.6, we obtain that

1

2
‖en‖20 + kγ −1

0 ‖∇ ēn‖20 = (en, ēn) + kd(ēn, ēn) − 1

2
(en, en−1)

= [(
RhT

n − T n, ēn
) + kd

(
RhT̄

n − T̄ n, ēn
)]

+ [(
T n − T n

h , ēn
) + kd

(
T̄ n − T̄ n

h , ēn
)] − 1

2
(en, en−1)

= [(
RhT

n−1−T n−1, ēn
)+ka2

(
ūn, T̄ n, ēn

)−ka2
(
ūnh, RhT̄

n, ēn
)]

+ [(
T n
h , ρ∗

h ēn − ēn
) + ka2h

(
ūnh, T̄

n
h , ρ∗

h ēn
) − ka2

(
ūn, T̄ n, ēn

)

+
(
T n−1 − T n−1

h , ēn
)

−
(
T n−1
h , ρ∗

h ēn − ēn
)]

− 1

2
(en−1, en)

= 1

2
(en−1, en) +

(
T n
h − T n−1

h , ρ∗
h ēn − ēn

)

+ka2h
(
ūnh, T̄

n
h , ρ∗

h ēn
) − ka2

(
ūnh, RhT̄

n, ēn
)
. (92)

By using Lemma 3.2, Hölder inequality, and Cauchy inequality, we obtain

(T n
h − T n−1

h , ρ∗
h ēn − ēn) ≤ Ch(‖en‖0 + ‖RhT

n − T n‖0 + h‖T n − T n−1‖1
+‖T n−1 − RhT

n−1‖0 + ‖en−1‖0)‖∇ ēn‖0
≤ Ch

(
h4 + k2h2 + ‖en‖20 + ‖en−1‖20

) + k

4γ0
‖∇ ēn‖20, (93)

1

2
(en−1, en) ≤ 1

2
‖en−1‖0‖en‖0 ≤ 1

4
‖en−1‖20 + 1

4
‖en‖20. (94)

If N0ν
−1‖∇ ūnh‖0 ≤ 1/4 (n = 1, 2, . . . , N ), by using Lemmas 3.1 and 3.2, (4), Hölder

inequality, and Cauchy inequality, we obtain

ka2h(ūnh, T̄
n
h , ρ∗

h ēn) − ka2(ūnh, RhT̄
n, ēn) ≤ k

4γ0
‖∇ ēn‖20 + Ckh4. (95)

If k = O(h), by combining (93–95) with (92), we obtain

‖en‖20 + k‖∇ ēn‖20 ≤ Ck
(
h4 + ‖en‖20 + ‖en−1‖20

) + ‖en−1‖20. (96)

Summing (96) from 1 to n and using Lemma 3.6 and (27) yield that

‖en‖20 + kγ −1
0

n∑

i=1

‖∇ ēi‖20 ≤ Cnkh4 + ‖e0‖20 + Ck
n∑

i=1

‖ei‖20

≤ Ch4+Ck
n∑

i=1

‖ei‖20+C‖Rhψ−ψ‖20+C‖ψ−ρhψ‖20 ≤ Ch4+Ck
n∑

i=1

‖ei‖20. (97)

If k is sufficiently small such that Ck ≤ 1/2 in (97), we obtain

‖en‖20 + kγ −1
0

n∑

i=1

‖∇ ēi‖20 ≤ Ch4 + Ck
n−1∑

i=0

‖ei‖20. (98)

Applying Gronwall Lemma 3.3 to (98) yields that

‖en‖20 + kγ −1
0

n∑

i=1

‖∇ ēi‖20 ≤ Ch4 exp(Cnk) ≤ Ch4. (99)
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Fig. 2 The computational field and boundary conditions of flow

By extracting square root for (99) and using
(∑n

i=1 b
2
i

)1/2 ≥ ∑n
i=1 |bi |/√n and ‖a +

b‖0 ≥ ‖a‖0 − ‖b‖0, we obtain
‖en‖0 + k‖∇en‖0 ≤ Ch2. (100)

By using triangle inequality, (100), and Lemma 3.6, we obtain

‖T n − T n
h ‖0 + k‖∇ (

T n − T n
h

) ‖0 ≤ Ch2. (101)

Combining (91) with (101) yields that

‖un − unh‖0 + k[‖∇ (
un − unh

) |0 + ‖pn − pnh‖0] ≤ Ch2. (102)

Combining (101) and (102) with Theorem 2.2 yields (80). If ζ n = 0, (80) is also correct,
which completes the proof of Theorem 3.7.

Remark 3 It is known from Theorem 3.4 and its proof that, if ‖ψ‖1 is sufficiently small, then
the conditions N0ν

−1‖∇ ūnh‖0 ≤ 1/4 (n = 1, 2, . . . , N ) in Theorem 3.7 hold.

4 Some Numerical Experiments

In this section, some numerical experiments are used to show that the advantage of the fully
discreteSCNMFVEformulation for the non-stationary incompressibleBoussinesq equations.

Computational field Ω̄ consists of the channel of width to 6 and length to 20 and two same
rectangular cavities at the bottom and top of the channel. Its two rectangular cavities all are
width to 2 and length to 4 (see Fig. 2). It is first divided into some small squares with side
length �x = �y = 0.01, and then each square is linked with diagonal in the same direction
divided into two triangles, which constitutes triangularizations �h with h = √

2×10−2. The
dual decomposition�∗

h is taken as barycenter form, namely the barycenter of the right triangle
K ∈ �h is taken as the node of the dual decomposition. Take Re = 1000, Pr = 7, and ε = 1.
Except inflow of left boundary with a velocity of u = (0.1(y − 4.5)(5.5 − y), 0)T (4.5 ≤
y ≤ 5.5) and outflow of right boundary with velocity of u = (u1, u2)T satisfying u2 = 0 and
u1(x, y, t) = u1(19, y, t) (19 ≤ x ≤ 20, 2 ≤ y ≤ 8, 0 ≤ t ≤ tN ), all initial and boundary
value conditions are taken as 0. Time step increment is taken as Δt = 0.01.

Firstly, the numerical solutions of the velocity, temperature, and pressure obtained by the
SCNMFVE formulation Problem IV with the second-order time accuracy at t = 5000 are
depicted graphically at the bottom charts in Figs. 3, 4, and 5, respectively. If we find the
solution at t = 5000 by means of the SMFVE formulation with the first-order time accuracy
in [17], in order to obtain the same accuracy solution as that of the SCNMFVE formulation,
the time step for the SMFVE formulation must be taken as k = 0.0001. Thus, the numerical
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Fig. 3 Top chart is the SMFVE solution of velocity u and bottom chart is the SCNMFVE solution of velocity
u when Re = 1000 and Pr = 7 at time t = 5000

Fig. 4 Top chart is the SMFVE solution of temperature T and bottom chart is the SCNMFVE solution of
temperature T when Re = 1000 and Pr = 7 at time t = 5000

solutions of the velocity, temperature, and pressure obtained by the SMFVE formulation at
t = 5000 need implement 5×107 steps, which are 100 times for implementing steps 5×105

of SCNMFVE formulation such that it increases greatly the truncation error accumulation
in computational process. The numerical solutions of the velocity, temperature, and pressure
obtained by the SMFVE formulation at t = 5000 are depicted graphically at the top charts
in Figs. 3, 4, and 5, respectively. Comparing every two charts in Figs. 3, 4, and 5 shows that
the solutions obtained by the SCNMFVE formulation are better than the SMFVE solutions.
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Fig. 5 Top chart is the SMFVE solution of pressure p and bottom chart is the SCNMFVE solution of pressure
p when Re = 1000 and Pr = 7 at time t = 5000

Fig. 6 When Re = 103 and Pr = 0.71, the top chart and the bottom chart are the relative errors (log 10) of
the SMFVE solutions and the SCNFVE solution of the velocity u, the temperature T , and the pressure p at
the time t ∈ (0, 5000], respectively

Especially, the the SCNMFVE solutions of the temperature and pressure are far better than
the SMFVE solutions.

The curves of the top and bottom charts in Fig. 6 are the relative errors (log 10) of
the SMFVE solutions and the SCNMFVE solutions at time t ∈ (0, 5000] with respect to
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L2-norm, respectively. Due to the truncation error accumulation in computational process,
the errors of numerical solutions appear increase (see Fig. 6), but the truncation error accu-
mulation for the SCNMFVE formulation Problem IV is far smaller than that for the SMFVE
formulation and the relative errors (which illustrate that the numerical errors are consistent
with theoretical results, since they does not exceed 2×10−4) of SCNMFVE numerical solu-
tions are far smaller than those of the SMFVE solutions (also see Fig. 6). Moreover, it is
shown that the fully discrete SCNMFVE formulation for the non-stationary incompressible
Boussinesq equations is far more advantageous than the SMFVE formulation in [17].

5 Conclusions and Discussions

In this study, we have established the semi-discrete CN formulation with respect to time
for the non-stationary incompressible Boussinesq equations and have built the fully discrete
SCNMFVE formulation based on two local Gauss integrals and parameter-free directly from
the semi-discrete CN formulation with respect to time. Thus, we have avoided the discussion
for semi-discrete SCNMFVE formulation with respect to spatial variables such that our
theoretical analysis becomes simpler than the existing othermethods (for example, see [11,16,
17]).We have also provided the error estimates for the fully discrete SCNMFVE solutions and
have used some numerical experiments to illustrate that the numerical errors were consistent
with theoretical results, the computing load for the fully discrete SCNMFVE formulation
was far fewer than that for the SMFVE formulation with the first time accuracy, and its
accumulation of truncation errors in the computational process was far lesser than that of
the SMFVE formulation with the first time accuracy. Thus, we have shown the advantage of
the fully discrete SCNMFVE formulation for the non-stationary incompressible Boussinesq
equations, i.e., the fully discrete SCNMFVE formulation not only has the second-order time
accuracy, but it also satisfies the discrete B-B inequality. Thereby, it is different from existing
other methods (for example, see [11,16,17]).
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