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Abstract In this paper, we establish negative-order norm estimates for the accuracy of
discontinuous Galerkin (DG) approximations to scalar nonlinear hyperbolic equations with
smooth solutions. For these special solutions, we are able to extract this “hidden accuracy”
through the use of a convolution kernel that is composed of a linear combination of B-splines.
Previous investigations into extracting the superconvergence of DG methods using a convo-
lution kernel have focused on linear hyperbolic equations. However, we now demonstrate
that it is possible to extend the Smoothness-Increasing Accuracy-Conserving filter for scalar
nonlinear hyperbolic equations. Furthermore, we provide theoretical error estimates for the
DG solutions that show improvement to (2k + m)-th order in the negative-order norm, where
m depends upon the chosen flux.
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1 Introduction

In this paper, we present negative-order norm estimates of the error for the Discontinuous
Galerkin (DG) methods for smooth solutions to nonlinear hyperbolic conservation laws of
the form

d
w4 D (fiw)y =0, (x,1)€Qx(0,T], (1.1)
i=1
u(x,0) =up(x), (1.2)
where x = (x1, ..., xg) and d represents the highest spatial dimension. In giving these esti-

mates, we concentrate on the method in the interior of the domain and not on the effect of
the boundary terms. Therefore we always consider periodic boundary conditions (or com-
pactly supported) and a hyperrectangular domain = [0, 1]¢. We assume that the flux
fi(w), i =1,---,d is smooth enough in the variable u for the requirements on our approxi-
mation. That is, when a classical solution to (1.1) exists. We note that discontinuous solutions
with shocks are not covered by the analysis contained in this paper.

Recently, a priori error estimates in the L?-norm for the Runge-Kutta Discontinuous
Galerkin (RKDG) method for smooth solutions of nonlinear conservation laws were obtained
by Zhang and Shu in a series of papers [22-24]. Optimal order estimates were given for
upwind fluxes. However, there has been relatively little work on error estimates in the
negative-order norm, which is related to capturing the superconvergence from specific points.
The first version of these negative-order norm estimates for approximations obtained by dis-
continuous Galerkin methods for linear conservation laws was analyzed by Cockburn et al.
[8]. Later Mirzaee et al. [14] extended these estimates to variable coefficient equations for
structured triangular meshes.

The local post-processing technique that makes use of the information contained in the
negative-order norm was originally developed by Bramble and Schatz [4] in the context of
continuous finite element methods for elliptic problems and extended for parabolic equations
by Bramble et al. [5]. They demonstrated that it is possible to construct a better approximation
by convolving the finite element solution with a local averaging operator in the neighborhood
of a point x, where the convergence in the negative-order norm was higher than L2-norm. This
technique was further studied by Thomée in [18] to obtain a similar superconvergent order
approximation for derivatives, which was not restricted to any particular type of equation and
could be applied in any situation where negative-order norms for difference quotients of the
error were available with higher order. Cockburn et al. [8] established a framework to apply
this technique to linear hyperbolic equations in the context of the Discontinuous Galerkin
methods. Numerical experiments showed that the post-processing had a positive impact
on nonlinear hyperbolic equations. Furthermore, this technique is labeled as a Smoothness-
Increasing Accuracy-Conserving (SIAC) filter by Ryan et al. and was extended to nonuniform
meshes, higher-order derivatives, and as a filtering technique to improve the visualization
of streamlines [17]. The extension of this technique to nonlinear equations is a significant
advancement towards proving the eventual applicability to Navier-Stokes type equations.
In order to accomplish this extension, we address one important ingredient of this post-
processing technique — the negative-order norm estimate for the errors of the DG solution.
This estimate should be of higher order than the L2-error estimate.

In this paper, we present an analysis of the negative-order norm for solutions obtained
via the discontinuous Galerkin method for solving nonlinear scalar conservation laws. We
use a technical dual argument to obtain an a priori error estimate in the negative-order norm
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for smooth solutions of scalar nonlinear conservation laws, which is 2k + m higher than the
k + m order in the L?-norm, where m depends upon the flux and k is the highest degree
polynomial used in the approximation. This generalizes the negative-order norm estimates
for linear hyperbolic equations in [8].

We would like to mention briefly recent superconvergent results for DG solutions of
hyperbolic equations relevant to these results. Adjerid et al. [1-3] established a strong 2k + 1
order superconvergence at the downwind of every element and k 4 2 superconvergence at
the Radau points. These a posteriori error estimates are for hyperbolic equations. Recently,
Ryan et al. developed a new post-processing technique, the so-called position-dependent
SIAC post processing for nonperiodic boundary problems in [16], whose kernel is the same
for the interior of the domain, and for points near the boundary the kernel is modified and
depends on the position of the evaluation point to get the exact 2k + 1 order under L?-norm
by convolving the DG solution with the new kernel. Numerical results have been tested for
the linear hyperbolic equations.

The paper is organized as follows. In Sect. 2, we introduce the DG method and STIAC filter-
ing as well as the relevant notation that will be required for the proof of our method. In Sect. 3
we prove the negative-order norm estimates of the DG solutions for multi-dimensional non-
linear hyperbolic conservation laws. The superconvergence results are confirmed numerically
in Sect. 4.

2 Notation, Definitions and Projections

We begin by defining the necessary notation used in the proof of accuracy enhancement of
discontinuous Galerkin solutions for general nonlinear hyperbolic equations. This is done
for projections and interpolations for the finite element spaces used in the error analysis.

2.1 Tessellation and Function Spaces

Suppose that for each & > 0, 7}, denotes a tessellation of the domain Q2 with shape-regular
elements K, invariant under translations, and I" denotes the union of the boundary faces of
elements K € 7p,,i.e. ' = Ugc7;,0K. In this paper we only consider a uniform mesh of size
h.

The discontinuous Galerkin method uses a piecewise polynomial basis for the test function
space as well as the basis functions. Therefore, we define Ok (K) to be the space of tensor
product polynomials of degree at most k > 0 on K € 7}, in each variable. That is,

Vh:{veLz(Q): vk € O(K), VKeTh}.
We can also consider the space
Vh:{veLz(Q): vk € PHK), VKeTh},

where P¥(K) is the polynomial space of functions of total degree at most k. These two spaces
are the same for the one-dimensional case. We remark that the proofs of the effectivity of the
post-processor do not rely on any special projections and so either space can be used.

Because the discontinuous Galerkin method consists of piecewise polynomials, we must
have a way of denoting the values of the approximation on the “left” and “right” side of an
element boundary, e. We give the designation K, for values to the left of e and K for values
to the right, following the notation of [21] and [20].
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2.2 Norms

We now define the L2- and the Sobolev norms that we use throughout the paper. Additionally
we define the negative-order Sobolev norm.

The definition for the L?-norm in Q and on the boundary are given by the standard
definitions:

1 1
2

Inlle = /nzdx . nllae = /nzds : 2.1)

Q Q2

The ¢-th order Sobolev norm over €2 is given by

Nl—=

Inllea={ D 1D“nlg| . £>o0. 22)
o] < e

We note that the notation is simplified for these norms and only designate the norm type
and not the domain. Furthermore, the inner product is defined as

(w, v)g = Z/wvdK. (2.3)
K

This will be helpful in the error analysis of the negative-order norm. The negative-order
norm is defined as: Given £ > 0 and domain €2,

(n, ®)o
Inll—¢,o = sup

. 2.4)
vece @ [Pllee

2.3 Projection and Interpolation Properties

We note that the proof of accuracy enhancement of the DG solution relies on an L2-projection
of the initial function. Therefore, P is defined to be the L2-projection for a scalar function
and T to be the L2-projection for vector-valued functions. We recall the following error
estimate for L2-projections (c.f.[7] Chapter 3):

d 1
In°lie + A2 Iy + A2 InlIr < CH* Inlles o, 2.5)
where n° = Pn — n and C is a positive constant independent of /.

2.4 Regularity for the Variable-Coefficient Hyperbolic Equations

We now need to establish a regularity result that is used to complete the error analysis of the
nonlinear hyperbolic equation. That is:

Lemma 2.1 Consider the variable coefficient hyperbolic equation with a periodic boundary
condition for all t € [0, T]:

d
oi(x, 1)+ D (ai(x, D)y (x, 1) =0, (2.6)
i=1

@(x,0) = go(x), 2.7)
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where a(x,t) is a given smooth periodic function. For any £ > 0, fix time t and a(x,t) €
L0, T); W2tHL00(Q)), then solution of Eq. (2.6) satisfies the following regularity
property

lox,Dllee < Cllox, 0)lle,q, (2.8)

where C is a constant which depends on ||a(x, t)|| Loo (0, T): w2e+1. % (Q))-

We neglect to provide a proof of this lemma as it can easily be obtained by using an energy
estimate (see [10], Chapter II).

2.5 The DG Method for General Nonlinear Scalar Hyperbolic Equations

We now define the discontinuous Galerkin method for a general nonlinear scalar hyperbolic
equation

d
ur + Z(ﬁ(u))xi =0, (x,1)eQx(0,T], (2.9)

i=1
with a smooth initial condition,
u(x,0) = up(x). (2.10)

We assume that a periodic boundary condition is given. We are interested in establishing
error estimates as long as this equation has a unique solution (the solution behaves linearly),
before a shock develops.

We seek an approximate solution uy (x, t) € V, given by the DG method. That is, given
Y € Vy, ujp must satisfy

/(uh),u/fdk Z/f,whwx,dmz/f,(uh,u,,)vn/fdv—o @11

i= IK i= 1(”(

where v = (vq, ..., vg) is the unit outward normal vector to the integration domain. We
enforce weak continuity at the element boundaries through the fluxes, which are given by
the “hat” terms (2.11). We define these numerical fluxes to be single-valued functions such
that fi(a, b) is a monotone flux, i.e. Lipschitz continuous in both arguments, consistent (i.e.
?,- (a,a) = fi(a)), and non-decreasing in the first argument and non-increasing in the second
(c.f. [9]). An example is the Lax—Friedrichs flux

-~ 1
fila,b) = S (fita) + fi(b) — a(b—a)), (2.12)

here the viscosity coefficient function o = a/(a, b) satisfies maxgefq,p] |f,-/(§)| > a(a,b) >
oo > 0. The Lax—Friedrichs flux is used in the numerical experiment of Sect. 4.
We sum the scheme (2.11) over K to obtain

(wn)e, Y)a + Blup; ) =0, (2.13)

where B is defined as

B =55 (=i, wxl)w/fl(uh, uByviv ds

i=1 K
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In this formulation, v,, refers to the broken derivative of 1 with respect to the i’ space
variable when sums of integrals over elements K € 7, are replaced by integrals over €2.
Notice that if we change our choice of flux, we would obtain a different method that would
influence the accuracy results [22]. We limit the scope of this paper to considering the flux
in (2.12).

Another lemma will be needed to describe the influence of the choice of the fluxes on the
result, which is proven in [22]. When the solution is smooth, i.e for small times, the result is
given by the following:

Lemma 2.2 ([19]) For 0 < T < T¥*, where T* is the maximal time of existence of the
classical solution, let u be the exact solution of the problem (2.9) and assume f;, (i =
1,---,d) is in W»®(Q), and subject to smooth initial conditions and periodic boundary
conditions. If uy, is a solution to (2.11), then

max [lu — upllo < Chktm, (2.14)

where the constant C depends on T, || filly3.~(q), luollk+1.2 and is independent of h.
m is some constant that depends on the choice of numerical flux in (2.11).

Remark 2.1 In Lemma 2.2, m > 0 corresponds to different theoretical results. For one-
dimensional problems or Cartesian meshes in high dimensions, m = % can be proven to
correspond to a general monotone flux and m = 1 corresponds to an upwind flux. For
general triangulations in high dimensions, m = 0 for monotone fluxes. We refer the reader
to [19,22] for details of how the choice of the flux influences the theoretical accuracy results.
For the numerical implementation, the optimal order k + 1 can be observed for the different
choices of the numerical fluxes.

2.6 Smoothness-Increasing Accuracy-Conserving Filters

We extract higher-order accuracy of the DG method solved over a uniform mesh contained
in the negative-order norm through the use of a SIAC filter. This filter improves the order of
accuracy by increasing the smoothness of the solution and reducing the number of oscillations
in the error. This is done by convolving the numerical approximation with a specially chosen
kernel,

wp = K, e, (2.15)

where uj is the filtered solution, uj, is the DG solution calculated at the final time, and

K Z (DK i< the convolution kernel. The kernel is translation-invariant and composed of a

linear combination of B-splines of order k+1, scaled by the uniform mesh size:

k
1 X
2(k+1),k+1 _ L 2(k+1),k+1,/ (k+1) (~
K> 0= > " (h y) . (2.16)
y=—k
The weights of the B-splines, c)z/(kH)’kH, are chosen so that accuracy is not destroyed
(the kernel can reproduce polynomials of degree up to 2k), i.e. Kf(kﬂ)’“l x p = p for

p=1,x,--- , x2k_See [17] for more details.
The following notation for the difference quotients over elements of size 4 is used:

op, ju(x) = % (v (x + %hej) —v (x - %hej)) , (2.17)
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here e is the unit multi-index whose j-th componentis 1 and all others 0. For any multi-index
o = (ag, -+, aq) we set a-th order difference quotient to be

Iolx) = (@ - 94 v(x). (2.18)
Theorem 2.3 (Bramble and Schatz [4]) For 0 < T < T*, where T* is the maximal time of
existence of the classical solution, letu € L*((0, T); H**2(Q)) | L>((0, T); H**2(Q))

be the exact solution of the problem (2.9). Let Q¢ + 2supp([(;(k"'_])’]<+1 (x)) cC Qand U
is any approximation to u, then

2k+2
2(k+1),k+1
u(T) — K *U < — —Cilu
lu(T) 3 llo,2 < 2k 12! 1ul2ks2,0
+C1C Y 1w — U)o
la|<k+1
2(k+1),k+1

where Cy and C depends solely on o, Q21,d, k, ¢, , and is independent of h.

Remark 2.2 For our problem we only consider periodic boundary conditions and U = uy,
represents the DG approximation. We can obtain the estimate for the entire domain, i.e.,
Qo = Q by considering 2\ as the interior part of a new period of the domain.

Remark 2.3 Error estimates using the divided differences of the error in the negative-order
norm will be important for the SIAC filter which requires a local transition invariance of
the mesh and the kernel size of O(h). In the following, we will only give the negative-order
norm error estimates for ||u — U||—+1),e. The proof for the error estimates of the divided
differences is not straight forward from the estimates of the solution itself and not trivial for the
nonlinear equation. We will leave the estimates for the divided differences for further work.

Remark 2.4 Even though the theory indicates that it is not possible to extract a higher rate
of convergence through the use of the SIAC filter using the estimate [lu — U||—x+1),Q, it
can still be used for some global post-processing techniques, such as in [12,15]. However,
numerical experiments still indicate that the (2k 4 1)-th order accuracy can be achieved using
the SIAC filter.

3 Superconvergent Error Estimates

The goal of this paper is to demonstrate that the higher-order convergence in the negative-
order norm is not just reserved for linear hyperbolic equations, but that we can also obtain
higher-order convergence for nonlinear scalar hyperbolic equations before a shock develops.

We give our main theorem for the negative-order norm of the error for the DG solutions
as follows:

Theorem 3.1 For 0 < T < T* where T* is the maximal time of existence of the clas-
sical solution, let u € L*®((0, T); W2k*2:2°(Q)) M L®((0, T); H*2(Q)) N L*((0, T);
H*2(Q)) be the exact solution of the problem (2.9) and assume f;, i = 1,--- ,d isalso in
W2k+2,90(Q0), and subject to smooth initial conditions and periodic boundary conditions. If

. . . d
uy, is a solution to (2.11), then for any polynomial of degree k > 7,

1u(T) = un(T) |- s1).0 < CH*H,
where C is a constant independent of h and depends on ||lug|lk+1,e. |l fillwar+2. 0y and T.

m is some constant that depends on the choice of numerical flux in (2.11).

@ Springer



538 J Sci Comput (2013) 54:531-548

Remark 3.1 For polynomials of highest degree &, the theorem states that accuracy enhance-
ment in d-dimensions is only possible provided k is chosen to be greater than d /2 this means
that:

o Ifd =1,thenk > 1.
o Ifd =2,thenk > 2.
o Ifd =3,thenk > 2.

Remark 3.2 In the following proof, it becomes evident that both an approximation space
consisting of P¥- or QF-polynomials can be used for the DG solutions. The proof of the
post-processor does not rely on any special projections.

3.1 A Proof of Theorem 3.1

In order to show higher-order accuracy is obtained in the negative-order norm (cf. definition
(2.4)), we need to follow the analysis given in [8] to estimate the inner product

() —up(T), P)g . (3.1

Estimating the inner product requires considering the dual equation to a nonlinear problem.
This dual equation is not uniquely defined (see [13]), so we have the freedom to choose the
form of the dual equation. Therefore, we choose the dual equation of the form: Find a function
¢ such that ¢(-, t) is one-periodic in all dimensions for all # € [0, T'] and

d

@+ D fl ey, =0, 2 x[0,T), 32)
i=1

P(x.T) = d(x). (3.3)

Notice that this form of the dual equation introduces an added difficulty as it no longer
gives % (u, ) = 0 as it did for the linear case. In fact, we can see that when we multiply Eq.
(2.9) by ¢ and equation (3.2) by u and integrate over €2, we have

d
0= (ur.9)a+ (. gda+ > (i), . 9) g + (f W, ¢:)a) -

i=1
Integrating by parts and using the one-periodic nature of the boundary conditions,
((fi)x;, 9)a = —(fi(w), ¢x)a-

‘We therefore have

%(u, Pl + Fui ) =0, (3.4)
where
d
Fus o) =D ((fwu— fiw), ¢q)q - (3.5)

i=1

Integrate equation (3.4) in time to obtain

T
w(T), p(T))a = (u(0), p(0)a —/f(u; p)dt. (3.6)
0
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This relation allows us to estimate the term (u(7T) —uj, (T), ®)q appearing in the definition
of the negative-order norm (2.4). Now we can make use of similar ideas to those used in [8].
That is,

u(T) —un(T), ®)a
= (T), ®)g — (un(T), P)q
= (), p(T)e — (un(T), p(T))a

T
O ). O - [ Fluigdr — (1), oD
0

T T

d
= (0), 9(0)o — (ur(0), 9(0))q —/E(uh,(p)gdt —/f(u;w) dt
0 0

T T
— w(0) — un (0), p(0))g — / (Wn)e )2 + (uns o @)dt — / Flus ) dr.
0 0

Letus consider the second term more closely. Because our approximation, given by (2.13),
relies on a piecewise polynomial subspace, we add and subtract the function y € Vj, to obtain
a formulation that relies on the DG method

((up)e» @) = (W), ¢ — x)a + Blun; ¢ — x) — Bup; ¢)
as in [8]. Combining the above with (uj,, ¢;)q, we have
(Wn)e, @) + (un, oo (3.7
= ((un)e, ¢ — x)o + Blun; ¢ — x) + (un, ¢r)o — Bun; ¢).

This gives the estimate

u(T) —up(T), P)o
T

= (u(0) —up(0), p(0)o — /(((Mh)z, @ — X))o+ Blup; ¢ — x))dt
0
T
—/((uh, @) — Blup; @) + F(u; ¢))dt
0
=01+ 07+ 03,

where

O1 = () — un(0), p(0))q,

T
O = —/(((uh)z, ¢ — )+ Blun: ¢ — x))dt,

0
T

03 = —/((uh, w0 — Blup; @) + F(u: ¢))dt.
0

@ Springer



540 J Sci Comput (2013) 54:531-548

We prove the estimates for ®,, and ®3 below. We remind the reader that the estimate for
®1, is given by:

Lemma 3.2 (Projection Estimate) There exists a positive constant C, independent of h,
such that

1911 < CH* 2 uolles1 19 O0) 1. (3.8)
Proof We neglect the proof of this estimate and point the interested reader to [11]. O
For the second term, we have the following result:

Lemma 3.3 (Estimating the second term: residual) There exists a positive constant C,
independent of h, such that

T 12, 7 1/2 T 1/2
|©2] < Ch* / lup — ullgdt / lplli7, de |+ Ch*+? / lplif dt
0 0 0
T 12, r 1/2
FonH / |2, ydr / Il di
0 0
3.9)
Proof Using the definition of ®,,
T
Oy = —/(((uh)t, @ — )+ Blup: ¢ — x))dt,
0

we consider the terms inside the integral and let y = P¢. This gives

((up), o — Pp)a =0,

and reduces the terms inside the integral to the following:

i=1 K

d
Bl o= P9) = 3 3 (=i, (0 = Posx + [ Ttk ufvite = Poyds
K
Let us look at the term for the i th-dimension:

Do i), (0 = Po)k + / Fiuly, ufyvi(p — Po)ds
K IK

= > (~(filun) = fiw). (¢ = Py — (i), (@ — Pg)y)k)
K

+Z/ filug, ufyvi(p — Po)ds
K 5k
=S (=il = fi@). @ = POk + (@) (9 — Po))k)
K
+ 3 [ Gk~ fiwiieo - Pords
K 9k

=) +UD+ U1,
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where we have added and subtracted the term > ((fi (1)), , (¢ — P@))k and integrated by
K

parts. We can now define
(1) = =D (filun) = fiw), (9 = Po))k,
K

(1) =D (fi@)y, (9 — PO))k,
K

(1) = Z/(ﬁ(u,%, up) = fi)vi(p — Pe)ds.

K 3k

To obtain an estimate for ®,, it is necessary to estimate (/), (/1), (111I) respectively.
These are given below.

Estimate of (7):
We use the Lipschitz continuity of f and Cauchy—Schwarz inequality and get

(D] < Cllu —uplleli(e — Po)x; lla- (3.10)

Estimate of (11):
For the estimate of (I7), it is necessary to add and subtract P ((f;(«)),;) which is the L?
projection of (f;(u))y; onto V). We then have

(U1 =D ((fiw)y — Pfi)x), (9 — PY)) g + (P((fi))x), (9 — Pp))k)

K

= > (i) — P(fiu)x). (@ — Pe)k.
K

where the last equality uses the property of the L projection. This gives the estimate of
(I1) as

IUD] < CI(fi)x, — P((fi)x)lalle — Polle. (3.11)

Estimate of (111):
For this estimate, we use the Lipschitz continuity of the numerical fluxes f; and the
inverse inequality and obtain

(1| < CZ/ lun — ullp — Polds
K 5k
< Cllup —ullzmylle — Pell2r)

k+1
Ch 2 lup, — ull 2yl

N

N

1
CH 2 (Jup — Pull 2y + 1 Pu — ull 2l k41

1 1 1
CH* 2 (W2 |lup — Pull 2y + B2 [l @l
Ch*llup — Pullll@llis1 + CH* M ullert @l

Chlup, — ull@ll@lest + ChMlu — Pullglielest + CAH T ullirr it
Ch¥lu — upllallelirt + ChZ ulligt @ lirr- (3.12)

INCINCIN N
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We can now combine estimates (3.10), (3.11), (3.12) in order to estimate the second term,
)

d
192] < C/Z(1+11+111)dt

r - 12 - 12
< CiF / lup — ullBdi / lolZ, di )+ Ch2H? / Il di
0
r 12
L On! / 2, dr / Il di
0
O

Lastly, we need to estimate the third term, ®3.

Lemma 3.4 (Estimating the third term: consistency) There exists a positive constant C,
independent of h, such that

03] < c/||uh—u||é||<p||k+1dr. 3.13)

Proof We first denote the terms inside the integral of ®3 by

(V) = (upn, p)a — Blun; ¢) + F(u; ¢).
The estimate of (I V') uses the dual equation (3.2) and the definition of B, F :

d

—(un. Y f s — Blun: ¢) + Fu: ¢)
i=1

(v)

d
> (~ @ ff . )2 + i), ea)e + (@ = i), e

i=1
_Z/f,(uh, uh)vlgods)

K 5k

I
M&.

((ﬁ (un) = fiu) = f{ @) (up —u), ‘pxi)sz)’

1

where for the last equality we use the continuity of ¢ and periodic boundary conditions. To
complete the estimate, it is necessary to use a Taylor expansion of f;(uy,) about u:

fiun) = ﬁ(u>+f<u><uh—u>+f@’) Y w2,

where &; is some value between uj,, u. This gives

d
1
V) = |5 2 €D — w2, ox)

i=1
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d
1
< 5 2 supll i sl oellu = wally

i=1
2
< Cllu —unligli@li+1s

where we use the Sobolev inequality by Brenner [6], i. e.

lexlize < Cll@llkt1s

which requires that k > d/2. O

Remark 3.3 If fi(u) = ciju,i = 1,---,d the third term equals zero and the dual equation
we defined above is consistent with the linear case in [8].

We can now combine Lemmas 3.2, 3.3, and 3.4, to estimate the numerator of the negative-
order norm:

[(T) —un(T), P)a| =01 + O2 + O3]

T
< C I uglest 9(0) e + / lun — ullBl@ls dr
0

T 12, p 12
+Ch* / lup — ulbdr / Il dt
0 0

1/2

T
+ Ch2+? / lpll?, dt
0

1/2

T 2, r
L OnH / |2, dr / lol2, dt
0 0

It is easy to convert the final time dual problem (3.2) to an initial problem by changing time
t/ =T —t. Then using Lemma 2.1, where a; (x, t) is replaced by f; and £ = k + 1,

lelli+1 < Clle(Mllk+1 = CllPllk+1.0 (3.14)
and
[(T) —up(T), P)a| < CA*||®]Iks1,0- (3.15)

In these relations s = min(2k + 2, 2k + 1, 2k + m, 2k + 2m) = 2k + m and C depends
upon the smoothness of the solution and the final time. Notice that for the second and third
terms, the convergence depends on the fluxes (c.f. Lemma 2.2). Therefore the estimate for
the negative-order norm is given by

u(T) —up(T), P)o

lu(T) — up(T)ll-k+1),2 =  sup < Ch*,
PeCF(Q) 1Pllk+1,0

where s = 2k 4+ m. This indicates that it may be possible to use the SIAC filter to extract
accuracy of order s.

4 Numerical Studies

In this section, we present the performance of the post-processing technique for different non-
linear hyperbolic equations. The numerical results confirm that for Discontinuous Galerkin
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solutions to nonlinear hyperbolic equations superconvergence can be obtained through the
use of this SIAC filter. In [8] a scalar nonlinear Burgers’ equation with periodic boundary
conditions has already been demonstrated to exhibit superconvergence. Here, we consider
more general hyperbolic equations. First we investigate a completely nonlinear scalar equa-
tion where the nonlinear flux is given by f(u#) = e“. For the second example we consider
the two dimensional Burgers’ equation using P*-polynomials. In the third example we show
a Burgers’ equation with a forcing term using a tensor-product polynomial space, OF. In
all cases, the flux has been taken to be an upwind monotone flux. Additionally, the errors
are calculated for relative short times, before the shock has developed. We note that because
the errors are calculated for short times the O (h%**2) error term from the initial projection
still dominates the error calculation in many examples. However, if a forcing function is
added so that a shock does not develop, the error will settle down to the theoretically pre-
dicted O(h**1) accuracy. The L?-error is computed using a six-point Gauss quadrature
rule and the L*-error is calculated using the same six Gauss points in each element for all
elements.

Example 4.1 We begin by presenting the nonlinear scalar hyperbolic equation on the domain
I =10,2n]:

ur+ @)y =0, Ix(0,T], u(x,0)=sin(x), xel “4.1)

with periodic boundary conditions. The errors are presented in Table 1 and are computed at
time 7 = 0.1, when the solution is still smooth.

In Table 1, we clearly see that we can improve the order of the error from Oh¥+
to at least O(h%*1). Furthermore, we can also see that the magnitude of the errors are
reduced as we refine the mesh. Plots of the pointwise errors are given in Fig. 1. The
SIAC filter clearly works to rid the DG errors of oscillations and improve the order of
accuracy. However, we notice that not all oscillations in the errors have been removed
by post-processing, which is similar to the results for Burgers’ equation in [8]. From
the theory we know that the error depends on the smoothness of the exact solution.
For hyperbolic conservation laws, we also know that a shock will develop as the time
advances. We speculate that this effect may be due to the nonlinear property and equations
themselves.

Example 4.2 In this example, we consider the two dimensional Burgers’ equation with a
smooth solution on the domain / = [0, 2] x [0, 27 ]:

u? u?
ur + (2)x + (2)) =0, Ix(@0,T] (4.2)

u(x,y,0) =sin(x +y), (x,y)el, 4.3)

with periodic boundary conditions. The errors are presented in Table 2 and are computed at
time 7 = 0.1. This example makes use of P¥ polynomials for the approximation space.

When we compare this result with the one dimensional result in [8] we see that we obtain
similar error and order improvement when the solution is smooth. That is, the order of the
error improves from k + 1 to 2k + 1.

In the following example we consider Burgers’ equation with a forcing term, which is not

covered by the theory. We test this example using Q% polynomials, which should not affect
the results from the theory.
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Table1 LZ2-and L®-errors for the scalar conservation law with exponential flux given in Example 4.1 before
and after post-processing at time 7' = 0.1 using the discontinuous Galerkin method. We clearly see O(h+1y
in both the L2- and L>°-norms

Before post-processing After post-processing
Mesh  LZ-error Order  L°-error Order  L2-error Order  L*°-error Order
fPl
10 1.70E—-002 - 6.58E—002 - 2.28E—003 - 6.58E—003 -
20 5.46E—002 1.64 2.22E—002 1.56 2.33E—004  3.28 6.62E—004  3.31
40 1.55E—003 1.81 6.70E—003 1.72 3.32E-005  2.81 9.79E—005  2.75
80 4.05E—004 1.94 1.84E—004 1.85 496E—-006 2.74 1.51E—005  2.69
160 1.02E—004 1.98 4.83E—004 1.93 6.88E—007  2.85 2.31E—006  2.82
7)2
10 8.62E—004 - 3.70E—-003 - 1.14E—-003 - 3.50E—003 -
20 1.21E-004  2.82 5.15E—-004  2.84 447E-005  4.67 1.61E—004  4.43
40 1.62E—005  2.90 6.49E—005  2.98 1.00E—006  5.47 4.02E—006  5.32
80 2.08E—006  2.95 8.48E—006  2.93 1.77E—008  5.82 7.23E—008  5.79
160 2.61E—-007  2.99 1.07E—-007  2.97 2.90E—010  5.93 1.20E—009 5091
¢ﬁ
10 6.49E—005 - 2.44E—-004 - 9,81E—004  — 2.89E—003 -
20 5.04E—006  3.68 2.85E—005  3.09 249E—005  5.29 9.11E—-005  4.98
40 3.77E—-007  3.74 245E—006  3.53 241E—007  6.69 1.00E—006  6.50
80 2.62E—008  3.84 1.79E—-007  3.77 1.28E—009  7.54 5.66E—009  7.46

160 1.72ZE—-009  3.92 1.25E—008  3.83 548E-012  7.98 245E-011  7.84

P?: before post-processing P?: after post-processing

ol ol g b
1 2 3 4 5 6 1 2 3 4 5 6
X X

Fig. 1 Plot of pointwise errors in log scale before (left) and after post-processing (right) for the one-
dimensional conservation law given in Eq. (4.1) solved at time 7 = 0.1 using the discontinuous Galerkin
method. The SIAC filter reduces the oscillations in the DG solution and improves the smoothness and
accuracy
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Table2 L2-and L®-errors for the two-dimensional Burgers’ equation given in Example 4.2 before and after
post-processing using the discontinuous Galerkin method using a Pk polynomial approximation space. We

clearly see improvement to O(h2k+1y after post-processing

Before post-processing

After post-processing

Mesh L2-error Order L% -error Order L2-error Order L -error Order
7)]

10 3.07E—-002 - 1.70E—001 - 7.83E—003 - 1.62E—002 -

20 8.21E—003 1.90 5.14E—002 1.72 6.90E—004  3.50 1.43E—003 3.49
40 2.12E—003 1.95 1.36E—002 1.91 6.10E—005 3.49 1.18E—004  3.59
80 5.35E—004 1.98 3.51E—-003 1.96 6.09E—006  3.38 1.13E—005 3.38
PZ

10 381E-003 - 397E-002 - 2.35E—003 - 5.54E—003 -
20 5.07E—-004  2.90 5.09E—003 2.96 6.74E—005  5.12 1.80E—004  4.94
40 6.68E—005 2.92 6.80E—004  2.94 1.23E—006  5.76 5.71E—006  5.71
80 8.68E—006  2.94 9.52E—006  2.83 1.86E—008  6.04 5.34E—008  6.00
P3

10 491E-004 - 5.69E-003 - 1.59E—003 - 3.82E-003 -
20 3.58E—005 3.77 4.31E-004 3.72 246E—005  6.01 7.07E—005  5.75
40 243E—006  3.88 3.10E—005 3.79 1.62E—007  7.24 5.07E—-007  7.12
80 1.59E—007  3.93 2.20E—-006  3.81 7.37E—010  7.78 2.36E—009  7.74

Table 3 L2- and L®-errors for the Burgers equation with a forcing term as given in Example 4.3 before and
after post-processing using the discontinuous Galerkin method with a ok polynomial approximation space.
We clearly see improvement to O(h?+1y after post-processing

Before post-processing

After post-processing

Mesh L2-error Order L -error Order L2 -error Order L°-error Order
Ql

10 1.10E-002 - 7.68E—002 - 1.79E-003 - 422E—-003 -
20 3.11E—-003 1.82 2.39E—002 1.68 1.25E—004 3.83 3.72E—004 3.50
40 8.22E—004 1.92 6.43E—003 1.89 1.03E—005 3.60 3.72E—005 3.32
80 2.06E—004 1.99 1.62E—003 1.98 1.05E—006 3.29 4.17E—005 3.15
QZ

10 6.82E—004 - 1.96E—-003 - 1.73E—-004 - 348E—-004 -
20 1.04E—004  2.70 2.58E—004 2.92 2.87E—006 591 5.86E—006  4.43
40 1.61E—005 2.69 5.67E—005 2.18 4.62E—008 5.96 9.85E—008 5.89
80 242E-006  2.73 9.13E—006 2.63 8.96E—010  5.68 2.17E—009  5.50
Q3

10 2.47E-005 - 1.26E—-004 - 2.06E—-005 - 4.11E-005 -

20 1.67E—006  3.88 8.07E—006 3.96 8.80E—008 7.87 1.76E—007 7.86
40 1.15E—-007 3.84 7.65E—007 3.39 3.50E-010 7.97 6.97E—010  7.98
80 6.29E—009  4.20 3.67TE—008  4.38 1.32E—-012 8.04 2.72E-012  7.99
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Example 4.3 The two dimensional Burgers’ equation with a forcing term on domain / =
[0, 27] x [0, 27] is given by

u? u?

ut+(f) +(7) — oGy, x0T, (4.4)
2 ), \2/,

u(x, y,0) = sin(x)sin(y), (x,y) €1, 4.5)

where periodic boundary conditions are prescribed. We take the exact solution to be
u(x,y,t) = €' sin(x) sin(y). The errors are presented in Table 3 and are computed at time
T =0.1.

In Table 3, we show that we can improve the orders from Oh* 1y to O(h%*+1) and the
errors are greatly improved when we use Q% polynomials.

Remark 4.4 For the two-dimensional examples, we implement P¥-polynomials and Q*-
polynomials separately. We found that for both cases we obtained accuracy of order 2k +
1 for the post-processed solution. However, the errors are greatly improved when using
QF-polynomials versus P¥-polynomials.

5 Concluding Remarks

In this paper, we have established the existence of higher-order accuracy of the discontinuous
Galerkin solution to nonlinear scalar hyperbolic equations in the negative-order norm. This
opens the door for extracting superconvergence of the numerical solution through the use
of SIAC filters for more complex equations. These filters improve the accuracy of the dis-
continuous Galerkin approximation from O(h**1) to O(h2+™), where m depends upon the
numerical flux. Furthermore, in addition to this theoretical result, we demonstrated numer-
ically that for smooth solutions we can extract this higher order accuracy using a SIAC
filter provided the solution is smooth enough. These results can be easily extended to high
dimensional space following the same ideas. Error estimates using the divided differences
of the error in negative-order norm will be important for the SIAC filter. The proof for the
error estimates of the divided differences is not straight forward from the estimates of the
solution itself and not trivial for nonlinear equations. We leave the estimates for the divided
differences as further work.
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