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We consider the Dirichlet boundary value problem for Poisson’s equation in an
L-shaped region or a rectangle with a cross-point. In both cases, we approxi-
mate the Dirichlet problem using Legendre spectral collocation, that is, polyno-
mial collocation at the Legendre-Gauss nodes. The L-shaped region is
partitioned into three nonoverlapping rectangular subregions with two inter-
faces and the rectangle with the cross-point is partitioned into four rectangular
subregions with four interfaces. In each rectangular subregion, the approxi-
mate solution is a polynomial tensor product that satisfies Poisson’s equation
at the collocation points. The approximate solution is continuous on the entire
domain and its normal derivatives are continuous at the collocation points on
the interfaces, but continuity of the normal derivatives across the interfaces
is not guaranteed. At the cross point, we require continuity of the normal
derivative in the vertical direction. The solution of the collocation problem is
first reduced to finding the approximate solution on the interfaces. The discrete
Steklov—Poincaré operator corresponding to the interfaces is self-adjoint and
positive definite with respect to the discrete inner product associated with the
collocation points on the interfaces. The approximate solution on the interfaces
is computed using the preconditioned conjugate gradient method. A precondi-
tioner is obtained from the discrete Steklov—Poincaré operators corresponding
to pairs of the adjacent rectangular subregions. Once the solution of the dis-
crete Steklov—Poincaré equation is obtained, the collocation solution in each
rectangular subregion is computed using a matrix decomposition method. The
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total cost of the algorithm is 0(N3), where the number of unknowns is pro-
portional to N2
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1. INTRODUCTION

Nonoverlapping domain decomposition methods for solving boundary
value problems with finite difference, finite element, and spectral element
disretizations are surveyed in [5,15,17,20]. According to [1], there are two
nonoverlapping domain decomposition approaches for spectral discretiza-
tions: one based on the variational formulation of the continuous prob-
lem and the other one based on the strong formulation of the continuous
problem. The spectral element method [11] and the spectral mortar element
method [1], which fall into the first category, require constructions of H'
and mortar subspaces, respectively, for the whole domain of the problem.
On the other hand, the spectral collocation method [13], which belongs to
the second category, relies on the construction of independent subspaces
on each constituent subdomain. This paper is concerned with a nonov-
erlapping domain decomposition spectral collocation method. In contrast
to the spectral element and spectral mortar element methods (see [2] and
references therein), the literature on nonoverlapping domain decomposi-
tion spectral collocation methods is limited. For Helmholtz’s equation on
a rectangle partitioned into two subrectangles, a nonoverlapping domain
decomposition method is analyzed in [8] for computing the spectral collo-
cation solution with the collocation points being the nodes of either the
Legendre-Gauss—Lobatto or the Chebyshev—Gauss—Lobatto quadrature. In
[14], following the approach of [7], a modification of the method of [§]
and its analysis are given for a rectangle partitioned into several subrec-
tangles. In comparison to [8], where the jump in the normal derivative is
zero at the interface collocation points, the approach of [14] requires that
such jumps be equal to “a suitable linear combination of the residual of
the equation.” It is claimed in [14] that this modified method can also be
formulated for a rectangular polygon, that is, a region which is a union of
rectangles with sides parallel to the x- and y-coordinate axes. The iterative
Dirichlet-Neumann domain decomposition methods of [8,14] require the
dynamical selection of relaxation parameters. In [9], spectral collocation at
the Legendre-Gauss—Lobatto nodes is combined with the so-called projec-
tion decomposition method to solve Helmholtz’s equation in a rectangular
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polygon. In this method, the continuous Steklov—Poincaré equation corre-
sponding to the interfaces is first solved using the Galerkin method with
piecewise-polynomials. The use of special basis functions for the Galerkin
problem leads to a symmetric, positive definite, and well-conditioned linear
system which is solved by the conjugate gradient method. Using the decom-
position of [9] and finite element preconditioning techniques, several pre-
conditioners are discussed in [12] for the preconditioned conjugate gradient
(PCGQG) solution of the Schur complement system arising from the spectral
element method [11] applied to Helmholtz’s equation in a rectangular poly-
gon partitioned into many rectangular subregions. It should be noted that
the schemes in [11,9,12], derived from the variational formulation of the
continuous problem, lead to the standard collocation equations at the inte-
rior Legendre-Gauss—Lobatto nodes in each rectangular subregion. On the
other hand, the development of and the solution procedure for our nonvari-
ational spectral collocation scheme are based on a general idea described in
Sec. 1.1 of [15] for the continuous problem. The same idea was used suc-
cessfully in [3] for orthogonal spline collocation and an L-shaped region.

Although our approach is applicable to Helmholtz’s equation with a var-
iable coefficient and a rectangular polygon partitioned into many rectangular
subregions, for the sake of simplicity, we consider Poisson’s equation in an
L-shaped region or a rectangle with a single cross point. We use a nonoverlap-
ping domain decomposition technique to first define and then to compute the
spectral collocation solution with the collocation points being the nodes of the
Legendre—Gauss, rather than, the Legendre-Gauss—Lobatto quadrature. As
in [8], we require that the jump in the normal derivative be zero at the interface
collocation points. At a cross-point, we require the continuity of the normal
derivative in the vertical direction. (Our treatment of a cross-point seems to
contradict the statement at the bottom of page 86 in [11], where it is specu-
lated that in the patching method approach, the sense in which the normal
derivative is to be interpreted at internal corners is much less obvious than in
the spectral element method.) In contrast to the approach based on the use
of the Legendre—-Gauss—Lobatto nodes, our approach leads, in a natural way,
to a self-adjoint and positive definite interface problem which is solved by the
PCG method. It should be noted that our previous numerical tests indicate
(see, e.g., Example 1 in [4]) that, in the continuous maximum norm, the Legen-
dre—Gauss nodes are less accurate than the Legendre-Gauss—Lobatto nodes
by only a factor of 2. Hence, while not being significantly less accurate than
the Legendre—Gauss—Lobatto nodes, the Legendre—Gauss nodes allow for the
more efficient solution of the resulting discrete problem.

In this paper, the rectangular subregions €2; and the interfaces I'; are
defined by (see Fig. 2)
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Fig. 1. Domain decomposition of L-shaped domain.

Q) = (a1, b1) x (a2, b2), Qu=(a1,by) X (b, c2), Q3=(by,c1) x (a2, b2),
Qa=(by,c1) X (b2, c2),

[y = (a1,b1) x{b2}, Ta={b1}x(a2,b2), T'3={b1}x (b2, c2),
C4= (b1, c1) x {b2}.

We consider the model Dirichlet boundary value problem for Poisson’s
equation

Au=f in Q, u=g on 9L, (1.1)

where

2
U (1.2)

Il&w

is the L-shaped region (see Fig. 1) or

4 4
:UQiUUFiU{(bl,bz)} (1.3)
i=1 i=1

is the rectangle with the cross-point (b1, by) (see Fig. 2). We approximate
(1.1) using domain decomposition with a spectral collocation discretiza-
tion. In each rectangular subregion €2;, the collocation solution is a ten-
sor product polynomial that satisfies Poisson’s equation at the colloca-
tion points. The collocation solution is continuous in Q and its normal
derivatives are continuous at the collocation points on the interfaces T;.
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However, the continuity of the normal derivatives across the interfaces
is not guaranteed. At a cross-point, we require continuity of the normal
derivative in the vertical direction. We prove existence and uniqueness of
the collocation solution. The solution of the collocation problem is first
reduced to finding the collocation solution on the interfaces. The discrete
Steklov—Poincaré operator corresponding to the interfaces is self-adjoint
and positive definite with respect to the discrete inner product associated
with the collocation points on the interfaces. The right-hand side in the
discrete Steklov—Poincaré operator equation is obtained by solving a col-
location problem with Dirichlet boundary conditions in each rectangular
subregion. With the use of the matrix decomposition method of [4] this
is accomplished at a cost of O(N?), where the number of unknowns in
the collocation solution is O(N?). The collocation solution on the inter-
faces is computed using the PCG method with a preconditioner obtained
from the discrete Steklov—Poincaré operators corresponding to pairs of the
adjacent rectangular subregions. The cost of each PCG iteration is O(N?).
(In comparison, the cost of each PCG iteration in [9,12] appears to be
proportional to N* and N3, respectively.) Once the solution of the dis-
crete Steklov—Poincaré equation is available, the collocation solution in
each rectangular subregion is computed at a cost O(N?) using the matrix
decomposition method of [4]. The total cost of the algorithm is O(N?3)+
O(mN?), where m is the number of PCG iterations required to solve the
interface problem. For the L-shaped region, our preconditioner is spec-
trally equivalent to the interface operator with spectral constants indepen-
dent of N. Hence in this case, the number m should be proportional to
In(1/e), where € is the factor by which the initial error is to be reduced.
With € = O(N %), which corresponds to the convergence rate of our spec-
tral collocation method, m = O(kIn N). Clearly, even with m = O(N), the
total cost of our algorithm is O(N?).

An outline of this paper is as follows. In Sec. 2, we introduce
certain spectral collocation concepts, state and prove some necessary
results. The spectral collocation problem for the L-shaped region is
defined and analyzed in Sec. 3. In Sec. 4, we formulate an algorithm
for solving the collocation problem in the L-shaped region. The solu-
tion of the interface problem is discussed in Sec. 5. The cost of solv-
ing the collocation problem in the L-shaped region is given in Sec. 6.
In Sec. 7, we consider spectral collocation for the rectangle with a
cross point. Extensions of our method are discussed in Sec. 8. Numer-
ical results are presented in Sec. 9 and conclusions are given in
Sec. 10.
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Fig. 2. Domain decomposition of rectangle with cross-point.

2. PRELIMINARIES
Let Py(a,b) denote the set of polynomials of degree <N on [a, b],
and let
PY(a,b)={pe Py(a,b): p(a)=p(b)=0}.

Let ga,b:{g“”’}ﬁ:—ll and {w“’b}f\’:_ll be, respectively, the nodes and weights

i i

of the N — 1-point Legendre—-Gauss quadrature on (a, b). Note that

el S S
! b—a b—a

where {si}lN: _11 and {wi}lN: _]1 are, respectively, the nodes and weights of the
N — 1-point Legendre-Gauss quadrature on (—1,1). Let

D =diag(wy, ..., wy_1). 2.1

Let {Li()}32,, t€[—1,1], be the set of Legendre polynomials, that is,

Loh=1, Li@t)=t, Li@)=

k—1
th_l(t)—TLk_z(t), k=2, ....

Let {¢k(t)},1(\’:0, t € [—1,1], be the basis for Py(—1,1) defined by (cf.
(3.12a), (3.12¢) in [19], (2.7) in [16], and (4.3), (4.5) in [4])

1 1 1 1
do(t) = ELo(t) — le(t), d1(t) = ELO(I) + §L1(I), (2.2)
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ok () =ck[Lk—2 () — Le(®)], k=2,...,N, (2.3)
where
a=[4k=21""2k=2,...,N=1, cy=[AGN-=2)Q2—1/N)]"'/%.

Note that {(;Sk(t)}llcv=2 is a basis for P[(\),(—l, 1). Let A and B be two dense
(N —1) x (N — 1) matrices defined by (see (4.13) in [4])

A=l ENEY,. B=@eEn Y, (2.4)

where i and k are the row and column indices, respectively. With D of
(2.1), we introduce

A'=B"DA, B =BT"DB. (2.5)
It follows from (4.30) in [4] that
A=1, (2.6)

where I denotes the identity matrix. It also follows from (4.9), (4.17), and
(4.21) in [4] that the symmetric, positive definite, pentadiagonal matrix
B’ splits into two tridiagonal matrices whose entries are given by (4.16),
(4.18), (4.19), (4.20), and (4.22) in [4]. Since B’ is symmetric and positive
definite, there exist (see Theorem 8.1.1 in [10]) a real (N —1) x (N —1)
matrix Z = (Zk,n)]lxnzz and a real matrix

A=diag(ry,...,An), Ayp>0, n=2,...,N 2.7)
such that
A=ZTB'z, zTz=1I (2.8)
For any V, W defined on G, 5, we introduce

N-1
(V. Whap= D w"(VW)(E). (2.9)

i=1

Lemma 3.1 in [6] implies that

b
—(p”,q>a,b=/ (P'g)s)ds—p'qlb+C5"p™NMg™ . p.gePylab),
a
(2.10)
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where C;f,’b denotes a generic positive constant that depends on N and
a, b. The property (2.10) plays a key role in proving that the discrete
Steklov—Poincaré operator and its preconditioner are self-adjoint and pos-
itive definite with respect to the discrete inner product associated with the
collocation points on the interfaces.

The lemmata and the remark in the remaining part of this section
are important for the efficient solution with the preconditioner and the
efficient multiplication by the discrete Steklov—Poincaré operator, both of
which rely on the use of separation of variables.

Lemma 2.1. There exist linearly independent functions v, € P,(\), (a,b),
n=2,...,N, and the corresponding positive numbers y,, n =2,..., N,
such that

V¥ E)=Vn (), E€Ganp,
_“01/1,’ wM)a,bzﬁ(Sn,m’ n,m=2,...,N,

where 8, , is the Kronecker delta.

Proof. Let {qb,‘j’b},’{\’:2 be the basis for P (a,b) defined by

2s—a—>b

¢Z’b(s)=¢k( — ) k=2,....N, 2.11)

where {¢¢}lY_, are given by (2.3). Then v, € P (a,b) can be written as

N
Yn= D Vindp” (2.12)

k=2

Thus, the two equations in Lemma 2.1 are equivalent to

4 - - 2 S 2
Mg ar AV = BVn g (DAY B gt = g2 8,

where 1/7,1=[w2’n, R wN,n]T and D, A, B are defined in (2.1), (2.4). It fol-
lows from (2.5) and (2.6) that the last two equations are equivalent to

4 - - - -
Vn—zlﬁn:B/%, (an l/fm)RNfl =8n,m~

(b—a)
Hence (2.7) and (2.8) show that the required equations are satisfied with
b— 2
i 2D 0 N ammziws kon=2,... N. (2.13)

T
The linear independence of the {1//,1},1:’:2 follows from that of the {qb,‘:’b},[{\’:2
and the invertibility of Z.
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Lemma 2.2. For any y, >0, n=2,..., N, there exists a unique v, €
Py (a, b) such that

YUy (€)=v,(8), E€Gap, va(@)=0, v,(b)=1.
Proof. Let {¢Z’b}£’:0 be the basis for Py(a, b) defined by (2.11) and
by

oL () = (zsb_—a_b) . k=0,1, (2.14)
a

where ¢, ¢ are given in (2.2). Since ¢ (@)=1, ¢{""(a)=0, k#0, and
q)f’b(b) =1, q),’:’h(b) =0, k # 1, the boundary conditions in Lemma 2.2
imply that

N
o= vy’ + 7" (2.15)
k=2

Since ¢i”b is a linear function, the problem reduces to finding v ,, k=
2,..., N, such that

N
>l © + 4" © }vn=-61"®). €T
k=2
Introducing ¥, = [v2n, ..., vnal”s & = [$70EMD), ..., 0% VDT, and

using (2.4), we obtain

4 - -
(VnmA—i-B) Uy =—C1.

It follows from (2.5) and (2.6) that the last linear system becomes

4 A B+ Tz
(Vnml—i—B)l}n:—B DCl. (216)
The linear system (2.16) has a unique solution v, since y, >0 and since
B’ is symmetric and positive definite. O
Lemma 2.3. For any y, >0, n=2,..., N, there exists a unique w, €

Py (a, b) such that

Van(§)=wn(§)7 Sega,b, wy(a)=1, w,(b)=0.
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Proof. Let v, be as in Lemma 2.2, and let w,(t) =v,(a+b —1),
t € [a, b]. Then w, € Py(a,b) and w,(a) =1, w,(b)=0. Symmetry of G,
about (a+b)/2 implies that a+b—&€G, ) if £§€G, . Hence

Yaw, E) =yav(@+b—8&) =va(a+b—§)=wu(€), §€Gap.

O

Lemma 2.4. Let the linearly independent functions v, € P]?,(a,b),
n=2,...,N, be as in Lemma 2.1. Assume v € P}\),(a,b) and hence

N
U:Zant/fn. If @ =[or,...,an]", then
n=2

wEr?), . vEy D" =BZa, a=Z"[B1'B"DvE!"), ... vy DI,
where the matrices D, B, B/, and Z are those in (2.1), (2.4), (2.5), and
(2.8).

Proof. Using (2.12) and (2.13) we have

N N N N
vE) =D an D b @) =D 60 E D thnttn,  EE€Gan,
2 k=2

n=2 k= n=2

which implies the first required equation. The second equation is obtained
from the first one using (BZ) " !=Z"B~! and B'=BTDB. O

Noting that D is a diagonal matrix, B’ splits into two tridiagonal
matrices, and B, Z are dense matrices, we have the following remark.

Remark 2.1. The cost of multiplying a vector by BZ is O(N?) and
the cost of multiplying a vector by Z7[B17'BT D is O(N?).

3. SPECTRAL COLLOCATION PROBLEM FOR L-SHAPED
REGION

With © defined in (1.2), we introduce

Q1 =Pn(a1,b))®Py(az,b2), Qr=Py(a1, b)) ® Pn(ba,c2),
Q3=Pn(b1,c1)® Py(az, by),

X,’:{UGQ,‘IU:O on 02N a2}, i=1,2,3.
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Let
gl = gal,bl X gaz,hza g2 = gal,bl X ghz,czv g3 Zghl,cl X gaz,bz

be the sets of the collocation points in Qj, Q, 3, respectively. For i =
1,2,3, let G; be the set of collocation points on 92N 3;; for example,

Gr={(a1,8):& €Gay b, Ulaz, ba}} UL(E, @2) :& € Gy by ULb1} UL (D1, b2)}.

Fori=1,?2, let 9’; be the set of collocation points on I';; for example, G) =
{¢.b2):6 €T b}

The Legendre spectral collocation problem for (1.1) and (1.2) involves
finding U; € Q;, i =1, 2,3, such that

AUi)=[(&), §e€Gi, i=123, (3.1

Ui(§)=g()., £€Gi, i=1,273 (3.2)
and such that

s Ul 8U2 tcq, YoY%, tcq, j-o
(3.3)
While (3.2) and (3.3) with j =0 imply
Ulls, =UalF,.  Ully, =Uslg, (3.4)

in general
aU, AU, aUq U3
—— (b1, b)) #——(b1,b2), ——(b1,b2) #——(b1,b2).
ay ay ax ax

In the remainder of this section, we prove existence and uniqueness
of the spectral collocation solution. For v; € X;, i =1, 2, 3, we introduce

3
Iwr, v2, v)I7 =D il (3.5)
i=1
where
N= 8U1
b b
il = Z e el Ot 2)
= L2(ay,by)
Nl 8v1 2

o & ")

+Z wal b1

i=1

’

L%(az,b)
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N-l vy 2
2 by,c by,c
lvall3 = 20 w3 | 2= %)
=1 x L%(ay.by)
N-1 2
ay,b 31)2 ai,b
+Zwil ! a_(%-il N >
i=1 Y L2(by.c2)
N-1 2
2 ar,b vz a»,b
lvsll3 = 20 wi™ | =87
j=1 o L2(by.c1)
N-1 2
by,c vy p c
+Zwi1 1 3 & .
i=l1 y L2(ay.b2)

It is easy to verify that || -| defined by (3.5) is a norm on X| x X, x X3.

Lemma 3.1. For any U; € X;, i =1, 2, 3, satisfying (3.3), we have
3
I(UL, U, U)I* < D (=AU, Upi
i=1

where

=

-1

(V. W) w PV ETP ) WED ) gy

I
M

=
L

WPV EP), W E )0y (3.6)

~.
I

(-, )i, i =2, 3, are defined in a similar way, and where (-, ), is given in (2.9).

Proof. Using the definitions of (-, -);, i =1, 2, 3, we have
3
D (=AUL U= +]1y, (3.7)
i=1

where

N—-1 2
b 0-U; b b
I, =— w‘;z 2 <W(',§]@ 2),U1(',§72 2)>
j=1 ay,by
9*Us3 b b
_< ). U )
by,c
N-1 2
bacr [ 0°U2 pyc ba.c
- wjz LZ<W('7§]'262)’U2('a$j2C2)> 5
j=1 ay,by
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N-1
wit < g2 & e -)>
i=1 az,by
39?U
(S v ~)>
Y by,ca
N-1

w"* < Syt & U ->>

i=1 az,bz

It follows from (2.10) and (3.3) that

L= 3w [H Wi, gontmy|

2
+euh [Uf”’o)(s?”’z)] ]

L2(ay,by)

2
S| T

+Cb1 e [US(N,O)@]{;z,bz)]zl

L2(by,c1)

N—
+ w?Q[HaUﬂK s”z% + O [usN )] }
j=I Lz(al by)
(3.8)
where
U
o) = UM = U ) =7 6.

The required inequality is a consequence of (3.8) and a similar formula for
1. O

Theorem 3.1. The Legendre spectral collocation problem (3.1)—(3.3)
has a unique solution.

Proof. Consider the collocation problem (3.1)-(3.3) with f =0 and
g=0. Then U; € X;, i=1,2,3, and since ||-|| is a norm on X| x X, x X3,
Lemma 3.1 gives U; =0, i =1, 2, 3. This proves the existence and unique-
ness of the collocation solution for any f and g since the number of
degrees of freedom in the collocation problem is equal to the number of
constraints. O
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4. ALGORITHM FOR SOLVING COLLOCATION PROBLEM IN
L-SHAPED REGION

Assume that U; € Q;, i =1,2,3, satisfy (3.1)-(3.3). As in the case
of the continuous problem, the idea behind our algorithm for obtaining
the U; is based on representing each U; as the sum of two approximate
solutions, one satisfying Poisson’s equation on G; and the other satisfying
Laplace’s equation on G;. Let Ur, € PI(\),(ai, b;), i=1,2, be defined by (cf.
(3.4)

Ur, (&) =U1(§,b2)=U>(§,b2), §€Ga b,

A.1)
Ur,(§)=U1(b1,8)=U3(b1,8), £€Gayby-
For i=1,2,3, let U; € Q; be such that (cf. (3.1)~(3.3))
AU;(E)=f(E), £eG, i=1,2,3, (4.2)
Ui&)=g&), €e€Gi, i=1,23, (4.3)

U16)=026)=0, £eG,, U1(5)=Us)=0, £eG;.  (44)
Let
Ui=U;—U;, i=1,23. (4.5)

Then it follows from (4.5), (3.1)~(3.2), and (4.1)~(4.4) that U; € X;, i =
1,2, 3, and that

AUI(§)=0, £€Gi, Uiy =Ur,, Ulls,=Ur,, (4.6)
AUy E)=0, &£€Gy, Ul =Ur,, 4.7)
AU3(§)=0, &€Gs, Uslg,=Ur,. (4.8)
Moreover, (3.3) with j=1 and (4.5) give
AU U U AU
Lo -e="2® -1, teg,
9y oy o oy 4.9)
U, s . Us . Uy ,
W(&)—W(S)—W(é) ox &), £€G,.

We obtain the following algorithm for solving the problem (3.1)—(3.3).
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Algorithm.

Step 1. With UieQ;,i=1,2,3, defined by (4.2)-(4.4), compute the
right sides of (4.9).

Step 2. Compute Ur, € Pl(\),(ai,bi), i=1,2, such that U; € X;, i =
1,2, 3, satisfy (4.6)—(4.9).

Step 3. Compute U; € Q;, i =1, 2, 3, satisfying (3.1)-(3.2), (4.1).

5. INTERFACE PROBLEM FOR L-SHAPED REGION

In this section, we discuss in more detail step 2 of the Algorithm in
Sec. 4.

5.1. Discrete Steklov—Poincaré Operator

Let K : Py (ai, by) x Py(az, by) — Py(ay, by) x PY(az, by) be defined for
Vr, € Py(ai, bi), i=1,2, by

K(Vrl, VFQ):(WF17WF2)7 (51)
where Wr, € P,(\), (a;j, b;), i=1,2, are uniquely determined by

A%

er(é)——(é bz)——(é b2),E€Gay b

(5.2)
3V
Wr, (6) = <b1 §) == (01.6).£ €y
with V; € X;, i =1, 2, 3, satisfying

AVI(E)=0, &€Gi, Vil =Vr,, Vilg,=Vn,, (5.3)
AV2(6)=0, §€Gy, Wolf, =1, (54
AV3()=0, &€Gs, Vil =Vr,. (5.5

Then step 2 of the Algorithm is equivalent to finding Ur, € P]?, (ai, bi), i=
1,2, such that

K(Ur,, Ur,) = (fr,, Fr,), (5.6)
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where, with U; € Q;, i =1,2,3, satisfying (4.2)-(4.4), Fr, € PY(a;, b;), i =
1,2, are given by
302 301
FF1 (é:) = _(55 b2) - _(gjv b2)7 S € gal,bl )
dy dy
U3
0x

(5.7)

U
Fr,(¢)= (bl,E)—a—;(bhE),éegaz,bz-

The inner product in P]?, (ay, by) x P,E’, (az, by) is defined by

2

((Viy. Vi) (Wry, W)= (Ve Wi da - (5.8)
i=1

where (-, )4 18 given in (2.9).

Theorem 5.1. The operator K:PI(\),(al, by) x PI(\),(az, by) — Pl?,(al,bl) X
P,Q,(ag, by) defined by (5.1), (5.2) is self-adjoint and positive definite with
respect to the inner product (5.8).

Proof. To show that K is self-adjoint, we have to verify that

(K(Vry, Vry), (Wry, Wry)) =((Vry, Vry), K(Wr,, Wr,)),
Vr,, Wr, € PO, 1), i=1,2.

It follows from (5.8), (5.1), and (5.2) that

aVi A%}
(K(VFI, VF2)7 (er» WFz)) = _('1 b2) - _('7 b2)7 WF]
dy dy ay,b
Vi aVs
+ _(blv)__(bla)a WF2 ’ (59)
ox ox a2,y

where V; € X;, i =1, 2,3, satisfy (5.3)-(5.5). Let W; € X;, i =1, 2, 3, satisfy
(5.3)~5.5) with Wr; in place of Vr,, that is,
AW(§)=0, §eGi, Wilg,=Wr,, Wils,=Wr,, (5.10)

AW»(5)=0, §€Gy, Walp, =W, (5.11)

AW3E) =0, £€Gs, Wily,=Wr,. (5.12)
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Using (5.3), (3.6), (2.10), and (5.10), we obtain

= 22V,
0= (—AV], Wi)1 Zwa2b2< l( %_azbz) e gazbz)>
j=1

ar,by

N-1
wal ,by <a8 ‘;l (é;'al ,by ). W (%.a1 \by )>
1

i= az,by
Vi A%
=NL(Vi, W) —{——(b1, ), Wr, —{—=—C, b2), Wr, , (5.13)
dx az,by dy ay,by
where
brjgy AW
11(V1,W1)=/ <a_‘(x,.),_‘(x,.)> dx+c;’v"”1<vl(N’°),W1(N’°)>
ay X ax a b2 az,by
aVi
+ / 7 C .2 ( ») o dyreR (v wh)
a ar.bi ay,by
(5.14)

Vv aNw,
Vi@ = o o). WO = S 6). xelan bl §€Ga

Vv, aNw,
Vl(O’N)(S)={)y—N(S,y),WfO’N’(é)=8y—N(§,y), £€0a b yElarbal.

In a similar way, using (5.4), (5.5), (2.10), (5.11), and (5.12), we obtain

hA%)
0= (—AVa, Wa)a=ID(Vs, W2)+<8_("b2)’ Wr.> , (5.15)
y ay,by
A%
0= (=AV3, W3)3=13(V3, W3) + a—(bl,-),Wrz , (5.16)
X az,by
where
V- oW
L(Va, W) = / < 2 ~),8—2<x,-)> dx+ CR VN0 Wit o)
X ba,co bz,cz
aV. W
+/ < By G y)> dy+CR (VIO wit)
by \ 9y ay,by ay.b

(5.17)
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L{aV: oW
I3(V3, W3) =/ R NS W N dx +CZ1’”<V3(N'0), W3(N,0)>
by \ 0x ox ar,by az.by
Plovs o aWs by [y ON) 1 ON
—+ —(, , —(-, d+c“2y2 V(’),W(’) )
/az <8y( IR y)>b1,cl YT < 3 3 >b1,c1
(5.18)
Equations (5.9), (5.13), (5.15), and (5.16) yield
3
(K (VPy, Vi), (Wry, Wey)) =D (Vi W) (5.19)
i=1

and hence (5.14), (5.17), and (5.18) imply that K is self-adjoint.

Equations (5.19), (5.14), (5.17), and (5.18) imply that (K (Vr,, Vr,),
(Vr,, Vr,)) = 0. To show that K is positive definite, we assume (K (Vr,, Vr,),
(Vr,, Vr,))=0. Then using (5.14), we obtain

oV
a—xl(x,s):o, xelar,bil, &€Gayp,

aV
8—;(57)’)=07§€ga1,b1» ye[aZsb2]~

Since Vi € X1, we have
Via1,§)=0, §€Gup,. Vi,a)=0, §€Gap.-
Hence,
Vi(x,6)=0, xelai,bil, £€Ga by, V1§, y)=0, §€Gy b, yelaz, bal

Taking x =b; and y=b;, and using (5.3) and that Vr, € PI(\),(ai, bi),i=1,2,
we obtain Vr, =V, =0. O

5.2. Preconditioner

Let P: PY(ai, by) x PY(az, by) — Py (a1, by) x PY(az, by) be defined for
Vr, EPB(ai,b,‘), i=1,2, by

P(Vr,, Vry)=Wr,, Wr,), (5.20)
where the Wr, € Pz(\)/ (ai, b;), i=1,2, are uniquely determined by (cf. (5.2))

avh V-
Wr, (8) = a—y‘@, by) — 3—;@, b2). & €Gay by

v

lv _
(016

(5.21)
oV
a—j(bl, £), £ €Gay)

Wrz (g) =
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and where the V; € X;, i =2, 3, satisfy (5.4), (5.5), and V/, V@ e X, satisfy
(cf. (5.3))

AVIE)=0, £€Gi. Vg =Vr. Vg =0, (5.22)

AVI(E)=0, &€Gi, VW[5 =0, VW[5, =V, (5.23)

Clearly, our definition of P involves two pairs of adjacent problems: (5.22),
(5.4) and (5.23), (5.5). In terms of matrices, the matrix representation of P
consists of the diagonal blocks in the matrix representation of K.

Theorem 5.2. The operator P: Pz(\)/ (ay, by) x Pz(\)/ (az, by) — Pz(\)/ (ay, b)) x
P/?, (ap, by) defined by (5.20), (5.21) is self-adjoint and positive definite with
respect to the inner product (5.8).

Proof. Following the proof of Theorem 5.1, using (5.8), (5.20), and
(5.21), we have

oVh
(P(Vry, Vry), (W, Wr,)) < 3y (s bz)——( by), WI‘1>
al b]

A%
< 5) ——S(bl, 5 Wr2> ,
ar,by

(5.24)
where the V; € X;, i =2, 3, satisfy (5.4), (5.5), and vh, V@ € X satisfy
(5.22), (5.23). Let W; e X;, i =2, 3, satisfy (5.11), (5.12), and let Wlh, Wy e
X1 be such that

AW(E)=0, £€Gi. W|g,=Wr,., Wl =0, (5.25)

AW!E)=0, &§€Gi. Wlr, =0, Wlls,=Wr,. (5.26)

Using (5.22), (5.23), (3.6), (2.10), (5.25), and (5.26), we obtain (cf. (5.13))

N-—1 b azvh
0= (—AV/, Wih==D w? 2< 5 ]

j=1

az,by h az,by
ar,by
N-1
a2vh
wal ,bi < 1 (%al ,b1 ) W] (éal b1 )>

i=1 az,by
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v} aw?h
=/ < (x, ), 1(x,.)> dx+C,“V"b1<V1h(N’0),W1h<N’O)>
a) 0x ay.by
as,by

av1 E)Wf’ vy
ay y
ai,bi ar,by

+Ca2 by <Vlh(0,N), W1h<0,N>> (5.27)

ay,by

and

N-1
0= (=AV/, W) Zwa2b2< 1( Sﬂzbz) W (-, §a2b2)>
j=1

ar,by
1

— 3%V
b 1 b b
> u 1<—8y2 E7 ) W E 1,-)>

i=l az.by
by 3V1” E)Wl” vy
= ()C, ')v (X, ) d-x - ) WFZ
ap ox 0x ay,by az,by
+Ca1 by <VU(N,O) WU(N,0)> +/ <avv BW1 > dy
! ! az,b2 a ay,by
b 0O,N 0,N
+C (VO w >>a1 . (5.28)

Since V;, W;, i =2, 3, are the same as in the proof of Theorem 5.1, (5.15) and
(5.16) are satisfied. Hence (5.24), (5.27), (5.28), (5.15), and (5.16) give (cf. (5.19))

3
(P(Vry. Vi), (Wry, W) = L (V] W + LL(VE, W)+ > 1(Vi, W),
i=2
(5.29)

where the [;, i =1, 2, 3, are defined in (5.14), (5.17), (5.18). Equations (5.29)
and (5.14), (5.17), (5.18) imply that P is self-adjoint and positive definite. [
We show the spectral equivalence of the operators K and P in a spe-

cial case.

Theorem 5.3. Assume that b; —a; =c¢; —b;, i=1,2. Then K and P
are spectrally equivalent with respect to the inner product (5.8). Specifi-
cally, for Vr, € P}\),(ai, b)), i=1,2,

1
§<P(VFI’ VFZ), (Vl“l, VFz)) =< <K(VF1 ) VFZ), (Vr‘] ) Vrz))

Sz(P(VFI ) VI‘z), (VI‘1 ’ VFQ))' (530)
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Proof. We take Vr, € P]?,(ai,bi), i=1,2. Then (5.19) gives

3
(K (Vey, Vi), (Vg Vi) = D Li(Vi, Vo), (5.31)
i=1

where V; € X;, i =1, 2, 3, satisfy (5.3)(5.5) and [;, i=1,2, 3, are defined in
(5.14), (5.17), (5.18). It follows from (5.29) that

3
(P(VF1 ’ Vrz)’ (VF1 ’ Wrz)) =Il (V1h7 Vlh) +11(V1v’ V]v) +le(‘/la ‘/l)v
i=2
(5.32)

where V;, i =1, 2, satisfy (5.4), (5.5), and Vlh, V@ satisty (5.22), (5.23).
Using (5.4), (5.22), and (5.23), we have V| = Vlh +V,. Hence (5.14) and
the inequality (« + B)? <2(a®>+ %), a, BER, give

LV, VD) 200V VD 4+ LV, V)]

Therefore (5.31), (5.32), and the last inequality imply the second inequality
in (5.30).

It follows from (5.4), (5.22), and symmetry of the collocation points
in the y-direction about b, that Vlh(x, y) = Va(x, by — y). Hence (5.14),
(5.17), and symmetry of the collocation points give

LV, V) =L(Va, V).
In a similar way, we obtain
Il(V1U7 Vlv) =13(V3, V3).

Hence (5.32), the last two equations, and (5.31) yield the first inequality
in (5.30). O

Our numerical tests indicate that the assumption b; —a; =c¢; — b;, i =
1,2, in Theorem 5.3 is technical rather than essential. If the assumption is
not satisfied, the operators K and P remain spectrally equivalent with the
spectral constants depending on b; —a;, ¢; —b;, i=1,2.

5.3. Solving with P and Multiplying by K

The definition (5.20)—(5.21) of the operator P implies that, given
Wr, € Pl?,(a,-,b,-), i=1, 2, the solution of

P(Vry, Vry)=Wr,, Wr,)
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for Vr, € P](\), (ai, b;), i=1,2, consists of solving two independent problems.
The first problem involves finding Vr, € Pz(\)/ (ay, b;) such that

avh AV
(5. by) - 2 (& b)) =Wr, (£), E€Gayp, (5.33)
y dy

where Vlh € X satisfies (5.22) and V; € X, satisfies (5.4). The second prob-
lem involves finding Vr, € P/(\), (az, b) such that

avy
0x

where V" € X satisfies (5.23) and V3 € X3 satisfies (5.5). We show how to
solve (5.33); the second problem can be solved in a similar way. To this
end let ¥, v4, n=2,...,N, be as in Lemma 2.1 for a=a;, b=>b;. Let
Uy, n=2,...,N, be as in Lemma 2.2 for a=ay, b=>b,, and let w,, n=
2,...,N, be as in Lemma 2.3 for a=b,, b=c,. Then for arbitrary {oe,,}r/:’:z,
V] defined by

hA%)
(b1,8) — g(bl,f)ZWFZ(E), §€Gay by

N
VI, ) =D an¥a(vn(y),  x€lar, bil,  yelay, bl

n=2

is in X and it satisfies AVlh(E) =0, £€Gy, and Vlhlf2 =0. Similarly, V;
given by

N
Va(x, ) =D ¥ (Dwa(y), x€la, bil,  yelby,cal
n=2

is in X, and it satisfies AV,(§) =0, & € G,. Moreover,
N
Ve () =V (. b) =Va(x, b)) =D cn¥u(x), x€lar,bil.  (5.34)
n=2

Since Wr, € Pg(m,b]), we have

N
W ()= Ba¥n(x), x€lar,bil. (5.35)

n=2

Hence (5.33) becomes

N N
> ()l (b2) —w, (b= D Buv¥n(®), & €Gay b,

n=2 n=2
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which yields

A . S

vy, (b2) —wy, (b2)
It follows from (2.15), (2.16) with a =ay, b = by, that all v}, (by), n=
2,..., N, can be precomputed with the cost O(N?). Similarly, it follows
from the proof of Lemma 2.3, that all w)(b2), n=2,..., N, can be pre-
computed with the cost O(N?) using (2.15), (2.16) with a=b,, b=c», and
then taking w),(by) = —v/,(c2).

Remark 5.1. If by —ay=cp — by, then w), (b2) = —v,(b2) and hence

Bn
= , n=2,...,N.
AT
We introduce
a=[aa,....,an1", B=I[Ba.... BN .

Then (5.35), (5.34), and Lemma 2.4 give

B =ZT(B1'BT DIWr, (5™, ..., Wr, (0"

(5.36)
Vi ), Vi (E9-PH)T = BZa&.

Thus, given Wr,(§), & € G4, b, (5.36) and Remark 2.1 imply that Vr,(§),
£€Gg, b, can be computed with the cost O(N 2) provided that the matrix
Z is known. It follows from the discussion at the end of Sec. 4 in [4] that
Z can be precomputed at the cost of O(N?).

The definition (5.1)~(5.2) of the operator K implies that, given Vr, €
Pﬁ,(a,-,b,-), i=1,2, the computation of Wr, € P}\),(ai,bi), i=1,2, such that
(Wr,, Wr,) =K (Vr,, Vr,), involves solving the collocation problems (5.3)—
(5.5). Let vy, Vlh, V' € X1 be respectively solutions of (5.3), (5.22), (5.23).
Then V)= Vlh + V. Hence, it follows from (5.2) that

v V1
WF‘(E)ZW ; ¢, bz)——(é b)), €€Ga

avh
Wr, (€)= 8‘ —(b1 £), E€Gub.

aV
We show how to compute (E b2), £€Ga, b, and (bl £),8€ Gay by

(All remaining partial denvauves can be computed 1n a similar way.) Let
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Y, Yu, n=2,...,N, be as in Lemma 2.1 for a=a;, b=>b1, and let v,,

n=2,...,N, be as in Lemma 2.2 for a=ay, b=>b,. Since Vr, ePI?,(al,bl),
we have
N
Ve ()= an¥u(x), x€lar.byl. (5.37)
n=2

Moreover, Vlh defined by

N
VI, ) =D an¥u(0va(y), x€lar,bil, yelaz byl (5.38)
n=2

is a solution of (5.22). Hence

h N
aV] ,
— (6, b)) =D v, (b)Y (x),  x€lar, bil, (5.39)
8y n=2
where all v/ (b2), n=2,..., N, have been precomputed. We introduce
a=[aa,...,anl", B=laavb (), ..., anv(B)]".

Then (5.37), (5.39), and Lemma 2.4 yield

a=2"[BT" B DIVr ("), ... Ve 31T,
T
avh avh -
1 (ga1.b 1 (ga1,b
7b DRI ) ,b =BZ .
[ oy 6 2) oy En2 2)} B

v
Thus, given Vr,(§), & € G4, b, Remark 2.1 implies that a—l(s,bz), e
y
Ga,.b;> can be computed with cost O(N?). Equation (5.38) gives

v by, &)= 3 (b
—-GLO=> (b)), & E€Gup-

n=2

All ¥, (b1), n=2,..., N, can be precomputed with cost O(N?) using (2.12)
and (2.13) with a=aj, b=5b;. Also, all v,(§), £€G4yp,, n=2,..., N, can

be precomputed with cost O(N?) using (2.15), (2.16) with a =ay, b=b».
vh
Hence a—l(bh &), £€Gy, 1y, can be obtained with a cost O(N?) by com-
X
puting the product of the matrix C = (ci,,,)fv: jlnﬁ 55 Cion =Vn (& 202 “and the
vector [aa b (b1), ..., anyp(bD]T.
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6. COST OF SOLVING THE COLLOCATION PROBLEM FOR
L-SHAPED REGION

First, with cost O(N?), we precompute {Ei}fvzl, o), k=0,...,N,
i=1,...,N—1, of (2.2) and (2.3), the matrices A and Z of (2.7) and (2.8),
and ¥, (by), n=2,..., N, of (2.12). Also, with cost O(N?3), we precompute
vp(€), £€Gay by, n=2,...,N.

We perform step 1 of the Algorithm in Sec. 4 using the matrix
decomposition algorithm of [4]. For example, it follows from [4] that the
coefficients {ﬁ,(cll)},iv |—o In

N

TR T et

k,1=0

are computed with a cost of O(N?). Thus the cost of step 1 is O(N?3). In
step 2 of the Algorithm in Sec. 4, we solve (5.6), (5.7) using PCG with
the P of (5.20), (5.21) as a preconditioner and (5.8) as an inner product.
It follows from the discussion in Sec. 5.3 that the cost of a PCG step is
O(N?). Hence if the number of PCG steps equal to m, the cost of step 2
is O(mN?). Finally, step 3 of the Algorithm in Sec. 4 is performed using
the matrix decomposition algorithm of [4]. For example, it follows from [4]
that the coefficients {u,(cll)}ljcv —o In

N
Ul (X, y) = Z u](:l)(p]‘{‘l»hl (x)¢laz,b2 (y)

k,1=0

are computed with a cost of O(N?). Thus the cost of step 3 is O(N3). It
follows that the total cost of the Algorithm in Sec. 4 for solving the col-
location problem (3.1), (3.3) is O(N3)+ O(mN?3).

7. SPECTRAL COLLOCATION FOR RECTANGLE WITH
CROSS-POINT

With @ as in (1.3), let Q;, X;, Gi, Gi, i=1,2,3, and G, i=1,2, be
defined as in Sec. 3. Note, for example, that now

G1=1{(a1,8):& €Guy p, Ular, b2}} U{(E, a2) :£ €Gay b, U{b1}}.
Let

Q4 =Pn(b1,c1)®Pn(b2,c2), Xa={veQ4:v=0 on 9QNILy},
g4:gb1,c‘1 X gb2,62~
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Let G4 be the set of collocation points on 92N 3y, and let for i =3, 4,
G; be the set of collocation points on TI';.

The Legendre spectral collocation problem for (1.1) and (1.3) consists
of finding U; € Q;, i =1, 2, 3,4, satisfying (3.1)—(3.3),

AU4E)=f(§), &€la, (7.1)
Us()=g(&), £eGa, (7.2)
VU, U, . VU U P
9r) é)= vy é), £&egj, W@)_ oy &), £eGy, j=0,1,
Ui(b1,b2) =Us (b1, by) =U3z(b1, bp) =Us(b1, b2)
and
oU aU:
(b1 b) = (b1, b). (7.3)
y ay

Our cross-point equation (7.3) appears to be much simpler than the cor-

responding equation in the spectral element method (see the discussion at

the bottom of page 86 in [11] or (28) in [12].) It can be shown that the

spectral collocation problem defined in this way has a unique solution.
In addition to (3.4), we have

Ualr, =Uslr,,  Usly, =Uslg,.
Let Y be the space defined by

Y={(Vi, V2, V3, V4): Vi € Py(ay, b1), Vo€ Py(az, b2), V3 € Py (b2, c2),
Vae Py (b1, c1), Vi(ar) =Va(az) = V3(c2) = Va(c) =0,
Vi(b1) = Va(b2) = V3(b2) = Va(by), Vo (b2) = V5(b2) }.

It follows from Lemma 2.3 in [6] that any (Vi, V3, V3, V4) in Y is uniquely
determined by the values of Vi, Vo, V3, and V4 on G b, Gayby> Gbyers
and Gj, ¢, respectively.

Assume that U; € X;, i =1,2,3,4, are solutions to the collocation
problem with a cross-point. Let (Ur,, Ur,,Ur;,Ur,) € Y be defined by
(4.1) and

Ur;(6) = Ux(b1,8)=Us(b1,8), £€Gpycys

(7.4)
Ur,(§) = U3(&, b)) =Us(, b)), £€Gp -
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Let Uj € Q;, i=1,2,3,4, be defined by (4.2)-(4.4),

AUs() = f(€), &€Ga, (7.5)
Us(§)=g(€), £€Ga, (7.6)

Up(6)=Us(6) =0, £€Gy, Us)=Us¢)=0, £€eG,, (1.7

U1(b1, by) = Us(by, by) = Us (b1, by) = Us (b1, b2) =0. (7.8)
Let U;eX;, i=1,2,3, be defined by (4.5) and let Us € X4 be such that
04 =Uy— Ij4.

Then, in addition to (4.6), we have

AUL(§)=0, &£€Go, Uy, =Ur), Usly,=Ur,, (7.9)
AU3€) =0, &€Gs, Usly,=Ur,, Uslp,=Ur,, (7.10)
AUy()=0, £€Gs, Uslp,=Ury, Uslp,=Ur,. (7.11)

Also, in addition to (4.9), we have
3[72 8[74 . 304 302 ,
ix &) x 6= ox é) ox &), §&egs,

U3 Uy 3Us _ 3U; ,
W(S) - E(é)—w(é) - W(é% £egy.

(7.12)

We thus obtain the following algorithm for solving the collocation
problem with a cross-point.

Algorithm.

Step 1. With U; € Q;, i =1,2,3,4, defined by (4.2)~(4.4), (7.5)<(7.8),
compute the right sides of (4.9), (7.12).

Step 2. Compute (Ur,,Ur,,Ur,;,Ur,) € Y such that UieX;, i=
1,2, 3,4, satisfy (4.6), (7.9)(7.11), (4.9), (7.12).

Step 3. Compute U; € Q;, i =1,2,3,4, satisfying (3.1), (3.2), (7.1),
(7.2), (4.1), (7.4).
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Let K:Y — Y be defined for (Vr,, Vr,, Vr;, Vr,) in Y by
K(VFI ’ VF27 VF3 ) VF4) = (er s Wrzv WF}a WF4)7

where (Wr,, Wr,, Wr;, Wr,) in Y is uniquely defined by (5.2) and

aV: V.
Wi, (8) = 8—;@1,&)—8—;@1,5), E€Ghycrr

A% aVy
Wr, (&) = — (&, b)) — — (&, b)), £€Gp
ay ay
with V; in X;, i =1,2, 3,4, satisfying (5.3) and

AV»(§) =0, §€Gy, Vol =Vr, Valp, = Vs,
AV3(§) =0, §€Gs, Vi, =Vr,, Valp, = Vo,
AVy(§) =0, &€Gs, Vilr,=Vr,, Valp,=Vr,.

Then step 2 of the Algorithm in this section is equivalent to finding
(Ur,, Ur,, Ur,, Ur,) in Y such that

KUr,, Ur,, Ur,, Ur,) =(Fr,, Fr,, I3, F1,), (7.13)

where, with U; in Qi, i =1,2,3,4, satisfying (4.2)-(4.4), (7.5)—(7.8),
(Fr,, Fr,, Fry, Fr,) in Y is given by (5.7), and

aU. U

Fry(¢) = a—x“(b],s)— a—j(bl,s), £€Ghycr.
aU. U

Fr, (€) = a—y“(s,bz)— 3—;(5,172), £€Gp e

In addition to K, we introduce K:Y — Y defined for (Vry, Vry, Vs, Vry)
in Y by

K(Vr,, Vo, Vg, Vi) = (Wry, Wry, Wiy, Wry), (7.14)

where (Wr,, Wr,, Wr,, Wr,) in Y is uniquely defined by

av, V-
Wr, (§) = 8—1@, by) — =2 (&.b2). £ €Gay
y dy

v E)% (7.1
Wrz(g):a—xl(bl»f) - 3—;<b1,s),sega2,b2,
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v v,
Wr, (€) = —2<b1, £)— —4<b1,s), £€Gh 0.
(7.16)

8V3
Wry @) =56, bz)——(é‘ b2), € €Gp ¢,
with V; in X;, i=1,2,3,4, satisfying
AVI(€) =0, £€Gi, Vilp,=Vr,, Vilp,=Vn,,
AV2(€) =0, £€Gy, Valp, =Vr,, Valp, =V,
AV3€) =0, £€Gi, Vilp,=Vr,, Valp, =V,
AVa(§) =0, §€Gs, Valg, =V, Valg,=Vr,,

where ‘71",- € PZ(\)/(ai’bl')a i=1,2, Vr3 S PI(\)/(bZ,CQ), ‘71"4 € PI(\),(bl,Cl), are
defined by

Vi, ) =Vr, (§), £€Gqp, i=1,2, (7.17)

Ve, )=V, (€), £€Ghc,. Vr,E)=Vr (), £€Gp . (7.18)
It can be shown that for every (Vi, V,, V3, V4) in Y, we have
K(Vy, Vo, V3, V) =K (V1, Va, V3, Vi),

that is, the application of K to (Vi, V, V3, Vy4) in Y does not depend on
the cross-point value Vi(by) = Va(b2) = V3(by) = V4(by). Hence it follows
that the interface problem (7.13) is equivalent to

K (Ur,, Ur,, Ury, Ury) = (Fry, Fry, Fry, Fry). (7.19)
We define the inner product in Y by

((Vry, Vry, Vry, V1), (Wry, Wr,, Wry, W)

2
Z (Ver Wras by + (Vg Wesdoy.e + (Ve Weg)bpep, (7.20)

where (-, -),.p 1s given in (2.9). It can be shown that the operator KY—>Y
defined by (7.14)—(7.16) is self-adjoint and positive definite with respect to
the inner product (7.20).

The preconditioner P:Y — Y for K is defined for (Vr,, Vi, Viy, Vi)
in Y by

P(Vr,, Viy, Vg, Vi) = (Wry, Wiy, Wiy, Wry), (7.21)
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where (Wr,, Wr,, Wr,, Wr,) in Y is uniquely defined by

v} vy
er(s) = _(és b2)—_(5§, b2)9 Eegal,blv
0 0
Y Y (7.22)
vy oV
WFz(g:) = ox (blvg)_ 9x (blvg)v gegaz,bza
vy oy
WF}(%) = 9 (blvg)_ 9 (blag)v 's;:egbz,czs
* X (7.23)

oVl oVl
Wr,(§) = W(S,bz)—g@,bz), §€0p ¢

with \7i", \7ih in X;, i=1,2, 3,4, satisfying

AVIE) =0, £€Gi, Vg =Vr, V=0,

AVI(E) =0, &e€Gi, VW5, =0, VW'I5,=Vn,

AV(E) =0, £€Gy, Vilp, =Vr,, Vi'lg,=0,

AVI(E) =0, &Gy, VI, =0, Vil =Vr,

AVS(E) =0, £€Gs, VI, =0, V{5, =V,

AVIE) =0, £€Gs, Vlp,=Vr,, Vs, =0,

AVSE) =0, £€Gs, Vilp,=0, Vilr,=Vr,

AVY(E) =0, &€Gy, V]lp,=Vry, V/Ip, =0,
where Vr, € Py(a;, b)), i = 1,2, Vr, € PY(b2,c2), Vr, € Py(bi,c1) are
defined in (7.17), (7.18). Again, our definition of P involves pairs of adja-
cent problems and, in terms of matrices, the matrix representatipn of P
consists of the diagonal blocks in the matrix representation of K. It can
be shown that the operator P:Y — Y defined by (7.21)—(7.23) is self-adjoint

and positive definite with respect to the inner product (7.20).
The implementation of the Algorithm of this section is similar to the
implementation of the Algorithm in Sec. 4. In particular, in step 2, we
solve (7.19) using PCG, with P as a preconditioner and (7.20) as an inner

product, to obtain Ur; (&), £ € Gy, i =1,2, Ury(§), £ €Gpy ey, Ury(8),
£ €Gp,.c,;- In order to carry out step 3, we need to evaluate

Ui(b1, by) = Uz (b1, by) =Us3(b1, ba) = Us(byr, by).
This evaluation is equivalent to computing V»(by) given

Va@)., VaE™P). i=1... N-1, V3>, i=1.... . N-1, Vi),
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where Vs € Py (a2, by) and Vi€ Py (by, ¢2) are such that V7 (by) = Vi (by),
j=0,1. Let {¢Zz’b2},’{\’:0 be the basis for Py(az, by) defined by (2.11) and
(2.14). Similarly, let {qb,fz’cz},ivzo be the basis for Py (b, c3). Then

N N
b by,
Vi=D"ad>, Va=> B

k=0 k=0
satisfy
N

D i (@) = Va(a), (7.24)

k=0

N
> a2 P E) =vaE™ ), =1, N1, (7.25)
k=0
N N
D g k) — D ped P (by) =0, (7.26)
k=0 k=0
N N
>l (b2) = > Bl 1 (b2) =0, (7.27)
k=0 k=0
N
S B E ) = V36, i=1,...N -1, (7.28)
k=0
N

> By e2) = Vs(ea). (7.29)

k=0

Equations (7.25) can be written as the (N —1) x (N + 1) system
[bo|b1|B 6 =1,

where @ = [ag, ...,an]” and ¥y =[Va(E2"7), ..., Va2 ")), Premultipli-
cation by BT D yields

[ o518 ] =7,



404 Bialecki and Karageorghis

where b’ = BTDb], j=0,1, B =B"DB, v} = B" DV,. Equivalently, we
have

(@2, ...,an]T =[B17'%) —ao[B'1'b) — a1 [B']7'B]. (7.30)

Using (7.28), we obtain a similar expression for [, ..., By]17. Substitution
of these expressions into (7.24), (7.26), (7.27), and (7.29) yields a system of
four equations in «g, a1, By, and B;. Having solved this system, we obtain
[, ...,ay]" from (7.30) and hence V»(b>) is given by

N
Vabo) = > arg> P (k).

k=0

It should be noted that the costs of multiplying by BT and solving with
B’ are O(N?) and O(N), respectively. Hence the cost of computing V> (b2)
is O(N?).

8. EXTENSIONS

The algorithms of Secs. 4 and 7 generalize to Robin boundary condi-
tions with constant coefficients. For example, Eq. (2.9) still guarantees that
the operators K and P are self-adjoint and positive definite. The colloca-
tion solution in each rectangular subregion is obtained using the matrix
decomposition method of [4] which allows for Robin boundary conditions.

Assume that a rectangular polygon € is partitioned into / rectangu-
lar subregions €2;. Then the definitions of the Legendre spectral colloca-
tion problem, the operators K and P are similar to those in Sec. 7. For
example, the collocation problem consists of finding U; € Q;, i=1,...,1,
satisfying:

AU;E)=[E), E€Gi, Ui§)=g®), £€Gi, i=1,...,1

continuity conditions (also involving the normal derivatives) at the collo-
cation points on each interface; continuity conditions (involving also the
partial derivative in the y-direction) at each cross point. For each inter-
face, P is defined in terms of a jump, at the collocation points on the
interface, of the normal derivative of spectral harmonic extensions corre-
sponding to two rectangular subregions adjacent to the interface. It is very
likely that, as in the case of the finite element Galerkin method, the pre-
conditioner P may be spectrally equivalent to the operator K with the

spectral constants depending on the polynomial degree and the number
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of the rectangular subregions. A coarse grid modification of the precondi-
tioner P may be necessary to reduce the dependence of the spectral con-
stants on the number of the rectangular subregions.

9. NUMERICAL RESULTS

The algorithms of Secs. 4 and 7 were used to solve problem (1.1) for
the L-shaped region @ given by (1.2) and the rectangle © with a cross-
point given by (1.3). All computations were carried out in double precision
on an IBM RS6000 (375 MHz) workstation. The initial guess in the PCG
part of each algorithm was taken to be 0. In one test, the PCG method
for solving (5.6) and (7.13) was terminated using the stopping criterion

J®,r®) <1078 /(O o),

where r® is the residual in the kth PCG iteration and (-,-) is defined
in (5.8) for the L-shaped region and in (7.20) for the rectangle with a
cross-point. In the second test, the number of PCG iterations was set to
3log, N.

In Q=(ay, b1) x (a2, b2), we computed the error ej y, approximating
the maximum norm, using the formula

e, y=_max |u(xg,y)—Ui(xx, yol,
0<k,[<100

where x; =a + k(b1 —a1)/100, y;=as +1(by —a»)/100. In a similar way, we
computed the error ¢; v in ©; for i =2,3,4. For the L-shaped region Q
and the rectangle Q2 with a cross-point, the maximum errors ey were taken
to be

ey =max{e| y, €2 N, €3 N}
and
ey =max{e| N, e N, €3N, €4 N},

respectively.

We considered the following problems for the L-shaped region Q:

Problem 1. The exact solution u(x, y) =cos(3x +4y) and Q2 defined
by aj=-0.5, b1 =0, c1=1, a=0, bp=1, cp=2.5.

Problem 2. The exact solution u(x, y) =cosh(3x +4y) and Q defined
by a) = —0.5, b] =O, Cl = l, aj) = —1, b2=0.5, C)= l.
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Table I. Errors and Numbers of PCG Iterations for Problem 1 in L-shaped Region

Error Iterations with Error 3Nlog, N

N eN stopping criterion eN iterations
6 1.10-02 8 1.10-02 8
8 3.55-04 9 3.55-04 9
10 7.44-06 10 7.44-06 10
12 1.09-07 10 1.09-07 11
14 1.19-09 11 1.19-09 12
16 9.93-12 11 9.93-12 12
18 7.16-14 11 7.16-14 13

Table II. Errors and Numbers of PCG Iterations for Problem 2 in L-shaped Region

Error Iterations with Error 3Nlogy N

N eN stopping criterion eN iterations
6 1.56-01 8 1.56-01 8
8 4.61-03 9 4.61-03 9
10 9.08-05 9 9.08-05 10
12 1.27-06 10 1.27-06 11
14 1.33-08 10 1.33-08 12
16 1.09-10 11 1.09-10 12
18 9.52-13 11 9.52-13 13

The maximum errors ey and the numbers of PCG iterations for Problems
1 and 2 are presented in Tables I and II.
For the rectangle Q with a cross-point, we considered the problems:

Problem 3. The exact solution u(x, y) =cos(3x +4y) and Q defined
by al =—1, b] =l, Cl =2, a2=O, b2=0.5, 6222.

Problem 4. The exact solution u(x, y) =cosh(3x +4y) and @ defined
by aj=-—1, by =0, c;=1, ap=—-1, bp=0.5, cr=1.

The maximum errors ey and the numbers of PCG iterations for Problems
3 and 4 are presented in Tables III and IV.

With the number of PCG iterations equal to 3N log, N, CPU times
for P3roblem 2, shown in Table V, confirm that the cost of our method is
O(N?).
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Table III. Errors and Numbers of PCG Iterations for Problem 3 in Rectangle with Cross-
point
Error Iterations with Error 3Nlogy N
N eN stopping criterion eN iterations
6 3.17-02 10 3.17-02 8
8 1.11-03 12 1.11-03 9
10 2.38-05 11 2.38-05 10
12 3.47-07 12 3.47-07 11
14 3.75-09 12 3.75-09 12
16 3.11-11 13 3.11-11 12
18 3.61-13 13 3.61-13 13

Table IV. Errors and Numbers of PCG Iterations for Problem 4 in

Rectangle with Cross-

point

Error Iterations with Error 3Nlogy N

N eN stopping criterion eN iterations
6 6.99-01 10 6.99-01 8
8 2.08-02 11 2.08-02 9
10 4.10-04 12 4.10-04 10
12 5.74-06 12 5.74-06 11
14 6.02-08 13 6.02-08 12
16 4.90-10 13 4.90-10 12
18 4.76-12 13 4.76-12 13

In our last example, we solved the problem

Au=-11n Q, u=0 on 9%,

where € is the L-shaped region defined by a; =ay = —1,b) = by =
0,c1 =c;=1. It is well known (see, for example, Chapter 8 in [18])
that the solution of this problem has singularities at the corners. For
N =8,16,32,64,128,256, with the number of PCG iterations equal to
3N log, N, we calculated the maximum norm errors e¢; v, i =1,2, 3, using,
in place of the exact solution u, the approximate solution corresponding to
N =384. As expected, the errors presented in Table VI exhibit slow con-
vergence due to the corner singularities.
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Table V. CPU Times for Problem 2

N CPU time (seconds)
6 0.01

12 0.04

24 0.19

48 1.26

96 8.94

Table VI. Errors for Singular Problem on L-shaped Region

N Error ey
8 6.56-3
16 2.18-3
32 4.23-4
64 1.37-4
128 4.28-5
256 1.30-5

10. CONCLUSIONS

We present a spectral collocation method, with the collocation points
being the Legendre—Gauss nodes, for the solution of Poisson’s equation on
a rectangular polygon partitioned into rectangular subregions. In contrast
to other spectral collocation approaches, our method does not rely on
the variational formulation of the continuous problem and, in particular,
involves a novel and simple way of treating cross-points. The implemen-
tational simplicity of our method is based on the solution of decou-
pled spectral collocation problems on the rectangular subregions and on
the solution of the discrete Steklov—Poincaré equation associated with
the normal derivative equations at the interface collocation points; the
cross point equations do not enter explicitly into the definition of the
discrete Steklov—Poincaré equation. The discrete Steklov—Poincaré equa-
tion is solved using the preconditioned conjugate gradient method with
a preconditioner obtained from the discrete Steklov—Poincaré operators
corresponding to pairs of adjacent rectangular subregions. The use of
appropriate basis functions along with separation of variables renders our
method more efficient than other spectral collocation methods. In the
future, we will study the dependence of our preconditioner on the polyno-
mial degree and the number of rectangular subregions, and, if necessary,
we will introduce a coarse grid modification of the preconditioner.
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