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Discontinuous Galerkin finite element methods (DGFEM) offer certain advan-
tages over standard continuous finite element methods when applied to the
spatial discretisation of the acoustic wave equation. For instance, the mass
matrix has a block diagonal structure which, used in conjunction with an
explicit time stepping scheme, gives an extremely economical scheme for time
domain simulation. This feature is ubiquitous and extends to other
time-dependent wave problems such as Maxwell’s equations. An important con-
sideration in computational wave propagation is the dispersive and dissipative
properties of the discretisation scheme in comparison with those of the origi-
nal system. We investigate these properties for two popular DGFEM schemes:
the interior penalty discontinuous Galerkin finite element method applied to
the second-order wave equation and a more general family of schemes applied
to the corresponding first order system. We show how the analysis of the
multi-dimensional case may be reduced to consideration of one-dimensional
problems. We derive the dispersion error for various schemes and conjecture on
the generalisation to higher order approximation in space.

KEY WORDS: Discontinuous Galerkin finite element method; numerical dis-
persion; numerical dissipation; wave propagation.

1. INTRODUCTION

Discontinuous Galerkin finite element methods (DGFEM) were originally
devised to solve scalar first-order hyperbolic problems [16] but were later
generalised to apply to first-order hyperbolic systems [7], elliptic problems
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[3-5, 11, 20] and second-order hyperbolic problems such as Maxwell’s
equations and the acoustic wave equation [17]. The dispersive and dissi-
pative behaviour of a discretisation scheme plays an important role in the
simulation of wave propagation phenomena [18]. Typically, one finds that
unless the initial mesh is sufficiently fine numerical dispersion may well
produce an approximation that looks plausible, but in fact is not even
qualitatively correct due to phase lag or lead arising from the numeri-
cal scheme propagating waves at an incorrect speed. For this reason, one
often finds various rules of thumb guiding the choice of initial mesh-size.
Despite the importance of such criteria and the insights provided by the
supporting analysis, relatively little is known concerning the dispersive and
dissipative behaviour of general DGFEM schemes, particularly in the case
of second-order problems (and the associated first-order systems). A fairly
complete analysis of the dispersion and dissipative behaviour of a class of
DGFEM methods for a scalar linear conservation law was given in [2] in
terms of both the order of the method and the mesh-size and, as a special
case, provides a proof of conjectures of Hu and Atkins [13, 14].

In this paper we investigate the dispersive behaviour of a variety of
DGFEM methods for the acoustic wave equation based on either the
interior penalty discontinuous Galerkin method (IP-DG) or a general
DGFEM method based on writing the wave equation as a first-order sys-
tem and using the fluxes from [4]. In order to focus attention on the
DGFEM discretisation we restrict ourselves to semi-discretisation in space.
A dispersion analysis of the continuous problem shows that the disper-
sion relation for the wave equation in two space dimensions separates into
independent one-dimensional dispersion relations corresponding to each
coordinate direction. Many standard finite element and finite difference
methods on Cartesian grids inherit this property which facilitates the dis-
persion analysis of the discrete problem. We restrict our attention to a uni-
form grid of squares since we are interested in wave propagation. Away
from scatterers it is usual to employ a uniform grid to propagate the wave
as accurately as possible. Of course a dispersion analysis can be carried
out on more general elements (for example triangles and general quadri-
laterals) provided the mesh has suitable translational invariance. However,
the computations are more complex and are not considered here.

For the wave equation [10], the standard finite element method using
tensor product elements and a tensor product grid has the following fea-
tures:

1. The multi-dimensional discrete dispersion relation can be written
as a sum of one-dimensional discrete dispersion relations in the
two coordinate directions.
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2. The one-dimensional dispersion relations can be obtained by
applying the same finite element method to a one-dimensional
wave equation.

In this paper we investigate to what extent such a decomposition is possi-
ble for certain DGFEM schemes. We find

1. For all the DG methods considered here we can perform the
decomposition mentioned in item (1) above.

2. For the IP-DG method the relevant one-dimensional discrete dis-
persion relations are obtained by applying the same interior penalty
method to the one-dimensional wave equation. However, for the
general DGFEM based on discretising a first-order system, the rel-
evant one-dimensional problem is not obtained by directly apply-
ing the same DG scheme to a one-dimensional wave equation and
analysing the dispersion relation in this simpler case.

The last point above means that a standard one-dimensional dispersion
analysis does not give the one-dimensional dispersion relation relevant to
building the dispersion relation for a general multi-dimensional DGFEM
system and hence cannot be used to account for the dispersive behaviour
of multi-dimensional systems. We regard this as a significant result in its
own right.

For both interior penalty DGFEM and general schemes based on
first-order systems, we provide a dispersion analysis for some low order
schemes and conjecture on how the results extend to arbitrary order ele-
ments. In particular we explicitly compute the relevant one-dimensional
dispersion relations which we show can then be combined to obtain the
multi-dimensional discrete dispersion relation. This multi-dimensional dis-
persion relation shows grid orientation effects as is to be expected, but we
have not explicitly investigated that aspect here since it is well understood.

In a previous paper, Ainsworth [2] investigated the dispersion relation
of an upwind type DG method applied to the transport equation (one
way wave equation). We hoped that this analysis would be applicable to
the study in this paper. However, it is not relevant to the IP-DG scheme
since the IP-DG scheme is not based on upwinded fluxes and, and as we
shall see, gives a different dispersion behaviour. For the general DGFEM
based on the first-order system, the relevant one-dimensional problems
are generally non-standard and so again Ainsworth’s theory is not gen-
erally applicable. However, in the case of fully “centred fluxes” that the-
ory is applicable and can be used to obtain a complete description of the
one-dimensional dispersion relation, and hence of the multi-dimensional
problem, as we shall show.
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The plan of the paper is as follows. In Sec. 2, we study an interior
penalty discontinuous Galerkin (IP-DG) scheme restricting our attention
to tensor product basis functions and show that the dispersion relation
does, in general, decompose into one-dimensional relations. We then ana-
lyse the method for piecewise polynomials of degree one through three. We
also derive explicit bounds for the IP-DG stability parameter in order to
avoid pollution by spurious modes. In Sec. 3, we rewrite the second-order
wave equation as a first-order system and discretise in space using the gen-
eral class of DGFEM methods described in [4]. We show that this general
scheme includes the standard “upwind” and “centred” DGFEM schemes
that have appeared in the literature. We then present a decomposition of
the dispersion relation into special one-dimensional problems and com-
ment on why this decomposition is non-standard. In Sec. 3.5, we derive
dispersion relations for the scheme in the case of low fixed polynomial
degree and in the limit of small mesh size. These results show that there is
considerable scope for modifying the performance of the general DGFEM
scheme by a suitable choice of parameters. In Sec. 3.4, we consider the
special case of fully centred fluxes. In this case a complete description of
the dispersion relation for all orders is possible using the results of Ains-
worth [2]. In Sec. 4 some indicative numerical examples are presented and
we summarise the conclusions in Sec. 5.

2. INTERIOR PENALTY DISCONTINUOUS GALERKIN

In this section we analyse the dispersion relation for a semi-discrete
symmetric interior penalty discontinuous Galerkin (IP-DG) scheme (this is
a classical method for elliptic problems [20]). The method differs from the
IP-DG scheme of Riviere and Wheeler in [17] in that their scheme is based
on a non-symmetric formulation and has a different penalty term. A pos-
sible advantage of the scheme we propose is that it is non-dissipative (due
to the symmetric formulation).

In preparation for the discrete dispersion analysis, we first briefly
elaborate on how the dispersion relation for the wave equation may be
derived in a way that will extend to the discrete problem and allow us
to reduce the analysis to the consideration of one dimensional problems.
Consider the wave equation

1
= Au in R?, (1)

where ¢ >0 is the prescribed wave speed. We seek a separable solution in
the form
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u(xy, x2, 1) =uy (x1)u2(x2) exp(—iwt),

where  is the temporal frequency. Substituting into the wave equation
and using the separation of variables hypothesis we see that u; and u;
satisfy

uy o uy’
where k =w/c is the wave number. We choose wave numbers k| and k»
such that k2 :k% +k2, and

u’l

J 2
0 k3.
Thus the original multi-dimensional problem is reduced to a pair of
canonical one-dimensional problems. If we now seek a wave solution of
this problem of the form u;(x;) =exp(ix;x;) we see that k; =k; (or k; =
—k;). This type of argument will be extended to the analysis of the numer-
ical scheme where we compute a numerical wave number k;, ~k;. The
difference between the numerical wave number and the true wave number
quantifies the phase error for the method.

To perform a dispersion analysis of the numerical scheme, we assume
that a uniform mesh 7, of square elements of side /4 are used to cover
the entire plane. The unit outward normal on the boundary of an ele-
ment K €1, is denoted by ng. A neighbouring element K’ meeting K

at an edge e will have unit outward normal rng = —ng on e. The edges
of the element K are denoted by N, E, W and S in the obvious way
(see Fig. 1).

It will be necessary to consider jumps and averages of the discon-
tinuous functions across element interfaces in the mesh and we adopt
the fairly standard notation of [4]. If u and v are respectively piecewise
smooth scalar and vector functions on the mesh (i.e. smooth on each
element) then, on an edge ¢ between elements K and K’, let

Vw.a Vwp Va VW Vea VEb
Uwa Uwp U Up  Uga Uep
a=h/2 h b=h/2

Fig. 1. Notation for the p =1 dispersion analysis for systems. The degrees of freedom of
segment number e are denoted by (U,, V,) at the left end and by (U, V) at the right end.
On adjacent elements the relevant degrees of freedom are (Uw.p, Vwp) and (Ug 4, VE.q)-
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1 1
{{M}}=§(M|K +ulgr), {{v}}=§(v|1<+v|1<’) 2

[ul=(ulgkng +ulgng), [vl=v|x -ng+vlg -ng. (3)

Let Q, denote the set of polynomials of degree at most p in x and y,
and P, denote the set of polynomials of degree at most p in a single var-
iable (so Q, =P, xP,). The symmetric IP-DG scheme for the wave equa-
tion gives rise to the following semi-discrete variational problem of finding
u(x,t) such that for each time ¢ > Ou(.,#)|x € Q, for each element K in
the mesh together with

1
> S ®k+ Y (Vu, Vé)x

Ker, Ker,

= > LVul [oDe + (VR [ule]+ Y e([u]. [$])e =0

eeTy eETy,

for all piecewise smooth test functions ¢ with ¢|x € Q,. Here

(u,v)Kzf uvdA and (u,v)ezfuvds.
K e

We confine attention to tensor product meshes and it will be conve-
nient to define new jump and average operators associated with the four
edges of K using the NEWS labelling (see Fig. 1). In particular, on the
Eastern (E) edge

1 1
=— 1 h/2— -l h/2 4
{ur e 25»6%0”1( / €)+26H61’13>0u1( /2+€), 4)
[u1le = lim wuy(h/2—€)— lIim wuj(h/2+¢€). (5)
e—>0,e>0 e—0,e>0

and on the Western (W) edge

1 1
=— 1 —h/2— - 1 —h/2
{{urw 25_>(1)f13>o”1( / 6)+2€_>(1)fr€1>0u1( /2+€), (6)
[u1]lw = lm wuy(—h/2—€)— lim wui(—h/2+¢€). (7)
e—>0,e>0 e—>0,e>0

Note that the jump is now defined as left limit minus right limit rather
than in terms of normals as in (3). The operators on the North and South
edges are defined similarly (we only give the jump terms since the averages
{{.}y and {.}}s are obvious):
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[u2ln = hm Mz(h/Z—E)— Iim wur(h/2+¢€), (8)
€e—0,e>0 €—>0,e>0

[u2ls = lLm  wur(—h/2—€)— lim wur(—h/2+¢€). 9
e—0,e>0 e—0,e>0

The analysis will be reduced to the problem on one square centred at
the origin so we also define ¢1 g =¢1(h/2), ¢1.w=¢1(—h/2) and similarly
for ¢o v and ¢, 5. In addition let

h/2
(u,v):/ uvds.

—h/2

We seek a discrete separable solution of the form

u=ui(x)uz(y) exp(—iwt), (10)

where u; €lP,, j=1,2. Choosing a separable test function ¢ =¢;(x)¢p2(y),
¢;eP,, j=1,2 supported on the element K centred at the origin in the
variational statement and simplifying, we obtain

2
— 5 1) 02, @2) + (W $) (w2, §2) + (er, @) W 65)
— (B epre+(1/2)¢) glurle) (w2, ¢2)
+ (' Bworw — 1/2)¢) ywlurlw) 2. ¢2)
— (v da.n + (1/2)¢5 ylu2lln) (w1, d1)
+ ({uh Y s s — (1/2)¢5 s[ualw) (w1, é1)
a (([u1ledr, e —[urlwer,w) 2, ¢2)
+ ([u2ln o, v — [u2lsd2,s) (w1, ¢1)) =0

Note that in deriving this equation we have made critical use of the sepa-
rability assumption that implies, for example, that u; does not jump across
vertical edges since it depends only on the y-variable whose value may
only jump across horizontal element edges.

Dividing through by (u1, ¢1)(u2, ¢2) and using the fact that the test
functions ¢; and ¢, may be varied independently, we see that u; satisfies
a one-dimensional equation with wave number k| given by

—ki(uy. ¢1) + . ) — (Y edre — (1/2)¢] pluile
+Hlu hworw — (1/2)q yluilw
+a ([uiledr,e — [uilwér,w) =0, (11)
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with a similar equation for u; in terms of the wave number k;. These wave
numbers satisfy the dispersion relation

K4k =k

We find it convenient to return to a bilinear form involving the
one-dimensional Helmholtz equation by integrating by parts using the fact
that

(uy, ¢)) =uy por.w —uy wbrw — W, ¢1)
to obtain an alternative form of (11)
" 2 1 /
(u1+k1u1,¢1)+§(¢1,E[[u1]]E+¢1,w[[u1]]W) (12)
1 1
—1.E <§|[”/1]]E +0l|[M1]]E> +o1w (5[[”/1]]W —Olf[ul]]w) =0.
Now we scale to the interval / =[—1, 1] using the transformation x=2x/h
and write U(s) =u(x) and ¢(s) =¢;(x). Defining in addition the dimen-

sionless wave number x =k14/2 and dimensionless penalty parameter y =
ah/2 we obtain

1
W +k2U, 9)1 + 5 ($E1UTe + 0y [UTw)
1 1
—¢r (§|[U/]]E+V|[U]E>+¢W <§|[U]]W_V[[U]]W)=Ov (13)
where pp =¢ (1), pw =¢(—1) and (u,v); = [, uvds.

We can now use (13) to perform the dispersion analysis. We seek
Bloch wave solutions and hence assume that there is a factor A for which

+ + - _ 4 —ly—
Uf=2Uy,  Up=2"'Ug,
U =20y, Uy =270y
Using these definitions in (13) we obtain the eigenvalue problem of com-

puting A and a finite element function U €P;, such that, for all finite ele-
ment functions ¢ €P,, on I

1
U +17U.$)1 +5 (#:(Ue = 2Uw) +w G Ug = Uw)
1
1 (5 i+ v We = 20w))

1
—dw <§(A—1U;5—U;V)—y(A‘IUE—UW))ZO. (14)
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In this analysis we can write A =exp(if) or, to facilitate comparison with
the exact dispersion relation, in dimensional variables A =exp(ihk; ;). The
problem takes the form of an eigenvalue problem where A is the eigen-
value. Once we have computed A we can obtain kj , and comparing it to
k1 gives a measure of the dispersion error.

The following observation will be used throughout to simplify the treat-
ment of problems of the type given in equation (14). Firstly, observe that
non-trivial modes U € P, may be split into what may be dubbed as propagat-
ing and trapped modes. A trapped mode refers to a non-trivial solution that
vanishes at the endpoints £ and W of the element, and satisfies the equa-
tion over the subspace of test functions that all vanish at the endpoints.
This accounts for dimP, —2 modes. The remaining modes correspond to
modes that are non-zero at the endpoints, and for which (U” +x2U, ¢);
vanishes for all test functions satisfying homogeneous boundary conditions.
In view of the fact that equation (14) then reduces to a quadratic algebraic
equation for A, we expect to (and do) find that there are two such modes
giving dim P, modes in total. By forming tensor products of these modes
on the reference cell as in equation (10), we obtain a full complement of
solutions for the space Q, in two dimensions on the reference cell. Further-
more, by extending the solution to the entire space as a Bloch wave and
taking advantage of the completeness result of Oden and Keller [15], we
obtain a full complement of solutions for the original problem.

2.1. Dispersion Error for Various Elements

In this section we shall apply the results of the previous section to
compute explicit dispersion relations for various piecewise polynomials.
2.1.1. Piecewise Constant Elements

In principle, the IP-DG method can be applied with piecewise con-
stant finite elements. In that case U is constant and ¢ =1 so ¢'=U"=0
and the eigenvalue problem (14) simplifies greatly to

(—2K2+y(2—x—)r‘)) U =0.

Thus if A =exp(i#) we see that the above equation implies cosf = (1 —
K2 /y), or

1
cosf —cos2k = (2— —) K2+ 0(K4).
14



14 Ainsworth, Monk, and Muniz

For small « we can expand this as a series and compare with the exact
wave number k| to get

1 2
kn—ki=—3 (2—/;> ki + O (kih?)

where numerical wave number is given by ki, =0/h.

If the method is to be consistent, then we are obliged to choose y =
1/2 and this corresponds to a penalty parameter of « =1/h. Although
we would not advocate using piecewise constant approximation (e.g. it is
only consistent with a careful choice of «), it is nevertheless illuminating
to consider this case and, with the correct choice of «, the method has a
second-order relative error in the wave number.

2.1.2. Piecewise Linear Elements

Using (14) with U=Uw(1 —5)/24+Ug(1+s)/2 and selecting ¢ = (1 —
s)/2 gives the equation

Sl D o (2220 L Y uw=o
3% ET\ 3 T Ty V)evE

and using ¢ =(1+4s)/2 gives

22 a1 K2 1
—d -4+ ——y U+ ?—l—yk—zk Uw =0.

These equations have a non-trivial solution if and only if

2 16 4
cos’ 0 +4 <K2— §J/K2—J/> cost — (1 +?J/K2— §K4—4V> =0.

There are two roots to this equation. To understand their nature, consider
the limiting case as x — 0 leading to the equation

cos29—4ycos9—(1—4y)=0

which has the roots cosd =1 or cosf =4y — 1. In view of the fact that
k =k1h/2, the first of these corresponds to the physical mode. The second
is a spurious mode, and in order for this to be damped out we need 6 to
be imaginary so we must demand 4y — 1 >1 (recall y is positive). Thus
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we obtain the stability requirement that y > 1/2 or, in terms of the origi-
nal parameters, « > 1/h. This type of stability condition is typical of IP-
DG schemes but we have not seen quantitative bounds derived in this way
before.

We now assume y > 1/2, focus attention on the physical mode and
consider the case where « small (i.e. & small). The physical mode is then
given by

2 4 414+18y 4

cos@,,—0032/<=§/< +E =2y K +0(/<8)

where 6, denotes the value of 6 corresponding to the physical choice of
the two roots. The first difference compared with the case of piecewise
constant approximation, is that there is no choice of y giving a higher
order dispersion relation. Writing the dispersion error directly in terms of
the wave number k| and the mesh size &, we find that

ki —k =—ikfh2+ O (k{h*).
24

Thus the piecewise linear scheme gives second-order accuracy in the rel-
ative error in the wave number which is typical for standard continuous
piecewise linear finite elements or second-order finite difference methods.
In particular, this is the best order possible and coincides with that of
piecewise constants with a judicious choice of the penalty parameter, or
that of piecewise linear approximation using a standard Galerkin formu-
lation.

2.1.3. Quadratic Elements

The analysis proceeds along the same lines as for piecewise linear ele-
ments. In this case we write

U=Uw(—5)/24+Up(1+5)/2+Uc(l —s?)

and choosing ¢ to be successively the three basis functions gives an
eigenvalue problem for the linear system in the unknowns Ug, Uc and
Uw. The characteristic equation for A =exp(if) turns out to be

4 K2 4 8 32 8 32

Al B 2 F2a4 8, 224 O 4L 020

3< + 5)cos 0+(3K +3y 45K ~|-45y/< +45/< y | cosé
+<8 8 8 , 64, 8 A 208 2):().

L A TR T 45
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Note that this equation remains quadratic in cosf. As before, we distin-
guish two roots. In the limit as x — 0 the equation becomes

4
§(COSQ —1)(cos® —2+2y)=0

so we again have the physical root cosf =1 as well as a root correspond-
ing to a spurious mode cosf =2 —2y. For stability we need 2 —2y < —1
and this implies y >3/2 or a >3/h.

Therefore, assuming that o > 3/h, we concentrate on the physical
mode and find that

cosf, —cos2k = % 2);__31 K
2
_47225 368y (_2)2/01‘81))/;2157/{8 + o,
and
ki —ki = —%2’;__31 kih*
6041800 88y > —(21:6_81’);" 1737k17h6 + 0 (kn®).

As with piecewise constant approximation, we find that a particular choice
of the penalty parameter, in this case y =3 or « =6/h gives

kyp—k = k8 + 0 (k] h®)

22400

and produces a higher order of accuracy in the dispersion behaviour for
quadratic elements. The order of the method for a general parameter
agrees with what one would expect for standard quadratic finite element
approximation. However, choosing an optimal value of y gives a higher
order than can be achieved using the standard formulation.

2.1.4. Cubic Elements

The computation of the dispersion relation for cubic elements follows
the same steps as for linear or quadratic elements. Expanding the field U
in terms of cubic basis functions and then selecting ¢ in (14) successively
to be each one of the basis functions, we obtain a 4 x 4 eigenvalue prob-
lem one again resulting in only a quadratic equation for cos6, whereas
one might have expected a quartic. The complexity of the computations
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is such that there is little to be gained by presenting full details here. In
the limit as k — 0 the quadratic simplifies to

(cos® —1)(cos6+3—4y/3)=0
and find that the spurious mode can be controlled by choosing —3 +
4y/3>1 or y >3 so that o >6/h. The physical mode has the expansion
2 3 4 127y +24 | 12
o
1575 Ta96125 3, © TO®D

and this time there is no optimal choice of the parameter y that can
improve the order of approximation in the dispersion relation. In fact

cosf, —cos2k =

kyp—ky=— k[ h® + 0k h®)

201600

so we can see that the method is sixth order accurate for any « provided
« is chosen to guarantee stability.

2.2. General Order Approximation

The analysis in the cases of elements of order p=0, 1,2, 3 can be gen-
eralised to arbitrary order of approximation but becomes rather compli-
cated and we shall confine ourselves to stating conjectures on the possible
generalisations.

We conjecture that the bound on the value of the parameter y needed
to eliminate the spurious mode is given by

y > %p(er 9]
or
1
o> ZP(H 1)

which agrees with the earlier results in the cases p=1,...,3.
The expression for the discrete dispersion relation is given by

22pH p! 2 2p42 2p+4
cost—cos2/c=2p+1 [(2—1))'} KPTI4 0P

for odd order approximation p, while for even order the corresponding
expression is given by

cosf, —cos2k =

22! [ ! T4y—<p+1><p+2>K2p+2
2p+112p)! 4y —p(p—1)
+0 (2P,
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These expressions agree with those derived earlier in the special cases p =
0,...,3. Likewise, we obtain estimates for the accuracy of the discrete
wave number

1 o7

hETa, i L en

k%p‘Hth + O(k%p+3h2p+2)

for odd order p, while for even order

o1 PLT 4y = D@ +2) 2o
22p+D L2p)!]  4y—p(p-1 !
+0 (kf"* 3h2P+2)

k—k =

which agree with the previous expressions in the cases p=1, 2, 3. (The case
p =0 is different owing to the fact that it is inconsistent without the cor-
rect choice of penalty parameter). For an even order approximation, the
optimal choice for the penalty parameter is

1
V=Z(P+1)(P+2)

or

which agrees with our earlier results in the special cases p=0 and p=
2. We note that the value of the penalty parameter needed for stability
grows as O(p?/h), in agreement with the growth estimates assumed in
thea priori error analyses. In the situation considered here, we obtain a
finer result including the value of the constant in the growth estimate.

A rather lengthy proof of the bounds on the value of the penalty
parameter needed to eliminate the spurious mode is known, but a proof
of the error estimates remains open. Nevertheless, we are reasonably con-
fident that the conjectures are true based on comparison with results
obtained using computer algebra up to p=100.

3. GENERALISED DGFEM METHODS

An important general class of discontinuous Galerkin methods for
elliptic problems is described in Arnold et al [4] and consists of writing
the equation as equivalent first-order system and then discretising using
DGFEM. We now follow this approach to derive a DGFEM for the wave
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equation (1) expressed as a first-order system as follows

1
Zu, = VUx + Wy, (15)
1
-V = Uy, (16)
c
1
—wWy = Uy. 17
c

The splitting is by no means unique. For instance, we might have left two
time derivatives on u and not included time derivatives on v and w. The
formulation described in the remainder of this section is a special case of
the non-linear hyperbolic system solver proposed by Cockburn and Shu
(see for example [6, 9]) and is often employed in the scientific computing
literature. For the linear case it is used, for example, by the USEMe [12]
family of codes.

The continuous dispersion analysis of the system follows the usual
steps. However, we choose to spell out the ideas since it forms the founda-
tion of the less standard discrete dispersion analysis of the DGFEM. As
before, we seek a separable time harmonic solution of the form

u(x,y, t)=ui(x)uz(y) exp(—iot)

with similar expressions for v and w. Using these expressions, the differ-
ential equation becomes

w

—i;ulug = vivz—i—wlwé, (18)
.
—1—Vjvp = ulluz, (19)
c
.
—l—wjwy = Mlu/z. (20)
Cc

The second two equations imply that there are constants y; and y, such
that (using also the wave number k)

/

u

B ik and 2=y, 1)
V] uz

u/

D ik, and Yoy, (22)
wy Ui

Using these expressions in equation (18) shows that

!/

/

) v w

—ik=y—L 4y
Ui

uy
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Again using a separation of variables argument shows that there are con-
stants y3 and y4 such that

/

v) . w) .
— =—iky; and —==—ikyy. (23)
ui uy

and y;y3+ 24 =1. The system satisfied by the functions u; and v is the
one-dimensional mixed system

uy = —ikyrvi, (24)

V) = —ikysu;. (25)
Thus uf = —k2y1y3u; and we see that if u; = exp(ikjx) and v; = —k
exp(ikix)/(ky1)) then

ki =y1y3k>

and similarly if u; =exp(ikyy), then k% = y»rysk? so we obtain the disper-
sion relation

2 2 2

where u =exp(i(kix +kry —wt)) as expected.

3.1. General DGFEM for the First-Order System

In this section we summarise the general DGFEM method of [4]
applied to the first-order system. As for the IP-DG method, let K denote
a square in an infinite uniform mesh of squares covering R? with edges
parallel to the coordinate axis and lengths of size & (see Fig. 1). On an ele-
ment K in the mesh, (u,v, w)e (H'(K))? satisfies (15)~(17) and a general
DGFEM method is derived by multiplying each equation by a test func-
tion and integrating by parts. Then we obtain

1

;(ut»¢)K+(U»¢x)K+(w’¢y)K = (D-ng,P)ok.,
1
E(v” Yk + W, Y)x = (Unk 1, ¥k,
1
E(wtvé)K“‘(u,Sy)K = (ﬁnK,Z,S)BK,

where ng =(ng 1, nKsz)T is the unit outward normal to K and v and # are
“numerical fluxes” computed from the values of u, v and w on elements
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adjacent to the relevant edge. Let v= (v, w)”. Then following [4] we use
the notation in (2) and (3) to define the fluxes by

i ={ul}+Cio-[u] — Cz[v] (26)
v = {{v}} — Cy1,1[u] — C12[v]. (27)

In practice, for the uniform mesh used here, it suffices to choose C 2=
C1.2e;1 on vertical edges and C;=Cj2e; on horizontal edges where Cj >
1s a scalar and e;,i =1, 2 are the unit vectors in the coordinate directions.

3.2. Upwind and Centred Schemes

An obvious question is the relationship between the general choice
of the numerical flux (26)—(27) in the previous section and the standard
“upwind” choice. We show that the upwind choice is a special case of the
general one. To do this we start by describing the upwind flux. Let D
denote the partitioned 3 x 3 matrix given by

0 n%
D=

nKO

Then D may be diagonalised and we find that D=PAPT where

1 0 O
(N2 1/v/2 0 B 3
_<n1(/\/§ —nK/«/z n%;) and A= 8 (1) 8 ’

where n% is a unit vector orthogonal to ng = (ng 1, nKﬁz)T given by n% =

(—ng.2,ng.1)T. Then we define

1 0 0
Al={o0 1 o0
0 0 0

and |D|=P|A|PT. For any « with 0 <a <1 we set DT =(D +«|D|)/2 and
D™ =(D—a|D|)/2. Now let 6 ypying denote the upwind numerical flux so
that

f)-nK
Oupwind = | UN1,K
iany
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Let u denote the vector (u,v7)” on K and let u’ be the corresponding
vector on an adjacent element K’. Then recalling that {u}} = (u +u')/2,
we see that the upwind flux is given as follows

6'upWind =D u'+D"u

=D{{u}}+%|D|<u’—u>
. /2 0 I o8
=Diwh+( e ) (220) )

The fully upwinded flux corresponds to o =1. The value @ =0 is also used
sometimes and in this case the flux is said to be centred and we define
0 centred = Df{u}}.

Now let us rewrite the numerical flux (26)-(27) in the same way.
Denoting this flux by 6 pg we have,

6pGg =D ({{u}}+cl’2 g —u')=Cya(v-ng —v’-nK)>
o) —Cringk(u—u")—Cir(v-ng —v' -ng)

_ Cio-ng —szn% u—u'
- D({{u}}—i_(—CL]n[( _CLZ”% v—v

_ D{{u}}+( —Cu ‘(”201’2)'?T<> (”‘”f) |

(Cip-ng)ng  —Crongny v—v

Comparing this expression to (28) we see that the expressions can be made
equal by choosing C1>=0 and C; 1=Cs2=a/2. This holds for 0<a <1.
The fully upwinded case is «=1 or C1,1=C32,=1/2C; 2=0 and the cen-
tred case is « =0 or C1,1=C22=0.

3.3. Discrete Separation of Variables

Now we shall show that the dispersion analysis of the first-order
system in two space dimensions can be reduced to considering a pair
of one-dimensional problems. However, these problems are non-standard
and differ from what one would obtain by simply applying the DGFEM
scheme to the one-dimensional first-order system. This contrasts with
the situation identified for IP-DG scheme considered earlier, where it
was found that the analysis could be reduced to the consideration of a
one-dimensional scheme that did coincide what one would obtain by
applying IP-DG to a one-dimensional wave equation.
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The semi-discrete problem consists of seeking (up, vy, wp) € (Qp)3
such that

1 n

;(Mh,h On)k + W, dn )k + (W, ny)k = (U -RK, Pn)ok,
1 A
E(vh,r, Yk + Wn, Ynx)xk = {Unng 1, Yu)ok

1 n
E(wh,z, Enk + un, ény)k = (nng 2, n)ok,

for all (¢n, ¥, &) € (Qp)>.

We seek a separable solution on K of the form

up(x,y,t) = ur(x)ur(y) exp(—iwt),
vp(x, y, 1) = v1(x)v2(y) exp(—iwt),
wp(x,y, 1) = wi(x)wr(y) exp(—iwt),

where u;, v;, w; €P,, i =1, 2. Selecting test functions ¢ (x, y) =¢1(x)p2(y),
¢i€Pp, i=1,2 (and similarly for the other test functions), we obtain

—ik(u1, $1)(u2, $2) + (v1, §)(v2, 2) + (Wi, 1) (w2, P5)
= (U -nk, P1é2)ak (29)
—ik (i, Y1) (v2, ¥2) + (i, Y (2, ¥2) = (ipng 1, Y1¥2)ak (30)
—ik(wy, &) (w2, &) + (u1, £ (u2, &) = (pnk 2, E162) 9k (3D

Now we need to examine the flux terms in detail. Prompted by the disper-
sion analysis for the continuous problem, we first consider the second two
equations above. This implies that we need to examine ;. Labelling the
edges of K as N, S, E and W as for the IP-DG analysis we obtain

(Upng 1, Y1) = WE.n, ¥1,2%2) — Ww.n, Y1,w2),
where iig j is the “flux” on the Eastern edge at x=h/2 and similarly dw p

is the flux at the edge x = —h/2. Using (26) on the Eastern edge we see
that

ign={u1euzr+ Crollurleuz — Co2[vilev2,

where the operators are given by (4)—(5). Thus

(@gn ¥1,e¥2) =[({ur1Y e + Cr2luile) (w2, ¥2) — Coolville (va, ¥2) | Y1, £
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Using the corresponding result for the Western edge, equation (30) may be
written explicitly as

—ik(v1, Y1) (v2, Y2) + (u1, ¥p) (U2, ¥2)
=[({fu1 e + Cr2lurlE) (2, ¥2) — Coo[vile (v2, ¥2) | V1,6
—[(fu1Bw + Cr2lurlw) (2, ¥2) — Conllvillw (v2, ¥2) | ¥ri,w-

This equation can be rewritten as

[—ik(vi, Y1)+ Coolvile v, e — Conllvilw v, w] (v2. ¥2)
+ [, ) — (Rui B e+ Craluile) ¥i.e
+ ({u1Yw + Cr2lurlw) ¥1.w] (w2, ¥2) =0.

We see that there is a constant y; such that

1, YD —({urYe+Cr2luile) ¥, e+Hut fw+Cr2luilw) ¥i,w _

- -1, (32)
—ik(vy, Y1) + Coollvilev, e — Copllvilw v, w
(v2, ¥2)
L vel 33
(U2, ¥2) " 33)

Similarly from equation (31) we obtain that there is a constant y, such
that

(u2, &) — ({u2}w + Cr2llualv) wo,n + ({uzl}s + Cr2luzls) .5 _

. (34
—1k(wz, &) + Coolwalln o, v — Cool[wals v, s vz (34)
(w1, 1)
w, & 33)

Now turning to equation (29) and writing out the numerical fluxes explic-
itly we have

—ik(uy, ¢1) (U2, ¢2) + (v1, 1) (2, $2) + (w1, P1) (w2, P)
=[({vi}e — Ci2lvilE) (v2. ¢2) — Ci1luile (U2, $2) | ¢1.E
+ [(fw2ln — Cr2lwaly) (wi, 1) — Cra[ualy (ui, ¢ ] 2.8
—[(fvi}w — C12[vilw) (2, ¢2) — Crilurlw (w2, ¢2) | d1,w
— [(w2ls — C12lwals) (wi, ¢1) — Criluals(ur, d1)] da.s.
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Dividing both sides by (uy, ¢1)(u2, ¢2) and collecting terms, this implies
that

ik 1, ) — ({vihe — Cralville) é1.e + ({vihw — Cr2lvilw) d1.w (v2, $2)

(u1, 1) (u2, ¢2)
(w1, ¢1) (w2, ¢y) — ({w2lhw — Cr2llw2lly) d2,n + (w2l s — Cr2[wals) P2.s
(u1, ¢1) (u2, ¢2)

__cu (IIMI]IE¢1,E y Lelvéan  [uldwérw [[Mz]]s¢>2,s>
T\ (1) (u2, ¢2) (u1, ¢1) (2, ¢2) )

Now using (33) and (35) we obtain
1, ¢) — (i e — Cr2lvile) ¢1. + ({viBw — Ciallvilw) 1w

—ik+
(w1, #1)
(w2, ¢5) — ({wa v — Cr2[walv) d2.n + (fwalts — Cr2lwalls) d2.s
+2
(u2, ¢2)

¢ <|[ul]]E¢l,E L Lolvéan  Lndwérw [[Mz]]s¢z,s>
a (1, ¢1) (u2, ¢2) (1, ¢1) (uz, ¢2) )~

By the usual separation of variables argument there are constants y3 and
y4 such that the following analog of (23) holds

i, o) — ({viYe — Cr2lvile) d1.2 + ({viBw — Cr2llvilw) 1w
(u1, ¢1)
—i-& ([[M1]1E¢>1,E B [[M1]1W¢>1,W) —ikys
71 (uy, ¢1) (u1, ¢1)
(w2, ¢5) — ({walin — Cr2[waly) d2.n + (Kwalks — Cr2[w2lls) d2.s
(u2, ¢2)
Ci1 ( Muddnéon  [u2lsdos .
T (+ () (a2 ) )‘”‘y“
Y1ys+yvava=1

Thus we see that the reduced one-dimensional problems that determine the
dispersion relation are as follows:

w1, ) — ({1 B e + Craluile) vi,e + (e Bw + Craluilw) viw

=—y1 (—iki, ¥1) + Colvilevt e — Caollvilw¥iw) . (36)
1, ¢ — ({(viY e — Cr2lvile) ¢1. + ({viBw — Ci2llvilw) d1.w
C .
+ﬁ1 (1 1e¢1. £ — Lurlwerw) =ikys(ur, é1) (37)

together with a similar problem for (u3, v).
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This problem is a little non-standard. But we note that if we multiply
(37) by y; and define v; =y v; then these equations may be rewritten as
(where we have used the fact that y;y3 =k% /k),

w1, ) — ({1 B e + Craluile) vi,e + ({ur Bw + Craluidw) viw

=ik(D1, Y1) — Co2 ([011e¥1.e — [0 lw¥iw) . (38)
@1, ¢ — ({01 ) e — Cr2l011e) ¢1.2 + ({T1 Bw — Cr2lo1]w) d1w
k2
=i, 90 = Cuy (L legr, e~ [uidwrw)- (39)

These are the discontinuous Galerkin analogs of the first equations in (21)
and (23), respectively. We have thus shown that the dispersion analysis of
the two-dimensional discontinuous Galerkin method can be reduced to the
study of one-dimensional discontinuous Galerkin problems. However, the
presence of both k; and & in (38) and (39) shows that they are not a direct
DGFEM discretisation of (21) and (23).

An important simplification occurs when C; | =C;,=0 in the case of
centred fluxes. Then

w1, ) — ({1 B e+ Craluile) vi,e + ({ur Bw + Cr2luilw) viw
=ik(v1, Y1),
@1, ¢ — ({01 Y e — Cra2l01le) d1. 2+ ({01 Bw — Ci2l01]w) d1.w

k2
=i?1(u1,¢1)~

Now defining iy =kju;/k we obtain

(1, ¥) — ({a W e + Cralinle) v, e + (i Bw + Cralandw) viw

=iky (01, Y1), (40)
@1, ¢ — ({01 Y e — Cr2l01le) d1.2 + ({01 Bw — Cr2l01]w) d1.w
=ik (i1, 1). (41)

Thus in the case of generalised centred fluxes (i.e. C1,; =C32=0 but per-
haps Ci» #0), the decomposition of the two-dimensional problem into
one-dimensional problems gives a clean separation (no factors of k in the
one-dimensional problem). This scheme will turn out to be non-dissipative,
and it is possible to choose C| > to obtain an improved dispersion relation.

3.4. Relationship with Schemes for One-Way Wave Equation

We now explore the possibility of relating the discrete dispersion rela-
tion of the one-dimensional problem (38)—(39) to the work of Ainsworth [2]
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on the one way wave equation. In order to do this, we shall attempt to
decompose the system (38)-(39) into an appropriate pair of discrete one
way problems. We first dilate the line using the map X =2x/h and denote
the reference interval by K =[—1, 1]. Then abusing notation by defining
u(x)=uj(x) and v(x) =0;(x) where x =2x/h and similarly for the test func-
tions we obtain

w, ¥ g — ({uBe + Cralule) e+ ({ulw + Ciolulw) ¥w

kh
=i ¥)g —C22 (Wleve —[lwyw), (42)
., ¢)p — ({vhe — Cralvle) ¢& + ({vhw — Ci2lviw) dw
k2h
=i21—k(u, &g —Cr1 (ulede —[ulwow) . (43)

where (-, -) o denotes the inner product on [—1, 1] and the subscript £ and
W now refer to the reference interval K. Integrating by parts and rear-
ranging we obtain:

kh
—17(0, Ve — W ¥)g+(1/2=C12) [uleve
+(1/24C12) [ulwvw + Ca2 ([levE — [vlw¥w) =0,

kih )
—1—(u P — @, 9 +(1/2+C12) [VIegE
(1/2 C1.2) [vlwow + Cr1 ((uledE — [ulwow) =O0.

Now we make the Bloch wave (or plane wave) assumption that the solu-
tion varies by the same phase factor A across each element so that u(17) =
Au(—=1%) and u(—17)=(1/1M)u(17) (and similarly for v) so that the equa-
tions may be reduced to a single element K and becomes

kh

—lj(v,w,e—(udw/r),e+(1/2—cl,z)(u(l*)—xu<—1+)>w<1)

+ (1724 C12) (A/D)u(17) —u(=1T)y(—1)

+C22 (A7) = Av(=1 )Y (1) = (1/M)v(17) —v(=1T)y(=1)) =0,
k

—1—(u P p— W P+ (1/2+Cr2) 017) —rv(=1+))p (1)
(1/2 Cr.2) (1/M)p(17) —v(=1")p(=1)

+C1 1 (@(17) = 2u(=1"Np (1) — (/Mu(17) —u(=11)g (=) =

Next we make the assumption that u =uow, v=vow (i.e. the solution is a
discrete plane wave within each element) and choose ¢ =¢o& and ¥ =&
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where the subscripted quantities are constants and the functions & and w
are polynomials of degree k. Introducing the vectors V = (vg, ug)’ and W=
(Yo, ¢o) we may write the above equation as

—VIMV (W, &) — WAV, &) p + W BV (w(17) —Aw(—17)E(1)
+WT v ((1/Mw(1™) —w(=1M))E(=1)=0

Ch (k> 0 0 1
=iz (o &) =V o)

Ca l—Clz) ( —C2 l—i—C12>
B= o2 ' and C= o2 ).
(%+C1,2 Ci1 I-Cia —Ci1

where

Since the above equation must hold for all vectors W, this equation has a
non-trivial solution if and only if the matrix

~Mw, &) g —AW', &) p + Bw(17) —dw(=17)&(1)
+C((/MwI7) —w(=17)E(=1) (44)

is singular. To try split into left and right going waves, we can diagonalise
A=ETDE where

1 /11 10
E:E<l_1) and D:(O_l).

1L Cri+Coa+1 Cia+Cop—Cr
2\ Cr2—=Ci12—Ci1 Cop+Cr1—1

But then
EBET =

Thus the matrix B is simultaneously diagonalisable with A if C; ;=0 and
C1.1=C2,. When C; >0 this is precisely the choice for the upwind DG
scheme as we have seen in Sec. 3.2. Unfortunately even with this choice

k2 4k} H—H)

ih
H—Q H+Q

EMEH:—<
4k
Since this is not generally diagonal (except when k =kq, i.e. for a wave
travelling along the x axis), we can not apply the results of [2] to this
problem (except for wave travelling along the axis). There is one case
however where the results of Ainsworth are applicable and this is when
C1,1=C22=0and C; »=0. Using the scaling of variables used in the devel-
opment of (40)—(41) we can eliminate & in this special case. Effectively, we
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can take k =k and all matrices are simultaneously diagonalisable. We then
obtain the scalar “one way” wave equation governing w and A:

kih 1
iIT(w, g — W, Eg+ E(kw(—ﬁ) —wd7)E)
1
+§(w(—1+) —(1/MHwd)E(=1)=0

which is equivalent to equation (35) considered in [2] in the case of cen-
tred fluxes. Various limiting cases were considered in [2], but we shall
restrict our attention to the limiting case ik < 1. Applying Theorem 2 of
the above reference, we obtain the following expression for the error in the
discrete wave-number for a p-th order DGFEM,

k _k __< p' )2 _zl?p_':}lkzp+3h2p+2 p even
P =\ p 1) 222t 20 p odd.

In particular, for the zeroth order scheme p=0, we obtain
13,2
kno=ko+ -k h
6
while for the first-order scheme p =1, we obtain

|
ki1 =ki — —=k>n*.
P TR0
The attempt to reduce the analysis to that of the one-way wave equation
for more general schemes, by attempting to diagonalise the matrix in (44)
directly, has not proved fruitful in the sense that the results are difficult to
interpret and do not compare directly to the work in [2].

3.5. Dispersion Error for General DGFEM Methods

Here we derive the dispersion relation for piecewise constant and
piecewise linear elements.

3.5.1. Dispersion Error for Constant Elements

DGFEM schemes using piecewise constant elements are often referred
to as “finite volume” schemes [19], and are an important class from the point
of view of practical calculations. In this case u; and v; are piecewise con-
stant. On the central element let (11, v1) = (U, V) and on the East and West
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elements the vector of unknowns is (Ug, Vg) and (Uw, V), respectively.
We select 1 =¢; =1 in (38) and (39) and obtain the following equations

Ug+U Uw+U
—( E2 +C1,2(U—UE)>+( W2 +C1,2(Uw—U)>

=1khV — C2,2(2V —VeE—Vw)
Ve+V
—( £ —Cl,z(V—VE))+<

Vw+V

> _Cl,Z(VW—V)>

k2
:i;th —C1.1QQU —Ug — Uy).

Now we write these equations as a matrix system. Let w= (U, V)T, wg =
(Ug, Ve)T and wy = (Uw, .Vw)T. Then the above system can be written as

Cwww +(S+C)w+ Cpwg =0, (45)
where the matrices are given as follows:
(=124 Cip —Ca _(1/24C —Ca
CE_( —Ci1 —1/2—C1,2) and CW_( —Ci1 1/2—C1,2)'
[ =2C122Cy _ 0 —ikh
C‘( 2c1y 2c1, ) S= e 0 )

As usual for a dispersion analysis we assume that the solution on
adjacent elements differs by a multiplicative factor A so that

wy=w/\A and wg=Aw.
Then the discrete plane wave solutions are the non-trivial solutions of
W ICw+ (S+0) + Ceayw =0,

The determinant of the matrix in this equation must vanish and we find
that

a2 +272) 4+ 1" H +e=0,

where
1 2
a= Z—Cl,z—CmCz,z,
) Cook?h
b=4C1’2+4C2’2C1,1—1 . —1khCy 1,
1 .2C kih .
c=—= +1L*1+(hk1)2 —6C12’2—6C2,2C1’1 +12khCy 1.

2 k
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As we shall see it is then useful to write A =exp(if) for some phase factor
0 so

A24+272=2cos(20) and A+Ar"'=2cos®).

Using standard trigonometric identities the determinant condition
simplifies to

4a cos® 6 +2bcosf +c —2a=0. (46)

This gives, obviously, 6 in terms of a, b and c.
The limit of (46) as h — 0 offers useful information about the method.
In the limit as 2 — 0 equation (46) becomes

a00520+(1/2—2a)0059—a—1/2:0,

where «=1/4—C1,1Ca2— C12 ,- Assuming a #0, the roots of this equation
are cosf=1 or cosf=2ua — 1)/(2a) As in the case of the IP-DG method,
to suppress the spurious mode we want the phase factor 6 corresponding
to the spurious mode to be complex and so require that 2o —1)/Qx) <
—1 which implies @ < 1/4 or equivalently C1,1C2,2+C12’2 > (0. In the special
case of @ =0, the above equation has just one root and there is no need
for a stability condition.

We now consider the physical root of the dispersion relation (the root
6, such that 6, — 0 as h— 0). In this case 6, =k ,h where kjj is the dis-
crete wave number. Using MAPLE we find that

h@%n+HQg
2k
2722 4 ~2 272 27,2 4 ~2
_M(Hkkﬁa2+9h6h2—4kk1+3quCLﬂba+9kCLQh2
24k>

ki = ki +

+0h).

The first term (after k1) on the right-hand side is complex and this
implies that the method is dissipative. The first real term after k; on the
right-hand side gives the phase error of the method and is second-order.
Thus the physical dispersion relation generally exhibits a first-order dissi-
pation term and second-order phase error. We now consider some special
cases.

LDG Scheme: This method was proposed by [8] (see also [4]). It
corresponds to the choice C; » =0. In this case the physical dispersion rela-
tion is (assuming Cj  #0)
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_Cy1kky , (12C12,2kf +9C12’1k2 — 4Kk

ki p=k W2+ 0hd).
L=k +1 5 o +0(h”)

As in the general case, the scheme is first-order dissipative and
second-order dispersive. There does not seem to be a particularly good
choice of the remaining parameters C;, and Cj; (within the stability
requirement above) and a standard choice might be C;1=1/2 and C;>=0
(although our stability result would need Cj > > 0).

Centred Scheme: For the centred scheme we choose Cij =Cs2=0. In
this case the dispersion relation for the general scheme is

(BCP, =Dk

4+ 0 h%).
G +O0(h")

kin=k1 —

As we expect for the centred scheme, the method is not dissipative, and
is second-order dispersive. Making the special choice Ci =1/ V3 we now
find the improved dispersion relation

5

k
ki p=ki+——h*+01®),
Lh 1+180 +0(h)

which is non-dispersive, fourth order and satisfies the limiting stability
requirement that Cj 2 #0.

Upwind Scheme: The fully upwind scheme corresponds to the choice
C1.1=C22=1/2 and has the dispersion relation

. (kDK ki (1452 K3+ 9k +48K2k2 C2 L +9k )
ki n=ki +i=—h — e —hT+ O(hY).

As for the LDG scheme the method is first-order dissipative and sec-
ond-order dispersive. There is no obvious advantage to choosing Cj >
other than zero, which is the standard choice for upwind finite volume
schemes.

3.5.2. Dispersion Error for Linear Elements

We now follow the same procedure as for piecewise constant elements
to analyse the case of linear elements (p =1 in (38) and (39)). Using the
notation in Fig. 3 and selecting and | =¢;=(h/2—x)/h in (38) and (39)
we obtain
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Up+U, U,+U
_ e a)—i-( - W’b+C1,2(UW,b—Ua)>

2 2
. V, Vi
=ik <?a + éa) h4+Cao(Vwp — Va)
Vp+ V) Va+Vwe
B 2 —l—( = 5 U —CI,Z(VW,b_Va)>

K (U, U
—C1,1(Uw,p — Ua):171 (T“+ ?) h

In the same way choosing ¢ =y =(x+h/2)/h we obtain

(Ub+Ua) . (Ub+UE,a

5 3 +C1,2(Ub—UE,a)>

. Va Vb
=1k <? + ?) h—C22(Vp—VE4)

Vp+Vy) Vi +V,
hz : —( bz a_Cl,Z(Vh_VE,a))
k(U Up
CiiUp—Up =it =2+=2)h
+C1,1(Up —UE,a) 1k<6+3>

Now we write these equations as a matrix system. Let w=(U,, Up, V4, Vi)
(similarly for wy and wg). Then the above system can be written as

Cwww +(S+C)w+Crwe =0, (47)

where the matrices are defined as follows. The West exterior coupling
matrix is

0 1/2+C1p O —Ca
Cuw — 0 0 0 0
YZ1lo —ci1 0 1/2-Ci2
0 0 0 0

and the East exterior coupling matrix is given by

0 0 0 0

coe| ~1/2+C12 0 —Ca2 0
E= 0 0 0 0
—-C11 0 -1/2-C1» O
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On the central element the coupling matrix arising from the flux contribu-
tions at either end of the interval is

1/2—-Ci 0 C2.2 0
C— 0 —-1/2-C12 0 Con
- Ci 0 1/2+Cq 2 0
0 Ci 0 —1/24+Ci
Finally, the integral terms contribute to the following matrix on element e
1 1 ikh ikh
2 2 3 6
1 1 ikh ikh
S 2 2 6 3
—| .kn k3h 1 1
T
k2h k2h 1 1
Yok 3k 2 2

Note that at higher order (i.e. p>1) the coupling matrices are essentially
unchanged (except for more rows and columns of zeros) and only the inte-
rior matrix is modified.

Following the arguments for the piecewise constant case, we find that

the phase factor 6 must satisfy equation (46) but now with the following
coefficients

1 1 Loy 1,
= ——C32C1.1 — =Co2k3h>Cy 1 + —h’ki — =C
a 1 22011 — 36 2,2 11+144 2C12
Lo 2, 1
—C? kIh
S 36 12 16
1 11 k? 1 1
b= —ikk?h® Cy | — ~ — —=iCya-+h — — ikhC —k2n?
TR G — g Rl = kG 5k
1k} 2 2
——iLp3c ZC7 k3h? — ZCaakin*C
721k 22- 5412 922k 1,1
= llkkzhC 7k2h2 1ihc +1C C +1c 2
6_18 1,1 72 6 1,1 5 22011 5 1,2
+Lk4h4 11022 h—lanzh cll—lcz k3h?
1441 6 2 2712
] lik?h3C
8§ 18 k= *?

At this stage it is useful to consider (46) (but with the coefficients above)
in the limit as #— 0. The equation becomes

(cos@ —1)(acosb+a—1/2)=0,
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where o« =1/4 — C11C22 — 12 As for the piecewise constant case, the
root cos® =1 is the physical root and the second root (assuming « £ 0)
is spurious. If @ =0 (this occurs when Cy | =C,2=1/2 and C| =0 which
is the parameter choice corresponding to full upwinding) there is no spuri-
ous mode and no need for a stability condition. If @0 then the spurious
root can be made complex if & <1/4 or if Cq1C2» +C12’2 > (. Interestingly
this is the same condition as for the piecewise constant case. Note that
energy arguments show that we need to choose Ci,1 >0 and Cy >0 for
stability so that the limiting analysis here does not completely determine
the stability properties of the semi-discrete scheme.

We now compute the small & asymptotics of the phase in some cases.
Writing 0 =k ,h we can compute kj j, the discrete wave number, in terms
of the other parameters in the scheme. We now study a few special cases.

1. LDG Scheme: Choose C3 =0 (and assuming C; 57#0). We obtain

1 1kk13C11 3
kg = Ky + = L1
Lh = kit oog 2
L (96k12c1,24—20c1,22k12—scflkz)k13h4
17280 C1 s
+O ).

As in the piecewise constant case, the presence of an imaginary
term in the series corresponds to dissipation in the method. The
first real term in the series (after k;) determines the phase error
of the method. Therefore the dispersion error is O(h*) compared
to O(h?) for standard linear elements. Motivated by the work of
Warburton and Hesthaven we could choose C;1=1/2 and then
if we choose C;=1/h we obtain:

kip=ki + k—h4 n lek 1w+ 0S).
180" 576

2. Centred Scheme: Setting Ci1=C,,=0 we obtain

1 (24c1,22—5)k15h4

kin =k
L= 130 Cr 2
1 (576C1 2% —357C1 2 +56) Kk’
+ (576 €12 12"+ 56) by he 4+ 0 (h®).
870912 0t

This scheme is not dissipative. We see that the centred scheme
can be optimised to give a high order O(h®) dispersion error by
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selecting C12=+/5/24 to yield

kv p=ki + kRS + O (h®)

302400

Full Upwinding: The currently most practically significant
DGFEM scheme in computational electromagnetics is the
method of Hesthaven and Warburton [12]. Applied to the wave
equation with p =1 their choice of fluxes corresponds to full
upwinding and is obtained by taking Ci; = Cy» = 1/2 and
C1.2=0 (in fact they use a more general choice depending on the
coefficients of the partial differential equation, but this reduces
to the one here for a simple wave equation). The resulting error
series is then

1 ik® (k24K 5 1 kJ(6k3K> + 5k} +5kY)
kin=ki+— — h
f 144 k 4320 k2

+o (1)

The method is dissipative and dispersive to the same order as the
general LDG scheme.
Choosing C1,1=C12=1/2 and C12=1/h gives

ki i} +k2k
ki =k +—h*+ igh5

h).
180 576k 1 TOw)

4. NUMERICAL EXAMPLES FOR HELMHOLTZ EQUATION

IN ONE DIMENSION

In this section we show two numerical examples related to the gen-

eralised DGFEM scheme. These illustrate some of the properties of these
methods and their relationship to our analysis. We assume k1 =k (so kp =
0) and consider the one-dimensional time harmonic problem of finding u
and v such that

ikv—u'=0, iku—v =0.

In order to study plane wave solutions we impose unusual boundary con-
ditions. We demand u and v satisfy

tkv—u'=0, iku—v'=0, in (0,1)
u0)y=1, v(l) —u(l)=0.

which has solution u(x)=v(x) = e'**.
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We can then apply the generalised DGFEM scheme to this problem
using linear elements on a uniform grid. Our first example is for the LDG
scheme with Cp, =0. The dissipation behaviour of the scheme is gov-
erned by the sign of Cj 1. When Ci ;=0 we revert to the centred scheme
which is dissipation free. If C; >0 the method is dissipative and the solu-
tion will decay across the domain (dissipation can be advantageous for
avoiding high frequency instability in time domain codes). For Cy ;>0
the solution will grow. In Fig. 2 we show this using k=127 and a grid
resulting in 10 degrees of freedom per wavelength (i.e. 5 grid cells per
wavelength).

Our second result is for the fully upwinded scheme using C11=Cz2=
1/2 and C; =0 (and again linear elements). In this case we have shown
that the method is dissipative, but also that is has excellent phase accuracy.
This is demonstrated in Fig. 3.

1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 2. The real part of u plotted against x for LDG showing decay for Cy | >0, growth for
C1,1 <0 and dissipation free for C; 1 =0. Here k=127 and there are 10 degrees of freedom
per wavelength. Note that in each case the solution has excellent phase accuracy maintained
across the grid.
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15 k=6n N=30, 10 pts/w—length 15 k=6n N=15, 5 pts/w—length
1 1
0.5 0.5
0 0
-0.5 -0.5
-1 -1
15 -1.5

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

; k=12n N=60, 10 pts/w—length ; k=12n N=30, 5 pts/w-length

5 5

Hesthaven p=1

05 05 %
0 0
—05 -0.5
-1 -1
18 0.2 0.4 0.6 0.8 1 5 0.2 0.4 0.6 0.8 1
15 k=32t N=160, 10 pts/w—length 15 k=32 N=80, 5 pts/w-length
1 1
05 05
0 0 7
-05 -05
-1 -1
8 0.2 0.4 06 0.8 1 % 0.2 0.4 0.6 08 1

Fig. 3. Results for the fully upwinded scheme. The method is dissipative with dissipation
decreasing as the grid is refined. This is illustrated here where we show the approximation to
the real part of u when k=06, 127 and 327 and either 5 or 10 degrees of freedom per wave-
length. In each case the excellent phase accuracy of the scheme is obvious.

5. CONCLUSION

We have provided a framework for analysing the dispersion rela-
tion of various DGFEM schemes and pointed out the peril of assum-
ing that a direct one-dimensional dispersion analysis applies also to the
two-dimensional problem.

For the IP-DG scheme considered here we show how to reduce to a
pair of one dimensional problems and then have explicitly analysed some
cases. Based on the results reported in Sec. 2.1, we conjecture that:

o For pth degree polynomials there is a stable choice of y and, for
all but one exceptional choice of y, the order of convergence of the
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dispersion relation is O (k(kh)?P). This is in accordance with results
for standard p degree conforming elements [1] and suggests that IP-
DG performs asymptotically no better or worse than standard ele-
ments from the point of view of phase error.

o When the order p is even there is an optimal choice of the stability
parameter given by « =(p + 1)(p+2)/2h that offers an increase in
the order of accuracy in the dispersion error to O (k(kh)***2). For
odd degree p there is no such choice.

o As the order p increases, the value of the stability parameter needed
to eliminate the spurious mode grows as p(p + 1)/2h which is
consistent with the choice assumed in the a priori analyses.

Of course we have analysed just one representative IP-DG scheme. The
general approach we have made should be applicable, for example, to the
method of [17] but the analysis has yet to be performed.

For general DGFEM we have shown the following

« The dispersion relation does decompose into one-dimensional prob-
lems, but these problems are not obtained by the direct application
of DGFEM to one-dimensional problems. Thus the straightforward
analysis of one-dimensional DGFEM problems does not apply to
the multi-dimensional problem (except for wave propagation along
coordinate directions).

o There are many possible “good” choices of parameters. The centred
scheme is attractive in that it is non-dissipative and can be made to
satisfy the limiting stability constraint with a suitable choice of the
coupling parameters.

« Much more work needs to be done to fully analyse the dispersion
properties of higher order elements, and to test the various methods
numerically.

ACKNOWLEDGMENTS

The research of MA was supported in part by a Leverhulme Research
Fellowship. The research of PM was supported by a grant from AFOSR
and by an EPSRC visitor grant to the University of Reading, UK.

REFERENCES

1. Ainsworth, M. (2004). Discrete dispersion relation for Ap-version finite element approxi-
mation at high wave number. SIAM J. Numer. Anal. 42(2), 553-575.



40

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Ainsworth, Monk, and Muniz

. Ainsworth, M. (2004). Dispersive and dissipative behaviour of high order discontinuous

Galerkin finite element methods. J Comp. Phys. 198, 106-130.

. Arnold, D. N. (1982). An interior penalty finite element method with discontinuous ele-

ments. SIAM J. Numer. Anal. 19, 742-760.

. Arnold, D. N., Brezzi, F., Cockburn, B., and Marini, L. D. (2002). Unified analysis of dis-

continuous Galerkin methods for elliptic problems. SIAM J. Numer. Anal. 39, 1749-1779.

. Baker, G. A. (1977). Finite element methods for elliptic equations using non-conforming

elements. Math. Comput. 31, 45-59.

. Cockburn, B. (2003). Discontinuous Galerkin methods. ZAMM Z. Angew. Math. Mech.

83, 731-754.

. Cockburn, B., Karniadakis, G., and Shu, C. W. (eds.), (2000). First International Sympo-

sium on Discontinuous Galerkin methods, volume 11 of Lecture notes in Computational
Science and Engineering. Springer.

. Cockburn, B., and Shu, C.-W. (1998). The local discontinuous Galerkin method for time-

dependent convection-diffusion systems. SIAM J. Numer. Anal. 35, 2440-2463.

. Cockburn, B., and Shu, C.-W. (2001). Runge-Kutta discontinuous Galerkin methods for

convection-dominated problems. SIAM J. Sci. Comput. 16, 193-261.

Cohen, G. C. (2002). Higher-order Numerical Methods for Transient Wave Equations.
Springer, Berlin.

Douglas, J., and Dupont, T. (1976). Interior Penalty Procedures for Elliptic and
Hyperbolic Discontinuous Galerkin Procedures, volume 58 of Lecture notes in physics.
Springer-Verlag.

Hesthaven, J. S., and Warburton, T. (2002). Nodal high-order methods on unstructured
grids - I. Time-domain solution of Maxwell’s equations. J Comput. Phys. 181, 186-221.
Hu, F. Q., and Atkins, H. L. (2002). Eigensolution analysis of the discontinuous Gal-
erkin method with non-uniform grids. Part 1: One space dimension. J Comput. Phys.
182(2), 516-545.

Hu, F. Q., and Atkins, H. L. (2002). Two-dimensional wave analysis of the discontin-
uous Galerkin method with non-uniform grids and boundary conditions. In Proc. 8th
AIAAICEAS Aeronautics Conference, Breckenridge, Colorado, June 2002. AIAA paper
no. 2002-2514.

Odeh, F., and Keller, J. B. (1964). Partial differential equations with periodic coefficients
and Bloch waves in crystals. J. Math. Phys. 5, 1499-504.

Reed, W. H., and Hill, T. R. (1973). Triangular mesh methods for the neutron transport
equation. Technical Report LA-UR-73-479, Los Alamos National Laboratory, Los Ala-
mos, New Mexico, USA.

Riviere, B., and Wheeler, M. (2003). Discontinuous finite element methods for acoustic
and elastic wave problem. In ICM2002-Beijing Satellite Conference on Scientific Comput-
ing, volume 329 of Contemporary Mathematics, AMS, pp. 271-282.

Vichnevetsky, R., and Bowles, J. B. (1982). Fourier Analysis of Numerical Approxima-
tions of Hyperbolic Equations, volume 5 of CMBS Regional Conference Series in Applied
Mathematics. SIAM, Philadelphia.

Vila, J.-P,, and Villedieu, P. (2003). Convergence of an explicit finite volume scheme for
first order symmetric systems. Numer. Math. 94, 573-602.

Wheeler, M. F. (1978). An elliptic collocation-finite element method with interior penal-
ties. SIAM J Numer. Anal. 15, 152-161.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


