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Abstract
In this paper, a numerical method based on Bernstein polynomial for nonlinear sin-
gularly perturbed reaction-diffusion problems is proposed. The solution of this type
of problem is polluted by a small positive parameter ε along with non-linearity due
to which the solution often shows boundary layers, interior layers, and shock waves
that arise due to non-linearity. The existence and uniqueness of the solution of the said
problems are proved using Nagumo’s condition. Moreover, the convergence analysis
is carried out of the proposed problem in maximum norm. To illustrate the proposed
method’s efficiency, three nonlinear test problems have been taken into account, and
a comparative analysis has been done with other existing methods. The proposed
method’s approximated solution seems to be superior or in good agreement with the
existing method.

Keywords Nonlinear reaction diffusion · Singularly perturbed · Collocation method ·
Bernstein polynomials · Approximate solution

1 Introduction

Whenever a real-life phenomenon is converted into a mathematical model, differential
equation, partial differential equation and system of differential equation plays a vital
role in modelling natural evolution, we researcher primarily try to obtain what is
important, retaining the essential physical quantities and neglecting the negligible ones
which involve small positive parameters. Due to their occurrence in a wide range of
applications, the study of nonlinear singularly perturbed reaction-diffusion (SPNRD)
problems has always been the topic of considerable interest for many mathematicians

B Kartikay Khari
Kartikay_phd2k17@dtu.ac.in, kartikaybharadwaj@gmail.com

Vivek Kumar
Vivekkumar.ag@gmail.com

1 Department of Applied Mathematics, Delhi Technological University, Delhi 110042, India

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s10910-022-01365-4&domain=pdf
http://orcid.org/0000-0002-1019-4270


Journal of Mathematical Chemistry (2022) 60:1356–1382 1357

and engineers. These problems seem to be of significance to the environmental sciences
in analyzing pollution from manufacturing sources that is entering the atmosphere.
These type of problem occurs in chemical kinetics in catalytic reaction theory. The
SPNRD problem models an isothermal reaction which is catalyzed in a pellet and
modelled by Eq. (3.1) [29].Where the concentration of reactant is denoted by v and 1√

ε

is called the Thiele module defined by K
D , K is the reaction rate and D is the diffusion

coefficient. In considering these types of problems, it is essential to acknowledge that
the diffusion coefficient of the admixture in the material may be sufficiently small,
resulting in substantial variations of concentration alongwith thematerial depth. Then,
the diffusion boundary layers rise. Hence these type of problems exhibit a singularly
perturbed character. The mathematical model of such problems has a perturbation
parameter, which is a small coefficient multiplying the differential equation’s highest
derivatives. Such specific problems rely on a small positive factor so that the solution
changes swiftly in some areas of the domain and changes gradually in other sections of
the domain. The mathematical model for an adiabatic tubular chemical reactor which
processes an irreversible exothermic chemical reaction is also represented by SPNRD
problems. The concentrations of the various chemical species involved in the reaction
can be determined in a simple manner from a knowledge of v.

We rely on the numerical schemes to get the approximate solution of nonlinear
systems by linearizing the nonlinear problems as only few nonlinear systems can
be solved explicitly. On a uniform mesh, the existing numerical technique, such as
finite difference, finite element, spline collocation, etc., gives unsatisfactory results or
one has to modify the local mesh that works fine near the layer region and standard
away from the layer region by designing a suitable layer adaptive mesh [2, 6, 16,
20, 28]. These type of problems have been studied by many author’s and proposed
a numerical and iterative techniques such as, Natalia Kopteva et al proposed a finite
element method and given the error analysis in maximum norm using green function
approach [3, 4, 8, 14, 15]. Pankaj Mishra et al developed a cubic spline orthogonal
collocation for SPNRD [20]. Relja Vulanovic proposed a six-order finite difference
for the said problem [28]. M.K Kadalbajoo et al developed a spline technique on non-
unifrom grids for the said problem [11]. SCSRao et al presented a B-spline collocation
method on piece-wise uniform girds for SPNRD [26]. S A Khuri et al developed a
patching approachwhich is a based on the combination of variation of iterationmethod
and adaptive cubic spline collocation scheme [13]. Muhammad Asif Zahoor Raja et al
developed a neuro-evolutionary technique which is an artificial intelligent technique
for solving SPNRD [25] and other [12, 16, 17].

The novelty of this article is to drive an analytic iterative approximation to non-
linear singularly perturbed reaction diffusion problems using a Bernstein collocation
method based on Bernstein polynomial and operational matrix. Bernstein polynomi-
als perform a vital role in numerous mathematics areas, e.g., in approximation theory
and computer-aided geometry design [10]. The Bernstein polynomial method’s main
advantage over the other existing approach is its simplicity of implementation for
nonlinear problems. The key feature of this approach is that it reduces such problem
to one of solving the system of algebraic equation via operational matrices [31].
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Due to the flexibility and ability, the Bernstein collocation method (BCM) has
emerged as a powerful tool to solve linear and nonlinear systems. Consequently, it was
successfully applied to find solution of high even-order differential equations using
integrals of Bernstein polynomials approach [9], to first order nonlinear differential
equations with the mixed non-linear conditions [30], to high order system of linear
volterra-fredholm integro-differential equation [19], to riccati differential equation
and volterra population model [22], to nonlinear fredholm-volterra integro differential
equations [32], to fractional differenital equation [1] and others [7, 27, 31].

The main advantages of this method are (i) it provides the approximate solution
over the entire domainwhile other existing numerical method provide the approximate
solution on the discrete point of the domain, (ii) to solve the nonlinear problem, one
often use a quasi-linearization technique to linearize the problem and then solve the
linearize problem by numerical or other existing techniques. Due to linearization of
nonlinear problem the accuracy of nonlinear problem somehow degenerate, which
may lead to deceptive solution some time. In this method, we solve the nonlinear
problem without linearization. (iii) It is easy to implement.

The paper is organised as, in Section 2 brief sketch of Bernstein collocation method
and auxiliary results are presented. Then in Section 3 the existence and uniqueness of
the said problem is carried out. In Section 4 the error analysis is done. In Section 5,
two nonlinear test problems are taken into account to validate the theoretical finding of
the proposed method and a comparative analysis is carried out with the other existing
methods. Section 6, contains the conclusion.

2 Brief sketch of themethod

In this section we give some brief sketch and auxiliary results corresponding to our
proposed method.

2.1 Properties of bernstein polynomial

Generalized form of Bernstein polynomial of mth order on interval [0, 1] is defined
as

Bi,m(x) =
(
m

i

)
xi (x − 1)m−i , 1 ≤ i ≤ m. (2.1)

Using Binomial expansion of (x − 1)m−i , Bernstein polynomial of mth order reads
as:

Bi,m(x) =
(
m

i

)
xi
(
m−i∑
k=0

(−1)k
(
m − i

k

)
xk
)

, (2.2)

=
m−i∑
k=0

(−1)k
((

m

i

)(
m − i

k

)
xk+i

)
, i = 0, 1, · · · ,m. (2.3)
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Bi,m(x) has the following properties:

1. Bi,m(x) is continuous over interval [0, 1],
2. Bi,m(x) ≥ 0 ∀ x ∈ [0, 1],
3. Sum of Bernstein polynomial is 1 (unity) i.e

m∑
i=0

Bi,m(x) = 1 x ∈ [0, 1]. (2.4)

4. Bernstein polynomial Bi,m(x) can be written in form of recursive relation as

Bi,m(x) = (1 − x)Bi,m−1(x) + xBi−1,m−1(x). (2.5)

Let ϕ(x) = [B0,m(x),B1,m(x), · · · ,Bm,m(x)]T , then we can write ϕ(x) as:

ϕ(x) = Q × Tm(x). (2.6)

Where vector Qi+1 is defined as follows:

Qi+1 =

⎧⎪⎨
⎪⎩

i t imes︷ ︸︸ ︷
0, 0, · · · , 0, (−1)0

(
m

i

)
, (−1)1

(
m

i

)(
m − i

1

)
, · · · (−1)m−i

(
m

i

)(
m − i

m − i

)⎫⎪⎬
⎪⎭ ,

(2.7)

Tm(x) as

Tm(x) =

⎡
⎢⎢⎢⎣

1
x
...

xm

⎤
⎥⎥⎥⎦ , (2.8)

and Q is an (m + 1) × (m + 1) matrix and written as follows:

Qm(x) =

⎡
⎢⎢⎢⎣

Q1
Q2
...

Qm+1

⎤
⎥⎥⎥⎦ , (2.9)

and

ϕ(x) =

⎡
⎢⎢⎢⎣
B0,m(x)
B1,m(x)

...

Bm,m(x)

⎤
⎥⎥⎥⎦ . (2.10)
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From Eq. (2.7), it is concluded that matrix Q is an invertible matrix as it is an upper
triangular matrix with non zero diagonal entries and determinant |Q| = ∏i=m

i=0

(m
i

)
.

2.2 Operational matrix for differentiation

In this subsection a Bernstein operational matrix associated with differentiation is
derived. From Eq. (2.6) we have

ϕ(x) = Q × Tm(x), (2.11)

and differentiation of ϕ(x) is calculated as:

dϕ(x)

dx
= Qm

⎡
⎢⎢⎢⎢⎢⎣

0
1
2x
...

mxm−1

⎤
⎥⎥⎥⎥⎥⎦

, (2.12)

the above expression can be written as:

dϕ(x)

dx
= Qm�

′
X

′
(x). (2.13)

Where �
′
and X

′
are written as:

�
′ =

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0
1 0 · · · 0
0 2 · · · 0
...

...
. . .

...

0 0 · · · m

⎤
⎥⎥⎥⎥⎥⎦

, (2.14)

and

X
′
(x) =

⎡
⎢⎢⎢⎢⎢⎣

0
1
x
...

xm−1

⎤
⎥⎥⎥⎥⎥⎦

. (2.15)
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Now vector X
′
(x) can be expressed in form of Bernstein polynomial basis as Bi,m as

X
′
(x) = �∗ϕ(x), where

�∗ =

⎡
⎢⎢⎢⎢⎢⎣

Q−1
1

Q−1
2

Q−1
3
...

Q−1
m

⎤
⎥⎥⎥⎥⎥⎦

, (2.16)

hence,

dϕ(x)

dx
= Qm�

′
�∗ϕ(x). (2.17)

WhereO = Qm�
′
�∗ is called the operational matrix of the derivatives. Let us assume

that v(x) is approximated as:

v(x) 	 V Tϕ(x), (2.18)

Then the differentiation of v(x) in term of operational matrix is defined as:

v(n)(x) 	 V Tϕ(n)(x) = V TOnϕ(x). (2.19)

2.3 Operational matrix of product

The main concern of this subsection is to explicitly evaluate the product of operational
matrix corresponding to Bernstein polynomial of mth degree operational matrix. Let
c be a column vector of (m + 1) × 1 and Let C̆ be a (m + 1) × (m + 1) product of
operational matrices.

cTϕ(x)ϕ(x)T 	 ϕ(x)T C̆, (2.20)

where ϕ(x) is defined in (2.6) and we have cTϕ(x) = ∑i=m
i=0 ciBi,m , we rewrite

Eq. (2.20) in form of Bernstein basis as

cTϕ(x)ϕ(x)T = cTϕ(x)T T
m (x)QT , (2.21)

= [cTϕ(x), xcTϕ(x), x2cTϕ(x), · · · , xmcTϕ(x)]QT , (2.22)

=
i=m∑
i=0

[ciBi,m, ci xBi,m, ci x
2Bi,m, · · · , ci x

mBi,m]QT . (2.23)

Now we evaluate all xkBi,m in term of {Bi,m} for all k, i = 0, 1, · · · ,m. Let

ek,i = [e0k,i , e1k,i , · · · , emk,i ]T . (2.24)
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Let D be a (m + 1) × (m + 1) dual matrix of ϕ(x) such that

D =
∫ 1

0
ϕ(x)ϕ(x)T dx . (2.25)

Now for i, k = 0, 1, · · · ,m we have

eTk,iϕ(x) 	 xkBi,m . (2.26)

Now we define

ek,i = D−1
[∫ 1

0
xkBi,mB0,m(x),

∫ 1

0
xkBi,mB1,m(x),

∫ 1

0
xkBi,mB2,m(x),

· · · ,

∫ 1

0
xkBi,mBm,m(x)

]T
, (2.27)

ek,i = D−1

( (m
i

)
2m + k + 1

)[ (m
0

)
(2m+k
i+k

) ,
(m
1

)
( 2m+k
i+k+1

) , · · · ,

(m
m

)
( 2m+k
i+k+m

)
]T

,

for i, k = 0, 1, · · · ,m. (2.28)

Let Čm+1 be a (m + 1)× (m + 1) matrix of columns vectors [Č1, Č2, · · · , Čm+1] and
Čk+1 is defined as

Čk+1 = [ek,0, ek,1, · · · , ek,m]c ∀ k = 0, 1, · · · ,m. (2.29)

Then from Eq. (2.23)

cTϕ(x)ϕ(x)T =

⎡
⎢⎢⎢⎢⎢⎢⎣

∑i=m
i=0 ciBi,m∑i=m
i=0 ci xBi,m∑i=m
i=0 ci x2Bi,m

...∑i=m
i=0 ci xmBi,m

⎤
⎥⎥⎥⎥⎥⎥⎦
QT . (2.30)

cTϕ(x)ϕ(x)T 	 ϕ(x)T [Č1, Č2, · · · , Čm+1]QT ,

	 ϕ(x)T ČQT . (2.31)

Hence, the operational matrix of product is defined as:

C̆ = ČQT . (2.32)
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3 Existence and uniqueness

Consider the following class of singularly perturbed non-linear reaction diffusion
problem.

{
εv′′(x) = g(x, v(x)); x ∈ (0, 1) = ω,

v(0) = A, v(1) = B,
(3.1)

where ε is singular perturbation parameter with 0 < ε << 1 and g ∈ C∞[0, 1] × R.
Let assume that

gu(x, v) > �2 > 0 ∀(x, v) ∈ ω̄ × R. (3.2)

Let α(x) and β(x) are two smooth function such that α(x) ≤ β(x) and satisfies

{
−εα′′(x) + g(x, α(x)) ≤ 0 and − εβ ′′(x) + g(x, β(x)) ≥ 0

α(0) ≤ A ≤ β(0), α(1) ≤ B ≤ β(1),
(3.3)

Nagumo condition holds:

{
g(x, v) = O(|v|)2,
as |v| → ∞ ∀ (x, v) ∈ (α, β) × [0, 1]. (3.4)

Theorem 1 Condition (3.3) and Nagumo condition (3.4) provides the existence of
solution v(x) ∈ C2[0, 1] of problem (3.1), satisfying the condition α(x) ≤ v(x) ≤
β(x) for all x ∈ [0, 1].
Proof Let us write the problem in operator form as:

£v = g(x, v), (3.5)

where £ = ε
d2

dx2

£α ≥ g(x, α), and £β ≤ g(x, β) on [a, b] × R. (3.6)

As g is continuous for (x, v) ∈ [a, b] × R, which ensure the existence of v(x) s.t.
α(x) ≤ v(x) ≤ β(x) and satisfing the boundary value problem (3.1).

The proof of the above theorem can be done by using maximum principal [21, 24].
�

Theorem 2 Let the function g be continuous with respect to (x, v) and also g belongs
to the class of C1 with respect to v for (x, v) in (α, β) × [0, 1] and there exist a
positive constant m such that gv(x, v) ≥ m > 0 for [0, 1] × R. Then for each ε > 0,
the problem (3.1) has a unique solution v(x, ε) ∈ [0, 1] such that |v(x, ε)| ≤ M

m .
Where M = max{max |g(x, 0)|,m|B|,m|A|}
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Proof Suppose for x ∈ [0, 1],

α(x) = −M
m

, and β(x) = M
m

. Then

α(x) ≤ β(x), α(0) ≤ A ≤ β(0), α(1) ≤ B ≤ β(1).

Applying Taylor’s theorem for some point ζ ∈ (α, 0), it is obtained as:

g(x, α, 0) = g(x, 0, 0) + αgv(x, ζ, 0),

g(x, α, 0) ≤ g(x, 0, 0) + αm ≤ M + m(
−M
m

) ≤ 0 = −εα.

Similarly for intermediate point η ∈ (0, β),

g(x, β, 0) = g(x, 0, 0) + βgv(x, η, 0),

g(x, β, 0) ≥ g(x, 0, 0) + βm ≥ −M + m(
M
m

) ≥ 0 = −εβ.

Hence, it follows from Theorem 1 that for each ε > 0 the problem (3.1) has a solution
v(x, ε) on [0, 1] satisfying :

−M
m

≤ v(x, ε) ≤ M
m

. (3.7)

The uniqueness of the solution of problem (3.1) follows from maximum principle. �

3.1 Stability of degenerate solution

In this subsection we are concern with the existence and stability of solution for
problem (3.1). However we only stick with stable solution of the proposed problem.
Let z(x) ∈ C1[a, b] be the solution of equation g(x, v(x)) = g(x, z(x)) in� = [a, b].
Then we define

φ0(z) = {(x, v(x) : |v(x) − z(x)| ≤ ψ(x), x ∈ �}, (3.8)

where ψ(x) is defined as

ψ(x) =

⎧⎪⎨
⎪⎩

|A − z(a)| + � for x ∈ [a, a + �/2],
� for x ∈ [a + �, b − �],
|B − z(b)| + � forx ∈ [b − �/2, b].

(3.9)

Where � be a small positive constant and suppose if A ≥ z(a) and B ≥ z(b), then we
define

φ1(z) = {(x, v(x)) : |v(x) − z(x)| ∈ [0, ψ(x)], x ∈ �}, (3.10)
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IIrly if A ≤ z(a) and B ≤ z(b) then

φ2(z) = {(x, v(x)) : |v(x) − z(x)| ∈ [−ψ(x), 0], x ∈ �}, (3.11)

Now we discuss and define the stability for the solution of problem (3.1). Let us
presume that g(x, v(x)) has the stated number of continuous partial derivatives w.r.t
v(x) in φi , i = 0, 1 or 2 and n ≥ 2, q ≥ 0 be the integers.

Definition 3.1 The function z = z(x) be Iq -stable on � if ∃ a constant m such that

∂ j g(x, z(x))

∂v j
= 0 ∀ x ∈ �, 0 ≤ j ≤ 2q, (3.12)

and

∂qg(x, z(x))

∂vq
≥ m > 0 in φ0(z). (3.13)

Definition 3.2 The function z = z(x) be I In-stable on � and A ≤ z(a), B ≤ z(b) if
∃ a constant m ≥ 0 such that

∂ j g(x, z(x))

∂v j
≥ 0 ∀ x ∈ �, 1 ≤ j ≤ n − 1, (3.14)

and

∂ng(x, z(x))

∂vn
≥ m > 0 in φ1(z). (3.15)

Theorem 3.3 Let g(x, v(x)) = 0 satisfies definition 3.1 i.e have Iq stable solution
z = z(x) ∈ C2(�). Then ∃ ε0 > 0 such that 0 < ε < ε0. Then problem (3.1) has a
solution v(x) = v(x, ε) which satisfies the following

|v(x) − z(x)| ≤ sl(x) + sr (x) + Cε1/(2q+1), (3.16)

where sl and sr is defined as

sl =
{

|A − z(a)| exp(−√
m/ε(x − a)) if q = 0,

|A − z(a)|[1 + ρ|A − z(a)|qε−1/2(x − a)−1/q if q ≥ 1.
(3.17)

And

sr =
{

|B − z(b)| exp(−√
m/ε(b − x)) if q = 0,

|B − z(b)|[1 + ρ|B − z(b)|qε−1/2(b − x)−1/q if q ≥ 1.
(3.18)

where ρ = √
mq[(q + 1)(2q + 1)!]−1/2.
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Proof For detail proof [5] �
Theorem 3.4 Let g(x, v(x)) = 0 satisfies definition 3.2 i.e have I In stable solution
z = z(x) ∈ C2(�) such that z(a) ≤ A, z(b) ≤ B and z

′′ ≥ 0 in (a, b). Then ∃
ε0 > 0 such that 0 < ε < ε0. Then problem (3.1) has a solution v(x) = v(x, ε) which
satisfies the following

0 ≤ v(x) − z(x) ≤ sl(x) + sr (x) + Cε
1
2 , (3.19)

where wl and wr is defined as

wl(x) = (A − z(a))
[
1 + (x − a)(A − z(a))

1
2(n−1) ρ1/

√
ε
] −2
n−1

, (3.20)

and

wr (x) = (B − z(b))
[
1 + (b − x)(B − z(b))

1
2(n−1) ρ1/

√
ε
] −2
n−1

, (3.21)

and ρ1 = (n − 1)(m2 (m + 1)!)1/2.
Proof For detail proof [5]. �

4 Error Analysis

In this section error analysis is carried out in maximum norm of proposed problem
(3.1). Let us assume that ε ≤ Ch where C is a positive constant independent. Let us
define the collocation points as x j = x0 + j

m and h j = x j − x j−1 ∀ j = 0, 1, · · · ,m.
First, let us consider the possible cases with g(x, v(x)) as

g(x, v(x)) =

⎧⎪⎨
⎪⎩

f (x, v(x)),

f (x, v(x)) + p(x)v(x),

f (x, v(x)) − p(x)v(x).

(4.1)

There only three possible cases associated with g(x, v(x)). In first case g(x, v(x))
is nonlinear function and other two cases are when, linear part is extracted out from
g(x, v(x)) with positive and negative signs. Let p(x) ≤ |℘|.

Suppose χ = C[0, 1] be the Banach space equipped with norm defined as

‖v‖ = max
x∈[0,1] |v(x)|. (4.2)

Theorem 4.1 Let v(x) is the solution of (3.1) and g ∈ C∞[0, 1] × R then we have
the following bound on the derivative of v(x)

|v(i)(x)| ≤ |C(1 + ε−i e−�x/√ε + ε−i e�(−1+x)/
√

ε)|, (4.3)
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Table 1 “Comparison between exact solution and the approximate solution for M = 6, 9 of Example 5.1
for ε = 0.1”

ε = 0.1

x v(x) v6(x) v9(x)

0.0 0 0 0

0.1 0.2449922124062 0.244920738131 0.24499155042781

0.2 0.4138523719037 0.4137925266378 0.41385182864694

0.3 0.5236076811362 0.5235555298431 0.52360718596683

0.4 0.5853249820947 0.585276186368 0.58532498209477

0.5 0.6052290251285 0.6051808878855 0.60522857705331

0.6 0.585324982094 0.585276186368 0.58532498209477

0.7 0.5236076811362 0.5235555298431 0.52360718596683

0.8 0.4138523719037 0.4137925266378 0.41385182864694

0.9 0.2449922124062 0.244920738131 0.24499155042781

1.0 0 0 0

Table 2 “Absolute error at different iterations of Example 5.1 for ε = 0.1”

ε = 0.1

x Error for m = 6 Error for m = 9 Error for m = 12

0.0 0.0 0.0 0.0

0.1 7.14743 × 10−5 6.61978 × 10−7 7.40155 × 10−11

0.2 5.98453 × 10−5 5.43257 × 10−7 6.41531 × 10−11

0.3 5.21513 × 10−5 4.95169 × 10−7 5.74667 × 10−11

0.4 4.92528 × 10−5 4.57111 × 10−7 5.34776 × 10−11

0.5 4.81372 × 10−5 4.48075 × 10−7 5.21325 × 10−11

0.6 4.92528 × 10−5 4.57111 × 10−7 5.34776 × 10−11

0.7 5.21513 × 10−5 4.95169 × 10−7 5.74667 × 10−11

0.8 5.98453 × 10−5 5.43257 × 10−7 6.41531 × 10−11

0.9 7.14743 × 10−5 6.61978 × 10−7 7.40155 × 10−11

1.0 0.0 0.0 0.0

for i = 1, 2, 3.

Proof For proof of the above theorem see [14]. �
Theorem 4.2 Suppose F ∈ χ and Bm(F) be a sequence converges to F uniformly,
where Bm(F) is defined in (2.1). Then for any δ ≥ 0 ∃ m such that

‖Bm(F) − F‖ ≤ δ. (4.4)

Proof For detailed proof see [23]. �
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Fig. 1 “Comparison between exact solution and the numerical solution computed by BCM of Example 5.1
for ε = 0.1.”

Table 3 “Comparison between
exact solution and the
approximate solution for
M = 6, 9, 12 of Example 5.1 for
ε = 0.01”

ε = 0.01

x v(x) v6(x) v9(x) v12(x)

0.0 0.0 0.0 0.0 0.0

0.1 0.632014 0.610778 0.630021 0.631995

0.2 0.864335 0.855949 0.8636 0.864328

0.3 0.949303 0.946408 0.94899 0.9493

0.4 0.979207 0.977815 0.979085 0.979205

0.5 0.986525 0.985572 0.986436 0.986524

0.6 0.979207 0.977815 0.979085 0.979205

0.7 0.949303 0.946408 0.94899 0.9493

0.8 0.864335 0.855949 0.8636 0.864328

0.9 0.632014 0.610778 0.630021 0.631995

1.0 0.0 0.0 0.0 0.0
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Fig. 2 “Comparison between exact solution and the numerical solution computed by BCM of Example 5.1
for ε = 0.01.”

Table 4 “Absolute error at different iterations of Example 5.1 for ε = 0.01”

ε = 0.01

x Error for m = 6 Error for m = 9 Error for m = 12

0.0 0.0 0.0 0

0.1 2.12363 × 10−2 1.99293 × 10−3 1.85967 × 10−5

0.2 8.38674 × 10−3 7.35248 × 10−4 7.6668 × 10−6

0.3 2.89526 × 10−3 3.13402 × 10−4 3.01472 × 10−6

0.4 1.39188 × 10−3 1.21095 × 10−4 1.27381 × 10−6

0.5 9.53085 × 10−4 8.86043 × 10−5 8.32789 × 10−7

0.6 1.39188 × 10−3 1.21095 × 10−4 1.27381 × 10−6

0.7 2.89526 × 10−3 3.13402 × 10−4 3.01472 × 10−6

0.8 8.38674 × 10−3 7.35248 × 10−4 7.6668 × 10−6

0.9 2.12363 × 10−2 1.99293 × 10−3 1.85967 × 10−5

1.0 0.0 0.0 0.0
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Fig. 3 “Comparison between exact solution and the numerical solution computed by BCM of Example 5.2
for ε = 0.1.”

Table 5 “CPU time of Table (6) of Example 5.1 for ε = 0.01”

ε = 0.01

x CPU time for m = 6 CPU time for m = 9 CPU time for m = 12

0.0 − − −
0.1 0.000089 0.000065 0.000078

0.2 0.000087 0.00008 0.000092

0.3 0.000109 0.000072 0.000105

0.4 0.000068 0.000067 0.000076

0.5 0.000082 0.000087 0.000086

0.6 0.0001 0.00008 0.000086

0.7 0.000063 0.00007 0.000099

0.8 0.000051 0.000071 0.000085

0.9 0.000083 0.000076 0.000094

1.0 − − −
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Fig. 4 “Comparison between exact solution and the numerical solution computed by BCM of Example 5.2
for ε = 0.01.”

Table 6 “Absolute error at different iterations of Example 5.1 for ε = 0.001”

ε = 0.001

x Error for m = 9 Error for m = 12 Error for m = 20

0.0 0.0 0.0 0.0

0.1 3.6262 × 10−2 6.67567 × 10−3 6.79712 × 10−5

0.2 1.1625 × 10−3 3.23463 × 10−4 2.97539 × 10−6

0.3 8.158 × 10−4 2.9402 × 10−6 1.25976 × 10−7

0.4 4.31425 × 10−4 3.59187 × 10−6 5.29514 × 10−9

0.5 3.606 × 10−4 7.67527 × 10−7 4.26708 × 10−10

0.6 4.31425 × 10−4 3.59187 × 10−6 5.29514 × 10−9

0.7 8.158 × 10−4 2.9402 × 10−6 1.25976 × 10−7

0.8 1.1625 × 10−3 3.23463 × 10−4 2.97539 × 10−6

0.9 3.6262 × 10−2 6.67567 × 10−3 6.79712 × 10−5

1.0 0.0 0.0 0.0
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Table 7 “Comparison between
exact solution and the
approximate solution for
M = 6, 9, 12 of Example 5.2 for
ε = 0.1”

ε = 0.1

x v(x) v6(x) v9(x) v12(x)

0.0 1 1 1 1

0.1 0.728893 0.69735 0.729038 0.728893

0.2 0.531286 0.48428 0.531366 0.531286

0.3 0.387251 0.337681 0.387294 0.387251

0.4 0.282264 0.238303 0.282291 0.282264

0.5 0.205741 0.170761 0.205746 0.205741

0.6 0.149963 0.123527 0.149947 0.149963

0.7 0.109307 0.0889388 0.109276 0.109307

0.8 0.0796732 0.0631934 0.0796146 0.0796732

0.9 0.0580733 0.04635 0.0579722 0.0580733

1.0 0.0423292 0.0423292 0.0423292 0.0423292

Table 8 “Absolute error at different iterations of Example 5.2 for ε = 0.1”

ε = 0.1

x Error for m = 6 Error for m = 9 Error for m = 12

0.0 0.0 0.0 0.0

0.1 2.12363 × 10−2 2.95251 × 10−7 2.44075 × 10−10

0.2 8.38674 × 10−3 1.82323 × 10−7 1.47531 × 10−10

0.3 2.89526 × 10−3 1.37572 × 10−7 8.51842 × 10−11

0.4 1.39188 × 10−3 1.10479 × 10−7 3.9244 × 10−11

0.5 9.53085 × 10−4 1.04473 × 10−7 6.61762 × 10−13

0.6 1.39188 × 10−3 1.10767 × 10−7 4.05694 × 10−11

0.7 2.89526 × 10−3 1.34799 × 10−7 8.54505 × 10−11

0.8 8.38674 × 10−3 1.69239 × 10−7 1.41512 × 10−10

0.9 2.12363 × 10−2 2.46245 × 10−7 2.16198 × 10−10

1.0 0.0 0.0 0.0

Theorem 4.3 Let F be a bounded and continuous function and F ′′
exist in [0,1], then

we have the following error bound

‖Bm(F) − F‖ ≤ 1

2m
x(1 − x)‖F ′′ ‖. (4.5)

Proof For detail proof see [18]. �
Theorem 4.4 Let v be the exact solution and vm denotes the approximate solution by
BCM. Suppose nonlinear function g(x, v) satisfies the Lipschitz condition

|g(x, v) − g(x, v�)| ≤ L|v − v�|, (4.6)
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Table 9 “Comparison between exact solution and the approximate solution for M = 6, 9, 12 of Example
5.2 for ε = 0.01”

ε = 0.01

x v(x) v6(x) v9(x) v12(x)

0.0 1.0 1.0 1.0 1.0

0.1 0.367879 0.480727 0.389305 0.367897

0.2 0.135335 0.193552 0.140804 0.135341

0.3 0.0497871 0.0587971 0.050756 0.0497889

0.4 0.0183156 0.0125445 0.0193477 0.0183163

0.5 0.00673795 0.00663759 0.00692563 0.00673799

0.6 0.00247875 0.00868034 0.00195098 0.00247826

0.7 0.000911882 0.00203716 0.000678469 0.000910368

0.8 0.000335463 -0.0141669 -0.00144098 0.00033117

0.9 0.00012341 -0.0250462 -0.00663395 0.000111523

1.0 0.000045399 0.000045399 0.000045399 0.000045399

Table 10 “Absolute error at different iterations of Example 5.2”

ε = 0.01

x Error for m = 6 Error for m = 9 Error for m = 12

0.0 0.0 0.0 0.0

0.1 2.12363 × 10−2 8.44402 × 10−4 1.7746 × 10−5

0.2 8.38674 × 10−3 2.06568 × 10−4 5.48799 × 10−6

0.3 2.89526 × 10−3 8.72922 × 10−5 1.83925 × 10−6

0.4 1.39188 × 10−3 2.73424 × 10−5 6.16373 × 10−7

0.5 9.53085 × 10−4 1.98908 × 10−5 3.88065 × 10−8

0.6 1.39188 × 10−3 1.9252 × 10−5 4.91776 × 10−7

0.7 2.89526 × 10−3 5.62131 × 10−5 1.51435 × 10−6

0.8 8.38674 × 10−3 1.25513 × 10−4 4.29289 × 10−6

0.9 2.12363 × 10−2 4.23724 × 10−4 1.1887 × 10−5

1.0 0.0 0.0 0.0

then the error bound for the BCM is given as:

‖v − vm‖ ≤ L℘

8m
‖v′′ ‖. (4.7)

where L is known as Lipschitz constant.

Proof Let

‖v − vm‖ = max
x∈[0,1] |g(x, v(x)) − g(x, vm(x))|. (4.8)

123



1374 Journal of Mathematical Chemistry (2022) 60:1356–1382

Table 11 “Absolute error
comparison of proposed method
for Example 5.2 with
neuro-evolutionary model
technique [25]”

ε = 0.01

x Our proposed method for m = 12 Method in [25]

0.0 0 0

0.1 1.7746 × 10−5 1.23 × 10−4

0.2 5.48799 × 10−6 4.99 × 10−5

0.3 1.83925 × 10−6 7.32 × 10−5

0.4 6.16373 × 10−7 5.70 × 10−5

0.5 3.88065 × 10−8 6.61 × 10−5

0.6 4.91776 × 10−7 6.42 × 10−5

0.7 1.51435 × 10−6 5.97 × 10−5

0.8 4.29289 × 10−6 7.89 × 10−5

0.9 1.1887 × 10−5 6.35 × 10−5

1.0 0 0

Table 12 “Maximum absolute
error comparison of proposed
method for Example 5.2 with a
patching approach Method in
[13]”

ε = 0.1
Our proposed method for m = 9 Method in [13]

2.95251 × 10−7 5.0000 × 10−4

Case 1 When g(x, v(x)) = f (x, v(x)), then

‖v − vm‖ = max
x∈[0,1] | f (x, v(x)) − f (x, vm(x))|, (4.9)

now using Lipschitz condition (4.6)

‖v − vm‖ ≤ L max
x∈[0,1] |v(x) − vm(x)|, (4.10)

now we have approximated v(x) by BCM then we have

‖v − vm‖ ≤ L max
x∈[0,1] |v(x) − Bm(x)|, (4.11)

Now from theorem 4.3, we have

‖v − vm‖ ≤ L
2m

max
x∈[0,1] |x(1 − x)|‖v′′ ‖, (4.12)

≤ L
8m

‖v′′ ‖, (4.13)
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Case 2 When g(x, v(x)) = f (x, v(x)) + p(x)v(x), then

‖v − vm‖ = max
x∈[0,1] | f (x, v(x)) + p(x)v(x) − f (x, vm(x)) − p(x)vm(x)|, (4.14)

= max
x∈[0,1] | f (x, v(x)) − f (x, vm(x)) + p(x)(v(x) − vm(x))|, (4.15)

≤ max
x∈[0,1] | f (x, v(x)) − f (x, vm(x))| + max

x∈[0,1] |p(x)||(v(x) − vm(x))|,
(4.16)

using Lipschitz condition (4.6)

‖v − vm‖ ≤ L
[
max
x∈[0,1] |v(x) − vm(x)| + max

x∈[0,1] |p(x)||v(x) − vm(x)|
]

. (4.17)

Now the proof is straight forward. Using conditions (4.11), (4.12). We obtain the
following bound

‖v − vm‖ ≤ L℘

8m
‖v′′ ‖, (4.18)

Case 3When g(x, v(x)) = f (x, v(x))− p(x)v(x), The proof is similar and we have

‖v − vm‖ ≤ L℘

8m
‖v′′ ‖. (4.19)

�

Theorem 4.5 Let v be the exact solution of Problem (3.1) and vm be the approximate
solution evaluated by BCM method. Then we have the following error bound

‖v − vm‖ ≤ Ch2. (4.20)

Where C is a constant independent of ε and h.

Proof From Theorem 4.4 we have the following bound,

‖v − vm‖ ≤ Ch‖v′′ ‖. (4.21)

From Theorem 4.1 we have the following bound,

‖v − vm‖ ≤ C(1 + ε−2e−�x/√ε + ε−2e�(−1+x)/
√

ε), (4.22)

≤ C(h2 + e−�x/√ε + e�(−1+x)/
√

ε). (4.23)

123



1378 Journal of Mathematical Chemistry (2022) 60:1356–1382

Now e−�x/√ε ≥ e�(−1+x)/
√

ε for x ∈ [0, 1/2], and e−�x/√ε ≤ e�(−1+x)/
√

ε for
x ∈ [1/2, 0]. Sowe omit the function e�(−1+x)/

√
ε andwe do analysis for x ∈ [0, 1/2].

Now using assumption that ε ≤ Ch2 and inequality 1 − e−x ≤ x ∀x > 0. The proof
is straight forward and we have following bound

‖v − vm‖ ≤ Ch2. (4.24)

�

5 Numerical results and discussion

This section analyzes the proposed method’s efficiency and implements the BCM to
solve two nonlinear singularly perturbed reaction-diffusion problems. The proposed
method approximated solution is compared with spline technique [11], B-spline col-
location method [26], a patching approach based on novel combination of variation of
iteration and cubic spline collocation method [13] and a neuro-evolutionary artificial
technique [25].

Example 5.1 Consider the non-linear problem singularly pertubed problem used as a
model of Michaelis-Menten process, the model takes the form of an equation describ-
ing the rate of enzymatic reaction in biology [20].

− εv′′(x) − v(x) − 1

2 − v(x)
+ f (x) = 0, v(0) = v(1) = 0. (5.1)

The f (x) of the above problem is calculate so that the exact solution of the above

problem is v(x) = 1− e
−x√

ε +e
−(1−x)√

ε

1+e
−1√

ε

. The approximate solution obtained by BCM and

exact solution of Example 5.1 for different values of ε are given in Tables 1 and 3.
The absolute error calculated for Example 5.1 is given in Tables 2 and 6.

Example 5.2 Consider the followingnon-linear singularly perturbedproblem from [11,
13, 25, 26]. This problem can be used to describe amathematical model of an adiabatic
tubular chemical reactor that processes an irreversible exothermic chemical reaction.
Where ε represents the dimensionless adiabatic temperature. In fact, the steady state
temperature of the reaction is equivalent to a positive solution v.

⎧⎨
⎩

−εv′′ + v + v2 = e
−2x√

ε

v(0) = 1, v(1) = e
−1√

ε .
(5.2)

The exact solution of the above problem is given as: v(x) = e
−x√

ε . The approximate
solution obtainedby theBCMand the exact solution ofExample 5.2 for different values
of ε are given in Tables 7 and 9. The absolute error calculated for Example 5.2 is given
in Tables 8 and 10. We have compared the error obtained by the BCM for Example
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Table 15 “Absolute error at
different iterations of Example
5.3 for ε = 1”

ε = 1

x Error for m = 9 Error for m = 12

0.0 0.0 0.0

0.1 4.58387 × 10−7 1.39753 × 10−9

0.2 3.9138 × 10−7 1.25563 × 10−9

0.3 3.69418 × 10−7 1.16725 × 10−9

0.4 3.51124 × 10−7 1.11688 × 10−9

0.5 3.47409 × 10−7 1.10017 × 10−9

0.6 3.51124 × 10−7 1.11688 × 10−9

0.7 3.69418 × 10−7 1.16725 × 10−9

0.8 3.9138 × 10−7 1.25563 × 10−9

0.9 4.58387 × 10−7 1.39752 × 10−9

1.0 0.0 0.0

Table 16 “ Absolute error at
different iterations of Example
5.3 for ε = 0.1”

ε = 0.1

x Error for m = 9 Error for m = 12

0.0 0.0 0.0

0.1 5.47695 × 10−4 3.06129 × 10−5

0.2 3.53802 × 10−4 2.10407 × 10−5

0.3 2.7224 × 10−4 1.58368 × 10−5

0.4 2.23452 × 10−4 1.31449 × 10−5

0.5 2.10797 × 10−4 1.2301 × 10−5

0.6 2.23452 × 10−4 1.31449 × 10−5

0.7 2.7224 × 10−4 1.58368 × 10−5

0.8 3.53802 × 10−4 2.10407 × 10−5

0.9 5.47695 × 10−4 3.06129 × 10−5

1.0 0.0 0.0

5.2 with spline technique [11], B-spline collocation method [26], a patching approach
based on novel combination of variation of iteration and cubic spline collocation
method [13] and a neuro-evolutionary artificial technique [25] in Tables 11, 12, 14,
and 13 respectively.

Figures 1 and 2 depict the comparison between the exact solution and the approxi-
mate solution obtained from the proposed method for Example 5.1 with ε = 0.1 and
0.01 respectively and Figs. 3 and 4 depict the comparison between the exact solution
and the approximate solution obtained from the proposedmethod for Example 5.2with
ε = 0.1 and 0.01 respectively. It is observed in all figures as m increases the approx-
imate solution converges to the exact solutions, which demonstrate the convergence
of our proposed method.
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Example 5.3 Consider the following non-linear singularly perturbed problem.

{
−εv′′ + v + (v + 1)3 = −1

v(0) = 0, v(1) = 0.
(5.3)

The exact solution of the above problem is not known. The approximate solution
obtained by the BCM and the absolute error calculated for Example 5.3 is given in
Tables 15 and 16. As the true solution of problem 5.3 is not known to us. So to calculate
the error we take a reference solution computed using m = 20.

6 Conclusion

In this article, we have successfully implemented the Bernstein collocation method for
solving SPNRD problems. To solve the nonlinear problems, one often uses a quasi-
linearization technique to linearize the problem and then solve the linearized problem
by numerical or other existing techniques. Due to the linearization of the nonlinear
problem, the approximated solution’s accuracy somehow degenerates, which may
leads to deceptive solutions sometimes. Here we address this issue and solve the
nonlinear problem without linearization. The proposed method is easy to implement
as it changes complex nonlinear problems to a system of algebraic equation system and
can be extended to even a general class of problems. This method yield a higher level
of precision just using lower degree polynomials without any limiting assumption.
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30. Salih Yalçınbaş, Huriye Gürler, Bernstein collocation method for solving the first order nonlinear
differential equations with the mixed non-linear conditions. Math. Comput. Appl. 20(3), 160–173
(2015)

31. S.A. Yousefi, Mahmoud Behroozifar, Operational matrices of bernstein polynomials and their appli-
cations. Int. J. Syst. Sci. 41(6), 709–716 (2010)
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