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Abstract
In this paper, we introduce a Python library called mad-GP that enables users to 
more easily explore the design space of Gaussian process (GP) surrogate models for 
modeling potential energy surfaces (PESs). A user of mad-GP only needs to write 
down the functional form of the prior mean function (i.e., a prior guess for the PES) 
and kernel function (i.e., a constraint on the class of PESs), and the library han-
dles all required derivative implementations via automatic differentiation (AD). We 
validate the design of mad-GP by applying it to perform geometry optimization of 
small molecules. In particular, we test the effectiveness of fitting GP surrogates to 
energies and/or forces, and perform a preliminary study on the use of non-constant 
priors and hierarchical kernels in GP PES surrogates. We find that GPs that fit forces 
perform comparably with GPs that fit both energies and forces, although force-only 
GPs are more robust for optimization because they do not require an additional step 
to be applied during optimization. We also confirm that constant mean functions and 
Matérn kernels work well as reported in the literature, although our tests also iden-
tify several other promising candidates (e.g., Coulomb matrices with three-times 
differentiable Matérn kernels). Our tests validate that AD is a viable method for per-
forming geometry optimization with GP surrogate models on small molecules.
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1 Introduction

Potential energy surfaces (PESs) are fundamental to theoretical chemistry. The 
PES of a system of NA atoms takes the form of a (3NA − 6)-dimensional hyper-
surface and is the solution to the multi-electron Schrödinger equation under a 
fixed-nuclei approximation. Crucially, one can study the chemical properties of 
a system (e.g., thermodynamics, activation energies, reaction mechanisms, and 
reaction rates) by identifying the local extrema on its PES, a process known as 
geometry optimization. In particular, local minima correspond to reactants, prod-
ucts, and reactive intermediates, while first-order saddle points correspond to 
transition-state structures.

There is a rich line of work on developing electronic-structure methods (e.g., 
density-functional theory) that approximately evaluate the electronic-structure 
energy of a system for a given geometry (i.e., positions of nuclei). These methods 
can be applied to perform, e.g., single-point energy (SPE) calculations to evaluate 
the electronic-structure energy of a given point on a PES. However, calculating a 
system’s energy at even a single geometry with relatively high accuracy (i.e., to 
an error under 1 kcal/mol) can be computationally expensive. In particular, the 
computational cost of high-level electronic-structure methods scales unfavorably 
with respect to system size (i.e., number of basis functions). Consequently, it is 
often best practice to keep to a minimum the number of SPE calculations required 
for convergence in geometry optimization. (Alternatively, one can attempt to 
accelerate the SPE computation itself.)

One promising approach for managing the number of SPE calculations is to 
use a surrogate for a PES with the following properties: (1) it is computation-
ally inexpensive to evaluate the surrogate at any point, and (2) the surrogate can 
incorporate information from an electronic-structure calculation (e.g., energy and 
force) to refine its approximation of the PES. The first property allows for rapid 
but potentially inaccurate evaluations, while the second enables us to refine the 
surrogate’s accuracy in a controlled manner by determining when and where to 
pay the cost of an electronic-structure calculation.

Researchers have demonstrated that Gaussian processes (GPs) form an effec-
tive surrogate for representing the PESs of molecular systems [1–5], and can 
reduce the number of SPE calculations required for geometry optimization (e.g., 
finding local extrema and minimum-energy reaction paths [6–9]). One particu-
larly favorable property of GPs for modeling PESs is that they can encode both 
the PES and its gradient in a consistent manner. As a result, GP surrogates natu-
rally express the physical relationship between energy and forces, and can exploit 
electronic-structure methods providing information on both.

The encouraging results on GPs as PES surrogates (e.g., see [1, 2, 5, 10]) war-
rant further study, especially since GPs form a large and flexible class of models 
parameterized by prior mean and kernel functions. The prior mean function for a 
surrogate GP encodes prior beliefs about the functional form of a PES (e.g., the 
asymptotic behavior of stretching a bond from equilibrium length to the dissociation 
limit) while the kernel function constrains its shape (e.g., it should be “smooth”).



971

1 3

Journal of Mathematical Chemistry (2022) 60:969–1000 

A primary barrier to exploring the GP design space, particularly when incorporating 
force information, is that the user must manually implement the first and second-order 
derivatives for a GP’s mean and kernel functions. Prior work [6, 7, 11, 12] has largely 
examined GPs with mean and kernel functions that have simple derivatives (e.g., con-
stant mean functions with constant 0 derivative or Matérn kernels with well-known 
derivatives). As researchers begin to explore more complex mean and kernel functions 
that model more of the chemistry and physics, the burden of deriving and implement-
ing derivatives will only increase.

In this paper, we introduce a Python library called mad-GP—molecular/material 
and autodiff GPs—that enables researchers to more systematically explore GPs as PES 
surrogates (Sect.  2). Users of mad-GP need only specify the functional form of the 
prior mean and kernel functions parameterizing a GP as Python code, and the library 
implements the first and second-order derivatives. As proof of concept, we have written 
non-constant mean functions (e.g., Leonard-Jones potential) and kernel functions based 
on chemical descriptors (e.g., Coulomb matrices [13], Smooth Overlap of Atomic Posi-
tions (SOAP) [14]) in mad-GP.

mad-GP handles differentiation of mean and kernel functions by applying auto-
matic differentiation (AD, or autodiff), a technique from computer science which 
has played a significant role in the rise of deep learning. The hope is that research-
ers, unencumbered from the task of manually implementing derivatives, will be 
able to experiment with functions that better capture the chemical structure (e.g., by 
design or by learning from data).

We apply mad-GP to the task of geometry optimization for small molecules to 
demonstrate its use (Sect.  3). Notably, mad-GP enables users to fit GP surrogates 
to energies and/or forces. We use this functionality to compare the efficacy of two 
popular approaches to GP surrogates for geometry optimization: (1) those that fit 
energies and forces (e.g., [6, 7, 11, 12]) and (2) those that fit forces exclusively (e.g., 
[3, 10, 15]). We also evaluate a third approach, namely, the energy-only approach. 
To the best of our knowledge, there has been relatively little work comparing these 
approaches. We show that both the first two approaches are comparable at reducing 
the number of SPE calculations, but that force-only GPs are more robust for optimi-
zation because they do not require an additional step (i.e., set the mean function to a 
maximum energy) to be applied during optimization. We also perform a preliminary 
study on the use of non-constant priors and hierarchical kernels in GP PES surro-
gates. We confirm that constant mean functions and Matérn kernels work well as 
reported in the literature, although our studies also identify several other promising 
combinations (e.g., Coulomb matrices with three-times differentiable Matérn ker-
nels). Our tests validate that AD is a viable method for performing geometry optimi-
zation with GP surrogate models on small molecules.
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2  Methods

In this section, we review PESs and PES surrogate models (2.1). In the pursuit of 
self-containment, we also give a brief introduction of Gaussian processes (Sect. 2.2); 
likewise, we later discuss AD, which is central to the implementation of mad-GP 
(Sect. 2.4).

2.1  Models of potential energy surfaces

PESs are complex hypersurfaces and there is a rich line of work on characterizing 
their properties and their connections to chemistry (e.g., see [16] for an earlier 
account). Notably, Fukui et  al. [17] introduces the formal concept of an intrinsic 
reaction coordinate for a PES which enables us to trace the “path" of a chemi-
cal reaction on a PES between products and/or reactants through transition states 
(e.g., see [18, 19]), and consequently, study chemical reactions (e.g., see [20–25] 
for PES models used to study chemical reactions). Mezey in a series of works 
[26–35] studies PESs from a topological perspective. One important result shows 
that a PES can be formally partitioned into catachment regions (i.e., basins of 
attractions around local minima), thus justifying the view that PESs do indeed 
encode the information necessary for studying chemical reactions (i.e., reac-
tants, products, transition states). Crucially, the topological perspective enables 
a description of a PES in a coordinate-free manner, which provides insight into 
the design of computational representations of PESs that are invariant to physical 
symmetries (e.g., by working with a unique representation of an equivalence class 
given by a quotient space).

The mathematical analysis of PESs inspires computational representations of 
PESs for modeling and simulation purposes (e.g., see the software POTLIB [36]), 
including many-mode representations [37–43] as well as sum-of-product repre-
sentations [44–47]. Recently, many ML models have been explored as candidates 
for modeling PESs. ML models take a statistical point-of-view and attempt to 
model the PES directly from data in line with earlier work that uses simpler mod-
els (e.g., see [48–50]). These models thus have to pay more attention to capturing 
important physical properties of PESs with the hope of having better computa-
tional scaling potential. These ML models include neural networks [51–62], ker-
nel methods [1–4], and Gaussian processes [6, 7, 11, 12]. Some ML models are 
designed specifically for modeling PESs (e.g., Gaussian Approximation Poten-
tials [1, 2], Behler-Parrinello Neural Networks [55–57], and q-Spectral Neighbor 
Analysis Potentials [63]).

The choice of PES representation is informed by the task at hand. Neural 
network surrogates have demonstrated success in regression settings where we 
would like to directly predict a quantity (e.g., energy, force, dipole moments) 
from a geometry. However, it is expensive to train a neural network and so their 
use case in geometry optimization is limited. GP surrogates, on the other hand, 
have demonstrated success in geometry optimization because they are trainable 
in an online manner and also provide a closed form solution that is searchable 
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by gradient descent (Sect. 2.2). Moreover, GPs can also express conservation of 
energy. However, GPs are hard to train when the number of examples is large 
(cubic scaling in the number of examples).

2.2  Gaussian processes

A Gaussian process (GP) defines a probability distribution on a class of real-
valued functions as specified by a mean function � ∶ ℝ

D
→ ℝ

K and a (symmetric 
and positive definite) kernel function k ∶ ℝ

D ×ℝ
D
→ ℝ

(K×K) . The notation

indicates that f ∶ ℝ
D
→ ℝ

K is a function drawn from a GP with mean � and kernel 
k. The connection with multivariate Gaussian distributions is that

where the notation f (�) is shorthand for

for x1,… , xM ∈ ℝ
D (similarly, for �(�) ) and the covariance matrix K(�,�) is 

defined as

with �(D×M) =
(
x1 … xM

)
 (similarly, �(D×L) =

(
y1 … yL

)
).

We will review two properties of GPs that make them useful as PES surrogates: 
(1) GP surrogates support gradient-based optimization which can be used in appli-
cation such as geometry optimization (Sect.  2.2.1) and (2) GP surrogates support 
fitting force information (Sect.  2.2.3). Before we do this, we start by highlighting 
aspects of GPs that are usually left abstract from a mathematical point-of-view that 
are important for their application to PESs. For more background on GPs, we refer 
the reader to standard references (e.g., see Williams et al. [64]).

2.2.1  Kernels for atomistic systems

As a reminder, GPs are parameterized by a kernel function k ∶ ℝ
D ×ℝ

D
→ ℝ

(K×K) . 
Intuitively, the kernel function can be thought of as a measure of similarity between 
two vectors x, y ∈ ℝ

D . For the use case of modeling PESs, the vectors x and y are 
then vector encodings of two molecular structures mx and my . A molecular structure 
mx describes a molecule with NA atoms by giving (1) the atomic nuclear charges 
(Z1 … ZNA

) , (2) the masses (W1 … WNA
) , and nuclear positions (x1 … x3NA )T in 

(1)f ∼ GP(�, k)

(2)f (�) ∼ N(�(�),K(�,�))

(3)f (�) =
(
f (x1) … f (xM)

)T

(4)K(�,�) =
⎛⎜⎜⎝

k(x1, y1) … k(x1, yL)
⋮ ⋱ ⋮

k(xM , y1) … k(xM , yL)

⎞⎟⎟⎠
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Cartesian (xyz) coordinates. Consequently, we will need to convert molecular struc-
tures into vectors so that kernel functions can operate on them.

For example, if molecular structures are described in Cartesian coordinates, then 
D would be 3NA where NA is the number of atoms in the system. The atomic charges 
and masses would be ignored. The encoding would then be an identity function on 
the nuclear positions, and x = (x1 … x3NA )T = (x1 … xNA)T would then correspond to 
a particular geometry in Cartesian coordinates represented by a column vector con-
sisting of coordinates of all atoms. We could then use a standard GP kernel such as a 
(twice-differentiable, or p = 2 ) Matérn kernel defined as

where � = ‖x − y‖ , and �M and l are hyper-parameters, to measure the geometric 
similarity between two structures. In full detail, the kernel function would be

where xyz converts a molecular structure into its xyz coordinates (an identity func-
tion on the nuclear positions in this case). This kernel is the one used in many state-
of-the-art works on GP surrogates (e.g., see [11]). This approach, while effective, 
leaves at least two directions of potential improvement.

First, the description of a molecule in terms of xyz coordinates does not respect 
basic physical invariances such as permutation invariance. To solve these prob-
lems, researchers have developed chemical descriptors (e.g., global descriptors such 
as Coulomb matrices [13] and local descriptors such as SOAP [14] that describe a 
molecule as a set of local environments around its atoms) that describe molecules 
in a way such that these physical invariances are respected. We can take advantage 
of these more sophisticated (and physically accurate) descriptors by defining a GP 
kernel

where d ∶ M → D is some descriptor, M is the space of molecular structures, and 
D is the target space of a descriptor (e.g., D = ℝ

D ). Different descriptors may be 
better for different kinds of molecules and chemical systems.

Second, once we generalize from xyz coordinates to descriptors, the Matérn ker-
nel km may no longer be a sensible choice as a measure of similarity. For exam-
ple, local descriptors such as SOAP descriptors produce a set of variable-sized 
local environments that describe a neighborhood of a system from the perspective 
of each atom in the system. Consequently, we may also be interested in kernels 
kd ∶ D ×D → ℝ

(K×K) that compare descriptors directly, resulting in a GP kernel of 
the form

(5)km(x, y) = �2
M

�
1 +

√
5�

l
+

5�2

3l2

�
exp

�
−
√
5�

l

�

(6)km(xyz(mx), xyz(my))

(7)km(d(mx), d(my))

(8)kd(d(mx), d(my)) .
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Note that descriptors of different molecules may return encodings of different sizes 
(e.g., the xyz encoding of molecules with different number of atoms has different 
sizes), and so these kernel functions kd are not necessarily the standard ones defined 
on a fixed-size vector space. For instance, in the case of local descriptors, we may 
need to perform structure matching (e.g., see [65]).

In short, while we can leave aspects of a GP such as the kernel function k 
abstract, the use case of PESs highlights a hierarchical and compositional structure. 
The choice of kernel depends on factors such as (1) what invariants we hope to cap-
ture (e.g., rotational and permutational invariance), (2) whether we are working with 
molecules or materials, and (3) do we need to compare molecules with a different 
number of atoms and atomic types. Constructing the appropriate kernels that cap-
ture the relevant chemistry and physics can lead to improved GP PES surrogates.

2.2.2  Geometry optimization with GPs

Previously, we saw that we could define hierarchical kernels with descriptors for 
PES modeling. Although this may be interesting as a theoretical exercise, it is not 
useful from a practical perspective if we cannot effectively compute with a GP sur-
rogate defined in this manner. For example, in an application such as using a GP 
surrogate for geometry optimization, we would like to be able to extract a physical 
geometry out. In this section, we will see that defining hierarchical kernels interacts 
nicely with gradient-based surrogate optimization. Before we explain this, we will 
first review how to update a GP surrogate with data obtained from an electronic-
structure calculation. This produces a posterior surrogate which will more closely 
approximate a PES.

Fitting a GP We can fit GPs to observed data, called Gaussian Process Regres-
sion (GPR), to refine the class of functions defined by a GP in a principled manner 
(e.g., maximum a posteriori or MAP inference) by solving a linear system of equa-
tions. In the context of modeling a PES of a molecule, the observed data would be a 
set of observations {(x1,E1),… , (xN ,EN)} (i.e., training set) where each xi is a vec-
tor encoding of a molecule’s geometry and Ei the corresponding energy as obtained 
from an electronic-structure method. (When forces are available, we can addition-
ally fit F = (F1 … FN)

T (Sect. 2.2.3).)
In practice, we perform GPR where we assume our observations are corrupted 

with some independent, normally distributed noise � ∼ N(0, �2I) where I is the 
identity matrix, which corresponds to the model

We can equivalently view this from the multivariate Gaussian perspective as using 
the covariance matrix

(9)f ∼ GP(�, k)

(10)Ex = f (x) + � .

(11)K�(�,�) = �2I + K(�,�)
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because the noise is also normally distributed. The noise � can be used to model 
uncertainty in a SPE calculation (generated by standard quantum chemistry com-
putations), e.g., the energy convergence threshold used or the intrinsic error of the 
electronic-structure method applied.

The system of equations to solve when fitting energy information is

where � = (x1 … xN) and � = (E1 …EN)
T are observations, and � ∈ ℝ

N indicates 
the weights to solve for. These equations can be solved with familiar algorithms such 
as Cholesky decomposition (cubic complexity, Scipy [66] implementation). When 
GP surrogates are used in applications such as geometry optimization, we can use 
incremental Cholesky decomposition (quadratic complexity, custom implementation 
following Lawson et al. [67]). Note that GPR with noise has the added benefit for 
increasing numerical stability of linear system solvers.

Gradient-based optimization To evaluate a GP surrogate that is fit to a training 
set (�,�) , we compute the function

where f ∗ is the posterior mean (to distinguish it from the prior f) and � are weights 
that are determined during the training process. The posterior mean gives the GPs 
prediction of the energy.

Gradient-based optimization of the posterior mean corresponds to using the 
gradient

to perform optimization ( ∇1k =
�k(x,y)

�x
 ). Consequently, gradient-based optimization 

of a GP surrogate requires the first-order derivatives of the mean ( ∇� ) and kernel 
functions ( ∇1k ). When mean and kernel functions are sufficiently complicated, a GP 
user will need to implement these derivatives in order to perform gradient-based 
optimization of the posterior mean. This highlights the benefit of having a method 
that enables us to automatically obtain derivatives of mean and kernel functions.

We return now to the problem of ensuring that using hierarchical kernels does 
not prevent us from using it in applications such as geometry optimization. As a 
reminder, the issue is that if we use a descriptor d to define a GP kernel, then we 
will need to somehow recover physical coordinates such as xyz coordinates during 
geometry optimization. One approach pursued in the literature (e.g., see Meyer et al. 
[68]) is to use an inverse mapping d−1 to map back into physical coordinates. While 
this may exist for “simple" descriptors, it is unlikely to exist or be easily computable 
for more complex descriptors.

Let us define a kernel kd with an arbitrary descriptor d as

(12)K�(�,�)� = � − �(�)

(13)f ∗(x) =
N∑
i=1

k(x, xi)�i + �(x)

(14)∇f ∗(x) =
N∑
i=1

(∇1k)(x, xi)�i + (∇�)(x)
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to highlight that we start in xyz coordinates. Then the gradient of this kernel with 
respect to xyz coordinates can be computed by the chain-rule. Because the poste-
rior mean can be written as a linear combination of gradients of the kernel (e.g., 
see  (14)), an optimization procedure will thus be able to optimize directly in xyz 
coordinates while also factoring the comparison of molecules through a descriptor, 
giving us the best of both worlds. Note that this works for arbitrarily complex ker-
nels and descriptors so long as they are differentiable. (We will see with AD that 
strict differentiability is not required.)

So far, there is no need for second-order derivatives. As we will see in the 
next section, second-order derivatives will appear when we use GPs that fit force 
information.

2.2.3  Models with conservative forces

GPs have the following remarkable property: if

then

when ∇1k∇
T
2
= �2

�x�y
k(x, y) exists. ( ∇1k =

�k(x,y)

�x
 and k∇T

2
= �k(x,y)

�yT
 .) The consequence 

for PES modeling is that we can define a specific GP kernel that constrains the class 
of functions a GP describes to be consistent with its gradients so that the physical 
relationship between energy and force (i.e., the negative gradient of a PES) is 
encoded. In particular, the GP

with

and

accomplishes this.
Second-order derivatives appear when we leverage force information during both 

GPR and posterior optimization. To see the former, observe that the system of equa-
tions to solve when fitting both energies and forces is

(15)kd(d◦xyz(mx), d◦xyz(my))

(16)f ∼ GP(�, k)

(17)∇f ∼ GP(∇�,∇1k∇
T
2
)

(18)
(

f

∇f

)
∼ GP(�̃�, k̃)

(19)�̃� =

(
𝜇

∇𝜇

)

(20)k̃(x, y) =

(
k(x, y) k∇T

2
(x, y)

∇1k(x, y) ∇1k∇
T
2
(x, y)

)
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for the weights �i and � i where �e is a noise parameter for the energy and �f  is a 
noise parameter for the force. The second-order derivatives appear through the ker-
nel k̃ used to set up the system of linear equations. To see the latter, observe that the 
posterior predictions of the energy and gradient of the energy are given by

and

Note that the gradient of the posterior mean for the energy is given by the prediction 
of the posterior mean for the gradient.

Thus the second-order derivative comes into play either by differentiating the poste-
rior mean f ∗ or by performing a posterior gradient prediction using (∇f )∗.

For completeness, we also give the equations for fitting forces exclusively.

We use GPE , GPF , and GPEF to refer to the GPs that fit energies exclusively (solv-
ing  (12)), forces only (solving  (24)), and energies and forces (solving  (21)) 
respectively.

2.3  A Gaussian process library for representing potential energy surfaces

We introduce mad-GP first via an example (Fig. 1). The code in Fig. 1 corresponds to 
defining the model

(21)
N∑
j=1

(
k̃(xi, xj) + 𝛿ij

(
𝜎2
e

0

0 𝜎2
f
I

))(
𝛼j
� j

)
=

(
Ei

−Fi

)
−

(
𝜇(xi)
∇𝜇(xi)

)

(22)f ∗(x) =
N∑
i=1

(k(x, xi)�i + k∇T
2
(x, xi)� i) + �(x)

(23)(∇f )∗(x) =
N∑
i=1

(∇1k(x, xi)�i + ∇1k∇
T
2
(x, xi)� i) + ∇�(x) .

(gradient of posterior 
energy)

∇f ∗(x)

(definition)= ∇1

(
N∑
i=1

(k(x, xi)�i + k∇T
2
(x, xi)� i)

)
+ ∇�(x)

(linearity)=
N∑
i=1

(∇1k(x, xi)�i + ∇1k∇
T
2
(x, xi)� i) + ∇�(x)

(prediction of posterior 
gradient)

= (∇f )∗(x) .

(24)
N∑
j=1

(∇1k∇
T
2
(xi, xj) + �ij�

2
f
I)� j = −Fi − ∇�(xi)
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where �e ∼ N(0, �2
e
) and �f ∼ N(0, �2

f
I).

The first portion of the code (lines 1 − 7 ) defines a mean function mean imple-
menting a constant 0 mean. The function takes two arguments (1) atoms_x and 
(2) x. The first argument atoms_x contains a molecular structure’s atomic charges 
and masses (packaged in the type ����� ). The second argument � corresponds to 
a vector encoding of a molecular structure which may be a function of a molecu-
lar structure’s atomic charges, masses, and nuclear positions (packaged in the type 
���.�����������[�] which encodes a ℝD vector). The reason that � does not just 
give the nuclear positions of a molecular structure is because we may want to use 

(25)
(

f

∇f

)
∼ GPEF(0, k̃m)

(26)
(

Ei

−Fi

)
=

(
f (xi)
∇f (xi)

)
+

(
�e
�f

)

Fig. 1  Example of using mad-GP. This is the entire code required for the user to write in order to experi-
ment with a constant mean function and Matérn kernel ( km , see  (5)) which are used in state-of-the-art 
results
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a chemical descriptor that is a function of nuclear positions (among other infor-
mation). Thus �����_� and � together encode all the information available from 
a molecular structure. The constant mean function, by definition, ignores all argu-
ments and returns a constant 0.

The second portion of the code (lines 9 − 24 ) defines a kernel function ker-
nel that implements the Matérn kernel ( km , see  (5)). The signature of the func-
tion is similar to the case for the prior. The arguments �����_�� and �����_�� are 
not used because the Matérn kernel does not require either atomic charge or atomic 
mass in a structure.

The last portion of the code (line 26) creates a GP surrogate that fits both ener-
gies and forces by supplying (1) the user-defined mean function mean and (2) the 
user-defined kernel function kernel. The default vector encoding is xyz coordi-
nates, i.e., an identity function on nuclear positions of a molecular structure. This 
concludes the amount of code that the user is required to write and illustrates the 
main point: the user does not need to derive or implement derivatives of the mean 
or kernel functions. Consequently, arbitrarily complex mean and kernel functions 
can be defined so long as they can be programmed in Python and use mathematical 
primitives from an AD library.

2.3.1  Support for kernels for atomistic systems

When we introduced kernels for atomistic systems (Sect. 2.2.1), we saw that there 
were many design choices involved in constructing a GP kernel including (1) choice 
of descriptor and (2) how to compare descriptors. For example, as a quick test of 
a simple kernel that is (1) invariant to translation and rotation and (2) takes into 
account atomic charges, we may choose the kernel

where km is a Matérn kernel, ������� ∶ ℝ
(M×L)

→ ℝ
ML flattens a matrix into a vec-

tor, ������� is a Coulomb descriptor [13], and mx and my are molecular structures. 
We could decide later that a Matérn kernel on flattened Coulomb matrices is not 
ideal and opt to compare Coulomb matrices directly as in

for some kernel k� ∶ ℝ
(NA×NA) ×ℝ

(NA×NA) → ℝ
K defined on matrices directly (e.g., 

using a matrix norm). To assist the user in managing the multitude of kernels one 
could construct, mad-GP provides a small combinator library (Fig. 2). A combina-
tor library identifies (1) primitive building blocks and (2) ways to put those building 
blocks together.

Global and local descriptors The base building blocks that mad-GP’s combina-
tor library provides are local and global descriptors, similar in spirit to libraries such 
as DScribe [69]. (The difference with libraries like DScribe is that our combinator 

(27)km(������� ◦ �������(mx), ������� ◦ �������(my))

(28)k�(�������(mx), �������(my))
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library supports AD, and consequently, can derive derivatives of descriptors auto-
matically from their implementation.) A global descriptor dg ∶ ����� ×ℝ

3NA → ℝ
D 

convert atomic charges, masses, and nuclear positions into vector encodings of 
the molecule. Cartesian coordinates xyz are a typical example. Another exam-
ple includes Coulomb matrices ( ������� ∶ ����� ×ℝ

3NA → ℝ
(NA×NA) ). A local 

descriptor d𝓁 ∶ ����� ×ℝ
3NA → D1 ×⋯ ×DNA

 produces atom-centered encod-
ings of the molecules DNA . Examples of local descriptors include SOAP descrip-
tors ( ���� ∶ ����� ×ℝ

3NA → D1 ×⋯ ×DNA
 ) which are a differentiable descrip-

tion of a molecular structure that preserves rotational, translational, and permutation 
invariance.

We have prototype implementations of Coulomb matrix descriptors [13] and 
SOAP descriptors [14] in mad-GP to demonstrate its flexibility and expressiveness. 
Note that, in some cases, some of the building blocks of a kernel are not differenti-
able. For example, when we sort the entries of a Coulomb matrix to obtain permuta-
tion invariance (Sect. 3.2) or when we use a topological algorithm such as Munkres 
algorithm [70] to match the structure of two molecules, these descriptors are not 
differentiable. They can still be handled with mad-GP because AD will assign a sub-
gradient to the points that the descriptor are not differentiable at.

Descriptor-to-vector combinators Once we have described a molecular struc-
ture in terms of descriptors, mad-GP provides combinators ⊕ that convert descrip-
tors into vectors. Examples of combinations include ������� ∶ ℝ

(M×L)
→ ℝ

ML 
which flattens a matrix into a vector (as in the Coulomb descriptor example). The 
combinator ������� ∶ D

NA
→ D takes a local descriptor and averages the represen-

tation over all atom centers as in

For example, we can average each local environment produced by a SOAP descrip-
tor to produce a global descriptor (e.g., see outer average in DScribe’s SOAP imple-
mentation [69]).

Vector kernels The kernel functions k are the ordinary symmetric and posi-
tive-definite functions used to parameterize GPs and include dot products ��� and 
Matérn kernels ������.

Structure kernels Finally, the structure kernels are kernels that 
are used to compare local descriptors. One simple structure kernel 

(29)1

NA

NA∑
i=1

(d�(�����_�, x))i .

Fig. 2  A small combinator library for expressing GP kernels for PES surrogates



982 Journal of Mathematical Chemistry (2022) 60:969–1000

1 3

�������� ∶ (D ×D → ℝ) × (D1 ×⋯ ×DNA
) × (D1 ×⋯ ×DNA

) → ℝ performs 
a pairwise comparison between every pair of atoms in a local environments using 
a kernel k ∶ D ×D → ℝ that compares the descriptor at two atom centers. There 
are also more advanced structure matching kernels such as those based on topologi-
cal algorithms [70] or optimal transport [65] that improve upon pairwise matching 
by only comparing “suitably-aligned" portions of each molecular structure’s local 
descriptor. We leave the implementation of more advanced structure kernels for 
future work.

Using these combinators, the Matérn kernel can be written as 
������(atomsx, atomsy, x, y) = kMatérn(���(atomsx, x), ���(atomsy, y))  to explicitly 
highlight that we are using xyz descriptors of a molecule.

2.3.2  Support for gradient‑based surrogate optimization

mad-GP supports gradient-based optimization of a trained GP surrogate by exposing 
(1) a prediction of the posterior energy and (2) the gradient of the posterior energy. As 
a reminder, this functionality is useful for geometry optimization. How the gradient is 
obtained depends on whether we are using GPE , GPF , or GPEF.

Energy For GPE , the posterior mean gives the prediction of the energies as

and the gradient of the posterior mean

is computed with (reverse-mode) AD. (Sect. 2.4 for the distinction between reverse-
mode and forward-mode.)

Force For GPF , observe that the posterior prediction of the gradient is

The second-order derivatives of the kernel are obtained with (reverse-mode then 
forward-mode) AD. A prediction of the energy is recovered up to a constant via the 
line integral along the curve �x

x0
 starting at x0 and ending at x as

(30)f ∗(x) =
N∑
i=1

k(x, xi)�i + �(x)

(31)∇f ∗(x) =
N∑
i=1

∇1k(x, xi)�i + ∇�(x)

(32)g∗(x) =
N∑
i=1

∇1k∇
T
2
(x, xi)� i + ∇�(x) .
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where C is some constant. (The base point x0 is arbitrary and unspecified.) That is, 
we “compute" the integral using the converse of the gradient theorem for conserva-
tive forces: any conservative force field can be written as the gradient of a scalar 
field. Thus we compute (35) directly by computing k∇T

2
 using (reverse-mode) AD.

Energy and force For GPEF , we simply evaluate the posterior mean at a geom-
etry to obtain both the prediction of the energy and (negative) forces. Recall that the 
gradient of the posterior mean for the energy is given by the prediction of the poste-
rior mean for the gradient.

2.3.3  Support for GPs with forces

We implement GPs that fit forces (i.e., GPF and GPEF ) by implementing their respec-
tive kernels using AD where appropriate. For instance, for GPEF(�, k) , we imple-
ment ∇� , ∇1k , and k∇T

2
 with (reverse-mode) AD, and ∇1k∇

T
2
 with (reverse-mode 

then forward-mode) AD. We will see in Sect. 2.4 that the run-time of using AD to 
calculate a second-order term such as ∇1k∇

T
2
 is proportional to DT where D is the 

number of dimensions of the molecular representation and T is the run-time of k. To 
fit these GPs to training data, we apply the mean and kernel functions to the training 
data to construct mean vectors and kernel matrices, and use a generic linear system 
solver to solve the system of equations. Note that AD does not need to interact with 
the linear solver.

2.4  Automatic differentiation

Automatic differentiation (AD) is a technique that algorithmically transforms a com-
puter program evaluating a function into one evaluating the derivative of that func-
tion that has the same time-complexity as the program evaluating the original func-
tion. This statement is a mouthful—let us unpack this by comparison with (1) finite 
differences (FD) and (2) symbolic differentiation (SD) in the context of an example. 
Table 1 summarizes the differences between the methods.

(33)E(x) = ∫
�x
x0

g∗(y)dy

(34)= ∫
�x
x0

N∑
i=1

∇1k∇
T
2
(x, xi)� i + ∇�(x)

(35)=
N∑
i=1

k∇T
2
(x, xi)� i + �(x) + C
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2.4.1  AD by example

Consider the function f ∶ ℝ → ℝ defined as

for some g, h, i ∶ ℝ → ℝ . The (simplest) finite differences method approximates the 
derivative of the function as

This approach can easily be implemented in code (as above), operates on pro-
grams, and approximately computes the gradient via a linear approximation. The 
time-complexity of the function is proportional to the time-complexity of the 
original function f—we call it twice.

One form of the symbolic derivative for the function f is

where g′, h′, i′ are the respective (symbolic) derivatives of g, h, i. Thus the symbolic 
derivative is not unique—depending on how we factor this expression, the symbolic 
derivative may take worst-case exponential time compared to the evaluation of the 
original function. Consequently, we should be careful when translating symbolic 
derivatives into code to pick the appropriate factorization.

Figure  3 provides a pedagogical example of applying source-to-source and 
reverse-mode AD to f. (mad-GP uses combinations of reverse-mode and forward-
mode AD when appropriate, as well as non source-to-source methods of imple-
mentation.) We have presented the code in a way such that one can see how this 
code could be mechanically generated by a computer. Note that each line of code 
of the original code is translated into

and produces the corresponding derivative code

(36)f (x) = g(x)h(x)i(x)

(37)f �(x) = g�(x)h(x)i(x) + g(x)h�(x)i(x) + g(x)h(x)i�(x)

�� = ��(��, ��)

Table 1  A comparison of finite differences (FD), symbolic differentiation (SD), and automatic differen-
tiation (AD) for differentiating a function f ∶ ℝ

D
→ ℝ

FD and AD take programs as inputs and produce programs as outputs whereas SD takes symbolic math 
expressions as inputs and produces symbolic math expressions as outputs.  All three methods support 
higher-order derivatives. =∗ indicates = up to floating-point precision

Method Time-complexity Precision Unique? Input/output

FD Guaranteed ∝ ����(f ) ��(f ) ≈ ∇f yes �� ∶ ������� → �������

SD Worst-case exp(����(f )) ��(f ) =∗ ∇f no �� ∶ ���� → ����

AD Guaranteed ∝ ����(f ) ��(f ) =∗ ∇f yes �� ∶ ������� → �������
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where ��_��_��� and ��_��_��� correspond to the derivatives of the operation �� 
with respect to the first and second arguments. This code can be obtained with a 
recursive application of ��.

In this form, it is easy to see that the time-complexity of the derivative is pro-
portional to the original code because each line of code in the original function 
produces at most 2 additional lines of code of the same time-complexity. Upon 
closer inspection, we see that AD is a method that, as a default, mechanically 
selects the factorization of the SD that has the appropriate time-complexity. Thus 
it also computes the derivative exactly, like SD and unlike FD.

AD naturally generalizes from functions of a single variable to functions of mul-
tiple variables. Moreover, AD is composable—in the example, we can computed 
��(f ) by composing the constituents of its sub-functions ��(g) , ��(h) , ��(i) . Another 
implication of the composability of AD is that we can use it to compute higher-order 
derivatives.

2.4.2  AD for higher‑order derivatives

��(��(f )) computes the second-order derivative of f because the result of the inner 
call produces a program evaluating the derivative of f, which can be fed back into 
another call to �� . Note that the time-complexity guarantees of AD hold for higher-
order derivatives, whereas the time-complexity guarantees for SD are amplified for 
higher-order derivatives.

For computing higher-order derivatives of functions with multivariate out-
put spaces, the distinction between reverse-mode (what was presented) and 

���_��+ = �� ∗ ��_��_���(��, ��)

���_��+ = �� ∗ ��_��_���(��, ��)

Fig. 3  A pedagogical example of applying ��(f ) = ��_�
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forward-mode AD is important for time-complexity reasons. In particular, for a 
function f ∶ ℝ

D
→ ℝ

K , computing the derivative with forward-mode AD takes 
D passes whereas it takes K passes for reverse-mode AD. Thus forward-mode is 
advantageous when K > D and reverse-mode is advantageous when D > K . When 
D = K , forward-mode is advantageous because it takes less memory. Consequently, 
for taking second-order derivatives of scalar-valued functions, it is best to perform 
reverse-mode AD followed by forward-mode AD. We refer the interested reader to 
references (e.g., see the survey [71] and the references within) for more background.

2.4.3  AD in mad‑GP

For the use case of PES modeling where we require second-order derivatives when 
taking forces into account, we should be careful to select an AD library that sup-
ports both reverse-mode and forward-mode. Popular AD libraries such as Torch 
[72] that are specialized for neural networks prioritize reverse-mode AD because 
training neural networks only requires first-order derivatives of a loss function, i.e., 
single-value output. Jax [73] is an AD library that supports both forward-mode and 
reverse-mode AD. Consequently, Jax is the default AD library in mad-GP. Jax addi-
tionally supports Just-In-Time (JIT) compilation. This means that Jax will generate 
optimized derivative code based on the sizes of vectors and matrices it sees during 
run-time, further reducing the cost of using a high-level interpreted language like 
Python for performing efficient numerical computation.

3  Results

In the previous section, we introduced and built machinery that enables systematic 
exploration of GPs for modeling PESs. In this section, we apply mad-GP to geom-
etry optimization of small molecules to validate its use (Sect. 3.1). We use mad-GP 
to test the effectiveness of fitting forces ( GPE vs. GPF and GPEF , Sect.  3.1.1), the 
effectiveness of fitting energies for GPs that fit forces ( GPF vs. GPEF , Sect. 3.1.2), 
and a preliminary study on the use of non-constant priors and hierarchical kernels 
(Sect. 3.1.3). For completeness, we also qualitatively describe our experiences using 
AD for constructing GP surrogates for representing molecular PESs (Sect. 3.2).

3.1  Geometry optimization

We use mad-GP to perform geometry optimization on the Baker-Chan dataset [74] 
of molecules (Fig. 4), a benchmark dataset consisting of initial-guess structures of 
small molecules, which is tested in prior work on GP surrogates [11]. Note that in 
Baker et  al.’s work, their goal was to optimize to transition-state structures (i.e., 
first-order saddle points); however, in this work (as well as in Denzel et al.’s prior 
work), we optimize to stable local minima. There are many geometry optimization 
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algorithms that use GP surrogates [11, 12, 75]. We use the geometry optimization 
algorithm designed for GPs based on the one given in ASE [12, 75] (Atomistic Sim-
ulation Environment). We choose this algorithm as a baseline so we can focus on 
varying (1) fitting energies/forces and (2) mean and kernel functions to explore mad-
GP’s capabilities. We summarize the algorithm below.

Step 1 Update the current training set of N points–(�,�) , (�,F) , or (�, (�,F))–with 
a call to an electronic-structure method to obtain energies EN+1 and/or forces FN+1 at 
a geometry xN+1 . In this work, we use the PM7 semi-empirical method [76] imple-
mented in MOPAC2016 [77], which we refer to as MOPAC from now on. To man-
age the computational complexity of fitting a GP, we only keep the last 100 data 
points.

Step 2 Fit the GP with the new data point (xN+1,EN+1) , (xN+1,FN+1) , or 
(xN+1,EN+1,FN+1) . If we are fitting energies, perform a “set maximum" step: set the 
mean function � to be the maximum energy seen during geometry optimization 

 (Note that this does not apply to GPF which we will comment on in Sect. 3.1.2.)

(38)�(x) = max
1≤i≤N+1Ei .

Fig. 4  A visualization of initial geometries from systems (system 01 to system 25 arranged left-to-right 
and top-to-bottom) in the Baker-Chan dataset [74]. White, grey, blue, red, cyan, green, navy green, 
orange and yellow balls represent H, C, N, O, F, Cl, Si, P, and S atoms, respectively (Color figure online)
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Step 3 Use L-BFGS to search the posterior gradient for a new local minimum. Our 
current implementation uses Scipy’s L-BFGS algorithm [66] using gradients sup-
plied by mad-GP.

Step 4 If the energy found at the new local minimum is higher than the last energy 
as determined by a SPE calculation, restart the search for a new local minimum by 
going to step 2. Otherwise we return the last point xN+1 found.

Step 5 Iterate until convergence. Because we are comparing against MOPAC, the 
convergence criterion we use is the same as MOPAC’s GNORM keyword: 

where the units are in eV∕Å and NA is the number of atoms in the system so that 
3NA is the dimensionality of the xyz encoding of a molecule. (A common choice is 
to also constrain the maximum force, i.e., both the l∞ norm and the l2 norm. We do 
not do that here to be consistent with MOPAC.)

 For the purposes of reducing the number of hyper-parameters we need to tune, 
we do not use a maximum step-size or adaptive length-scale tuning [11, 78]. Note 
that smaller length-scales might be needed closer to convergence. We emphasize 
that the choices of MOPAC and the optimization algorithm above are for demon-
strating the use of mad-GP for geometry optimization. Different electronic-structure 
calculators and geometry optimization algorithms can easily be used/implemented 
in mad-GP.

3.1.1  Fitting forces

mad-GP supports GP surrogates that fit energies exclusively ( GPE ), fit forces 
exclusively ( GPF ), and fit both energies and forces ( GPEF ). We use this function-
ality to compare GPE , GPF , and GPEF with a baseline implementation of L-BFGS 
in MOPAC to test the efficacy of fitting forces. We perform SPE calculations for 
both GP and L-BFGS optimizations by using the semiempirical PM7 Hamiltonian 
within the unrestricted Hartree-Fock formalism (not to be confused with the Har-
tree-Fock method, which uses the full non-empirical Fock operator with explicitly 
calculated one- and two-electron integrals) via the MOPAC keyword "PM7 UHF 
1SCF GRAD". The self-consistent field (SCF) energy convergence criterion was set 
to 10−8 kcal mol−1.

All GPs use a constant 0 mean and a Matérn kernel with �M = 1.0 and l = 0.4 Å. 
We set the energy noise �e = 0.002 eV1∕2 and the force noise σf = 0.005 (eV/Å)1∕2 . 
We have tested 2 × 10−10 ≤ �e ≤ 2 × 10−5 and 5 × 10−10 ≤ �e ≤ 5 × 10−5 , and found 
that they do not significantly affect performance. We refer the reader to the Support-
ing Information for more details (Table S1).

Table  2 summarizes the results of benchmarking GP surrogates against each 
other and L-BFGS in MOPAC. We include ΔE (eV), which measure the energy 

(39)‖FN+1‖ ≤ 0.0054 ⋅ 3NA
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difference between the final geometries obtained by each method with respect to the 
one obtained by MOPAC, as well as the root-mean-squared distance (RMSD in Å ). 
The RMSD between the mad-GP optimized and L-BFGS baseline structures were 
calculated after the alignment (translate the center-of-mass and perform the proper 
rotation) of the two molecules using an implementation of the Quaternion algorithm 
[79] from the rmsd package [80]. We refer the reader to the Supporting Information 
for more details about the RMSD calculation (Fig. S1).

Recall again that we are not using an adaptive length-scale. In particular, 
a Matérn kernel with a length-scale of 0.4Å will be quite large once we near the 
convergence threshold of ‖FN+1‖ ≤ 0.0054 ⋅ 3NA , especially given that we do not 
dampen the size of the optimizer steps once we near convergence.

Table 2  Benchmarking a simple 
geometry optimizer that uses 
GP

E

 (not shown because it fails 
to converge), GP

F

 , and GP
EF

 
surrogates against L-BFGS 
geometry optimizer in MOPAC 
to test effect of fitting forces

The column id gives the Baker-Chan system id, Natom gives the num-
ber of atoms, # SPE gives the number of SPE calculations, ΔE gives 
the final relative  energy of the converged  structure with respect to 
MOPAC’s in eV, and RMSD gives the root-mean-squared distances 
in Å of the final geometry with respect to MOPAC’s

# SPE ΔE (eV) RMSD (Å)

id Natom L-BFGS GPF GPEF GPF GPEF GPF GPEF

1 3 18 16 15 0.00 0.00 0.00 0.00
2 4 77 25 22 − 0.38 − 0.38 0.07 0.07
3 4 22 36 33 − 0.01 − 0.01 0.18 0.17
4 5 11 10 10 − 0.00 − 0.00 0.00 0.00
5 8 22 33 25 0.00 0.00 0.01 0.01
6 10 22 29 26 0.01 − 0.00 0.06 0.02
7 10 36 50 46 0.00 0.00 0.04 0.04
8 10 24 33 28 0.01 0.01 0.06 0.07
9 16 26 40 36 0.02 0.00 0.14 0.10
10 8 13 10 10 0.00 0.00 0.00 0.00
11 10 11 8 10 0.00 − 0.00 0.00 0.00
12 8 15 15 17 0.00 0.00 0.01 0.01
13 8 20 11 11 − 0.00 0.00 0.00 0.01
14 7 18 18 18 − 0.00 − 0.00 0.04 0.04
15 4 31 12 11 − 0.78 − 0.77 0.70 0.70
16 7 25 34 26 0.00 0.00 0.05 0.05
17 14 50 36 35 0.11 0.10 0.39 0.37
18 11 17 22 23 − 0.00 − 0.00 0.03 0.03
19 5 34 28 24 0.01 0.01 0.02 0.02
20 7 23 37 36 − 0.17 − 0.17 0.12 0.11
21 8 18 12 11 0.00 0.00 0.02 0.02
22 7 19 24 22 0.00 − 0.00 0.02 0.01
23 5 26 20 20 0.00 0.00 0.00 0.00
24 5 22 21 21 0.00 − 0.00 0.00 0.00
25 5 17 52 49 0.01 0.01 0.14 0.14
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Our results show that GPs that fit forces perform better compared to those that 
do not on the Baker-Chan dataset. In particular, none of the geometry optimiza-
tions using GPE converge. The geometry optimizations that use GPF and GPEF con-
verge for all of the molecules. Both GPF and GPEF are competitive with the base-
line L-BFGS optimizer in MOPAC with respect to the number of SPE calculations, 
consistent with previous work demonstrating the effectiveness of GP surrogates. 
Occasionally, GPF and GPEF find geometries that are lower-energy than the L-BFGS 
optimizer in MOPAC. All final geometries are stable local minima as verified by 
frequency calculations conducted with MOPAC except for system id 3, which has 
a relatively flat PES and has a small imaginary frequency (56.7i cm−1 in GPF , 5.5i 
cm−1 in GPEF , and 56.5i cm−1 in L-BFGS baseline) under current convergence crite-
ria. Note that some optimized structures in the Baker-Chan set are pre/post-reaction 
complex (e.g., 03, 09, 15, 17) with multiple local minima, leading to higher RMSD 
values and slightly larger energy differences between GP and L-BFGS. This also 
indicates that the advantage of GP is finding lower-energy structures compared to 
the L-BFGS algorithm. Next, we will take a closer look at GPF and GPEF.

3.1.2  Fitting forces versus energies and forces

It is popular to fit both energies and forces when using GPs as a surrogate func-
tion for a PES for geometry optimization. This is a natural design decision to make 
because knowing both energies and forces gives more information than just forces. 
Nevertheless, some work [3, 15] considers fitting forces exclusively. To the best of 
our knowledge, there has been relatively little work comparing the two approaches, 
and we aim to fill that gap now.

At first glance, the results in Table 2 support the intuition that it is better to fit 
both energies and forces. GPEF and GPF require roughly the same number of SPE 
calculations across the Baker-Chan dataset. Nevertheless, there is an important opti-
mization detail that is different between GPEF and GPF which we term the “set maxi-
mum" step.

State-of-the-art results on applying GPEF surrogates use constant mean functions 
and a variation of the following step: update the mean function to be

which sets the mean function to be the constant function that returns the highest 
energy seen during geometry optimization and c is some constant. The justification 
for this design decision is that it makes the optimizer more stable by forcing a local 
minima (e.g., Denzel et al. [11]). We find this reasoning plausible: setting the prior 
to a high value in unseen regions should encourage the optimizer to stay around 
regions that it has seen before because regions far away from observed points will 
take on the mean value (which is high). The reason that the “set maximum" step is 
important is because it is not applicable to GPF . As a reminder, the bias term only 
affects the energy component when the mean function is constant (the derivative of 
a constant is 0), and a force-only GP does not have an energy component.

(40)�(x) = max
1≤i≤N+1Ei + c
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Table 3 summarizes the results of comparing GPF and GPEF by varying the prior 
choices, including the ability to use the “set maximum" step. The entries with a ΔE 
but no corresponding SPE exceed the max cycle limitation before reaching con-
vergence(> 300 steps). The entries with no ΔE and no corresponding SPE failed to 
produce any meaningful results. As we can see, the “set maximum" step where c = 0 
drastically improves the performance of GPEF by reducing the number of SPE calls 
required. We have also tested the “set maximum" step with c = 10a.u. (e.g., as sug-
gested by Denzel et  al. [11]) and found that we improve the results over a baseline 
where we do not perform a “set maximum" step, but worse when c = 0 . (Note that 
Denzel et al.’s geometry optimization [11] is not the same as ours and contains an over-
shooting step that may explain the difference in performance, among other differences.) 

Table 3  Comparing GP
F

 and GP
EF

 by varying prior choices to test impact of fitting energies

The kernel k corresponds to a Matérn kernel with �M = 1.0 and l = 0.4 . The prior �̃� corresponds to set-
ting the prior to the maximum energy found during training, �̃�10 corresponds to setting the prior to the 
maximum energy plus 10 during training, and LJ corresponds to a Leonard-Jones potential. The entries 
with a ΔE (in eV) but no corresponding SPE timed-out before reaching convergence ( > 300 steps)

id GPF(0, k) GPEF(0, k) GPEF(�̃�, k) GPEF(�̃�10, k) GPF(LJ, k) GPEF(LJ, k)

#SPE ΔE #SPE ΔE #SPE ΔE #SPE ΔE #SPE ΔE #SPE ΔE

1 16 0.00 146 0.00 15 0.00 26 0.00 18 0.00 147 0.00
2 25 − 0.38 186 − 0.38 22 − 0.38 36 − 0.38 33 1.69 185 − 0.38
3 36 − 0.01 – 0.00 33 − 0.01 52 − 0.01 – – – 0.00
4 10 − 0.00 151 0.00 10 − 0.00 19 0.00 49 0.00 150 0.00
5 33 0.00 – 0.03 25 0.00 53 0.01 – – – 0.03
6 29 0.01 – 0.06 26 − 0.00 50 0.02 – – – 0.06
7 50 0.00 – – 46 0.00 83 0.01 – – – 0.48
8 33 0.01 – 0.05 28 0.01 36 0.01 – – – 0.05
9 40 0.02 – – 36 0.00 51 0.06 – – – –
10 10 0.00 207 0.00 10 0.00 11 0.00 11 0.00 189 0.00
11 8 0.00 95 0.00 10 − 0.00 12 0.00 40 0.00 94 0.00
12 15 0.00 178 0.00 17 0.00 33 0.00 67 − 0.01 176 0.00
13 11 − 0.00 220 0.00 11 0.00 21 0.00 40 0.00 222 0.00
14 18 − 0.00 266 0.00 18 − 0.00 32 0.00 – – 264 0.00
15 12 − 0.78 – – 11 − 0.77 15 − 0.77 11 − 0.77 – –
16 34 0.00 – 0.68 26 0.00 57 0.00 – – – 0.67
17 36 0.11 – – 35 0.10 41 0.13 – – – –
18 22 − 0.00 – – 23 − 0.00 52 0.00 – – – –
19 28 0.01 – 1.93 24 0.01 57 0.02 38 0.00 – 1.93
20 37 − 0.17 – 0.02 36 − 0.17 57 − 0.17 36 − 0.17 – 0.02
21 12 0.00 167 0.00 11 0.00 11 0.00 – – 155 0.00
22 24 0.00 – 0.04 22 − 0.00 41 0.00 54 − 2.16 – 0.04
23 20 0.00 193 0.00 20 0.00 32 0.00 20 0.00 192 0.00
24 21 0.00 203 0.00 21 − 0.00 33 0.00 21 0.00 204 0.00
25 52 0.01 – 0.02 49 0.01 70 0.01 42 2.30 – –
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Thus, at least for constant 0 priors, we can improve the performance of GPEF at the cost 
of tuning one additional parameter (i.e., the constant c) and performing a “set maxi-
mum" step during optimization.

We have also included an example of a non-constant prior in the form of a simplified 
pairwise Leonard-Jones (LJ) potential

where x = (x1 … xNA)T are the xyz coordinates of a molecular structure and 
ri,j = ‖xi − xj‖ is the distance between atoms i and j (in Å ). Thus we compute the 
LJ potential VLJ(x) as the summation of the pairwise potential of every unique pair 
of atoms. We do not use a cutoff radius in evaluating the summation. For our tests, 
we set the effective diameter of the cross-section �LJ = 1 Å and the depth of the 
potential well �LJ = 1 eV . We implement this LJ potential as a proof-of-concept to 
demonstrate how to implement a non-constant prior in mad-GP (Fig. S2 in the Sup-
porting Information for more details). We are not claiming that LJ is a good choice 
of mean function.

The surrogate GPEF(LJ, k) performs similarly to GPEF(0, k) and GPF(LJ, k) per-
forms similarly to GPF(0, k) . This is not surprising as the LJ potential is a very 
simple model that is mostly suitable for describing non-covalent interactions 
between non-bonded molecules, and unsuitable for bond breaking, bond stretch-
ing, valence-angle bending, and internal rotations. In this proof-of-concept test, 
the LJ mean function behaves like a constant 0 mean function. Implementing and 
systematically testing more complex and physically inspired prior mean functions 
is current work-in-progress. We also believe that further exploration of the “set 
maximum" step and how it affects a choice of mean function is worth pursuing in 
future work that more thoroughly compares GPF and GPEF.

3.1.3  Gaussian processes with non‑constant priors and hierarchical kernels

We use mad-GP to explore several combinations of non-constant priors and hier-
archical kernels for GPF and GPEF . Figure 5 provides a visualization of the results 
using wandb [81].

Each curve, read from left-to-right, passes through each choice and results in 
an average number of steps (color-coded, darker is better) across the Baker-Chan 
dataset (lower is better). The choices include (1) optimizer: GPF vs. GPEF , (2) 
mean functions, (3) descriptors: COULOMB which gives the Coulomb matrix [13], 
PRE-COULOMB which gives the Coulomb matrix without atomic charges Zi , and 
xyz which gives Cartesian coordinates, and (4) kernel functions: squared-expo-
nential, Matérn kernel with p = 3 (three-times differentiable), and Matérn kernel 
with p = 2 (twice differentiable).

For completeness, the Coulomb matrix without atomic charges is defined as 
the matrix with ij-th entry

(41)VLJ(x) =
∑
i<j

4𝜀LJ

[(
𝜎LJ

ri,j

)12

−

(
𝜎LJ

ri,j

)6
]
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where x = (x1 … xNA)T are the xyz coordinates of a molecular structure with NA 
atoms. The Coulomb matrix is defined as the matrix with ij-th entry

(42)Pij = ‖xi − xj‖

(43)Cij =

�
0.5Z2.4

i
i = j

ZiZj

‖xi−xj‖ otherwise

Fig. 5  Comparing different choices of mean functions, descriptors, and kernel functions with respect to 
the average number of steps across the Baker-Chan dataset (lower is better). Each curve, read from left-
to-right, passes through each choice and results in an average number of steps (darker is better). The 
figure was generated with wandb [81]
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where x = (x1 … xNA)T are the xyz coordinates of a molecular structure with NA 
atoms. The squared-exponential kernel is

where �se is a weight and l is a length-scale parameter. Finally, the Matérn kernel 
with p = 3 is

where � = ‖x − y‖.
For the first choice of optimizer, we see that GPF is better at reducing the average 

number of steps as compared to GPEF . Note that we are not performing the “set max-
imum" step for GPEF as we hope to compare different priors. These results are con-
sistent with those in Table 3. For prior functions, constant prior functions perform 
better than LJ potentials. These results are also consistent with those in Table 3.

For the choice of descriptors, xyz coordinates perform better than both the Cou-
lomb descriptor and the pre-Coulomb descriptor without atomic charges. There are at 
least two points we should highlight about this result. First, AD enables us to perform 
gradient-based geometry optimization using descriptors of molecules without requir-
ing us to define an inverse transformation from descriptor space back into xyz coordi-
nates. Indeed, the geometry optimization with Coulomb descriptors converges on the 
Baker-Chan dataset, and thus gives us an example of a chemically-inspired descriptor 
that can be applied for geometry optimization. Second, while the average number of 
steps may be higher for a single geometry optimization, note that Coulomb descrip-
tors are invariant to rotation, a property that xyz descriptors do not possess. Con-
sequently, further geometry optimization involving a GP using Coulomb descriptors 
will be robust to rotations of a molecule while those based on xyz descriptors will 
not be. Note that, herein, we are referring to the direct usage of the xyz encoding of a 
structure without pre-fixing the orientation (by defining a standard orientation using 
principle axis as done in quantum chemistry codes) and the center of mass of the 
input structure, which certainly eliminate the issue of rotation and translation invari-
ance of the descriptor.

Finally, for the choice of kernel functions, we see that if we use constant 0 mean 
function, then Matérn kernels perform the best. As a reminder, we are not perform-
ing the “set maximum" step here for constant priors so it is better to look at the 
results for GPF for comparison of mean and kernel functions. For GPF , we see that 
several combinations work well: Coulomb matrices with Matérn p = 2 , p = 3 , and 
squared exponential kernels work. Coulomb descriptors increase the dimensionality 
of the representation, and so it is interesting to see that kernels that impose smoother 
constraints still work.

(44)kse(x, y) = �2
se
exp

�
−
‖x − y‖2

l2

�

(45)kM3(x, y) = �2
M
(1 +

√
7�

l
+

14�2

5l2
+

7
√
7�3

15l3
) exp

�
−
√
7�

l

�
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3.2  Using automatic differentiation

One of the design goals of mad-GP is to enable users to more systematically explore 
different priors and kernel functions for GP PES surrogate models without need-
ing to implement first and second-order derivatives. The key technique for achieving 
this was AD. We summarize some of our experiences using AD in this section.

One question we might be interested in is: “what can I do now that I could not do 
before?" For a standard kernel such as a Matérn kernel, the extra work that is done if 
AD is not used is (1) deriving or looking up the derivatives, (2) transcribing them to 
code, (3) and checking that the derivatives are implemented correctly. For complete-
ness, the first-order derivatives are

and

The second-order derivative is

where ⊗ is an outer product.
Although this might be simple enough for a standard kernel, consider implement-

ing the Matérn kernel for arbitrary p. This kernel is defined as

where � = ‖x − y‖ . We have implemented this kernel for 1 ≤ p ≤ 10 in mad-GP 
using 18 lines-of-code. Deriving the first and second-order derivatives with respect 
to x and y and checking that they are correct is harder. Notably, SD tools are less 
effective on multivariate spaces.

Beyond this, consider deriving and implementing first and second-order deriva-
tives for a chemical descriptor that may not be differentiable in the traditional sense. 
Figure 6 gives an example of a descriptor implemented in mad-GP that is not differ-
entiable because the columns of the Coulomb matrix are sorted by their l2 norm. (It 
also gives an example of how to use atomic charges in a GP kernel.) AD, unlike SD, 
can still handle such descriptors by using the concept of sub-gradients. Thus AD 
presents us the opportunity to perform geometry optimization using kernels with 
descriptors that are non-invertible and non-differentiable.

We emphasize again that AD implements an appropriate factorization of the 
SD in an automatic fashion. Consequently, it implements a particular symbolic 

(46)
�k(x, y)

�x
= −

5

3l3
[(l +

√
5�)(x − y)]�2

M
exp

�
−
√
5�

l

�

(47)
�k(x, y)

�x
= −

�k(x, y)

�y

(48)
𝜕2k(x, y)

𝜕x𝜕y
= −

5

3l3
[
5

l
(x − y)⊗ (x − y) − (l +

√
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M
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�
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M
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derivative and the floating-point precision is identical to implementing that sym-
bolic derivative. The performance cost that one pays when using AD is that the first 
and second-order derivatives are derived when the code is executed. This is a one-
time cost because we can use JIT technology to cache the results of the derivatives. 
Compared to the cost of SPE calculations and geometry optimization, the one-time 
cost to compile the first and second-order derivatives is negligible.

4  Discussion

As we demonstrate with our prototype mad-GP, users need only write the mean and 
kernel functions before being able to explore a variety of GP surrogate models that 
implement GPE , GPF , or GPEF . In the rest of this section, we will highlight a few 
interesting discoveries that we were able to uncover due to the flexibility of mad-GP.

AD is crucial for atomistic kernel functions In light of the testing results, one 
can see the possibility for an abundance of mean functions, kernel functions, their 
combinations, and their compositions that one can explore using mad-GP. To the 
best of our knowledge, most prior work explores simple mean functions like con-
stant function and standard kernels such as Matérn kernels. Notably, the usage of 
AD along with gradient-based optimization of GP surrogates means that we can 
use arbitrarily complex descriptors so long as we can implement them in mad-GP. 
We have identified several combinations that work using mad-GP. We leave a more 
through exploration of this direction as future work.

“Set maximum" step The usage of GPEF only performs well in our tests if the 
“set maximum" step is applied. In contrast, GPF performs well without this addi-
tional step. Consequently, we find that GPF is more robust compared to GPEF 
because we do not need to modify the geometry optimization algorithm. Crucially, 
the “set maximum" step affects our ability to explore different mean functions for 
GPEF . We believe that further investigation of this step and its impact on choice of 
mean function in comparing GPEF and GPF is a good direction of future work. These 
questions only became apparent to us when we tried to implement a tool that could 

Fig. 6  A kernel where we sort the columns of a Coulomb matrix by it’s l
2

 norm (lines 2–3 and 8–9). Line 
5 gives an example of how to use the molecule metadata atoms_x and atoms_y to obtain the atomic 
masses for use in a descriptor. The function jax.lax.map is a functional looping construct (line 6). 
The function �������_���� (not shown) implements a Coulomb matrix using atomic masses and posi-
tions as inputs
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handle a variety of GP use cases in a generic manner. At a meta-level, we hope that 
this provides further evidence that better tools can lead to better science.

5  Conclusion

In summary, we introduce mad-GP, a library for constructing GP surrogate models 
of PESs. A user of mad-GP only needs to write down the functional form of the 
mean and kernel functions, and the library handles all required derivative imple-
mentations. mad-GP accomplishes this with a technique called AD. Our hope is that 
mad-GP can be used to more systematically explore the large design space of GP 
surrogate models for PESs.

As an initial case study, we apply mad-GP to perform geometry optimization. 
We compare GP surrogates that fit forces with those that fit energies and forces. In 
general, we find that GPEF performs comparably with GPF in terms of the number of 
SPE calculations required, although GPF is more robust for optimization because it 
does not require an additional step to be applied during optimization. In our prelimi-
nary study on the use of non-constant priors and hierarchical kernels in GP PES sur-
rogates, we also confirm that constant mean functions and Matérn kernels work well 
as reported in the literature, although our tests also identify several other promising 
candidates (e.g., Coulomb matrices with three-times differentiable Matérn kernels). 
Our studies validate that AD is a viable method for performing geometry optimiza-
tion with GP surrogate models on small molecules.

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s10910- 022- 01334-x.
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