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Abstract
The 2007 financial crisis profoundly affected most American metropolitan areas. Over the 
past 10 years, Columbus, Ohio, has experienced a housing downturn, recovery, and sub-
sequent increases. This allows to investigate the response of housing market in different 
periods of the recession. Ordinary and geographically-weighted regression (GWR) mod-
els were developed to examine global and local built-environment effects on home-price 
appreciations for the three periods while controlling for other physical and socioeconomic 
variables. The results found that home buyers showed an unchanged preference for resi-
dential privacy and amenity and avoided those features that might attract negative external 
effects from a period to another. The home-price appreciation rates showed different spatial 
patterns across the study region in the three periods. Nevertheless, the results suggested 
that suburban areas, particularly those in northern Columbus, better resisted, recovered 
from, and adapted to the recession. In the wake of the recession, a smaller house was pre-
ferred by home buyers. GWR models also provided some interesting findings. In the down-
turn, accessibility to a park or library helped sustain home prices in the northwest. Bus stop 
density had a positive effect in eastern Columbus in the recovery, most likely due to the 
high fuel price at that time. Neighborhoods with a higher income better retained their home 
value in the downturn, especially those in southern Columbus. Finally, this study found that 
the recession hit harder on minority neighborhoods in all three periods. This finding sug-
gests that housing policies should focus on these neighborhoods with other social support.
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1 Introduction

The built environment of a city has been long recognized as an important factor in home 
values. This idea is based on the hedonic pricing theory that a home price can be consid-
ered as a price combination of a set of internal house attributes and surrounding environ-
mental features, such as land uses, transportation infrastructure, and public facilities and 
services. The effects of built-environment features on home values have been intensively 
examined in the literature. However, few studies focused on comparing such effects in a 
housing downturn with those in a recovery and the time after. Since the financial crisis 
occurred in late 2007, many American cities have experienced a housing downturn with an 
average drop of 30% in home prices (NaKajiMa 2013). Over the past 10 years, the econ-
omy seems to recover from the global recession with a relatively low unemployment rate 
of 4.1% in the spring of 2018 (Bureau of Labor Statistics). This exactly provides an oppor-
tunity to investigate and compare the effects of the built environment on home-price resil-
ience in the housing downturn, recovery, and subsequent increases.

Homebuyers might be willing to pay a premium for properties with some built-environ-
ment features (Ewing 1997; Plaut and Boarnet 2003; Song and Knaap 2003). However, the 
effect of a built environment feature might be valued differently in different urban contexts. 
For instance, some empirical studies found that public transit has a positive and significant 
effect on home prices (Ahlfeldt and Wendland 2009; Gibbons and Machin 2005), while 
some found that such effect is moderate or even negative (Baum-Snow and Kahn 2000; 
Chatman et al. 2012). Bowes and Ihlanfeldt (2001) reported that the effect of public transit 
on home prices could be nonlinear. More importantly, built-environment effects could vary 
spatially across a geographical area. Homebuyers in a neighborhood might see a built-envi-
ronment feature as a positive factor on home prices, while those in another might treat it as 
a negative one (Song and Quercia 2008). These all resort to the need for a spatial statistical 
model, which is often neglected in past research, to better understand how each of the built 
environment features locally helps sustain, recover and increase home prices in different 
periods during the recession.

The purpose of this study is to (1) explore which location in a city that would better 
resist, recover from and adapt to the recent recession, and (2) examine which built envi-
ronment feature/social demographical characteristic that would better sustain home val-
ues in downturn, recovery, and the time after. In this study, home-price changes in the 
period of housing downturn, recovery, and recent increases were computed respectively 
for Columbus, Ohio, using the repeat sales parcel-data from Franklin County. Colum-
bus is the only city that shows stable population growth in the past few decades among 
the 3-C cities (Cleveland, Columbus, and Cincinnati) in Ohio. As a medium-size city in 
the Midwest, Columbus has also experienced a housing market downturn, recovery, and 
recent boom. The home-price changes were first mapped to show the locations that best 
retained home prices in the housing downturn, foremost recovered from the recession, and 
ascended the most in recent years. Ordinary (OLS) and geographically weighted regression 
(GWR) models were estimated to investigate how the built-environment features globally 
and locally affect home-price depreciation/appreciation in the three periods over the past 
10 years. The explanatory variables were characterized into six groups, including metro-
politan location effects, land uses, capital investments, accessibility, house attributes, and 
socioeconomic characteristics. This study adds to the existing literature by examining the 
local built environment effects on home-price resilience for the three housing periods (i.e. 
downturn, recovery, recent increases). The spatially-varied relationships would help better 
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understand how each of the built-environment features was locally capitalized in a home 
price.

2  Background

The financial crisis occurred in late 2007 profoundly impacted most American metropoli-
tan areas. There has been a vast research literature focusing on factors resulting in fore-
closures, the impacts from foreclosures, and the relationships between foreclosures and 
socioeconomic conditions of neighborhoods. The loosening of credit standards and an 
increase in high-risk and predatory lending have been identified as the major causes of 
this crisis (Crump et al. 2008; Hyra et al. 2013; Immergluck 2008). In addition, some stud-
ies attempted to more thoughtfully understand this financial crisis by extending to other 
research topics, such as resale mechanism and duration, market segmentation, and neigh-
borhood effects (Kim and Cho 2016; Li and Walter 2013). Unlike the research mentioned 
above, this study aims at better understanding how the housing market responds to the 
recent recession and how it adapts to that afterward.

The concept of resilience provides a theoretical basis to help frame our research method 
for this purpose. Resilience is conceptualized in different ways from a discipline to another 
(Ainuddin and Routray 2012). In the area of natural hazard management, for instance, 
resilience is referred to as the ability of a city to resist, absorb, accommodate, recover from, 
and, more emphasized recently, adapt to the impacts of a disaster in a timely manner (Shar-
ifi 2016; Stoyle et al. 2008; UNISDR 2009). For this study, the concept of resilience can 
be used to build a research framework that aims to examine which location and which built 
environment feature in a city would better resist, recover from, and adapt to the impacts 
of the recent recession. Therefore, the focus of this review is on the modeling interface 
between built environment effects and home price changes. In the following, two streams 
of research are considered: (1) the built environment effects on home prices, and (2) spatial 
statistical modeling.

Subprime loans (pre-foreclosure) or the likelihood of the owned property being sold 
(post-foreclosure) were found to be associated with low income, high shares of minority, 
and weak educational attainment (Allen 2011; Immergluck 2008; Li 2011; Li and Walter 
2013). Low-income and minority families were hit by the recession more likely to cluster 
in the areas around the city center. In this case, the inner city could be seen as a more vul-
nerable location to the recent housing recession. However, it was also found that suburban 
and exurban areas, the home of many middle-class families, were deeply impacted by the 
recession, especially those in a formerly hot market (Crump et al. 2008; Reid 2010). These 
findings suggest that the spatial pattern of the recession impacts might vary from a metro-
politan area to another (Immergluck 2010). Nevertheless, there have been few studies that 
provided a systematical research approach to identify the locations in a city that would 
best sustain home value in a housing recession. In addition, such studies that also look at 
the spatial pattern in the time period after the housing recession are much rarer and thus 
needed.

The effect of the built environment is another focus in the studies of the recent housing 
recession. The built environment could influence a home price through a way of offering 
different neighborhood types. This idea originates from the hedonic pricing theory. Lancas-
ter (1966) was the first to recognize that the utilities of goods are essentially based on their 
characteristics, and Rosen (1974) was the first to present a theory of hedonic pricing that 



1286 C.-H. Wang, N. Chen 

1 3

the price of a commodity can be considered as a price sum of each homogeneous attrib-
ute. This implies that home prices can be regressed on a set of housing characteristics, 
including internal configuration, location effects, neighborhood quality, and environmental 
amenities (Freeman 1979; Xiao and Webster 2017). For the built-environment effects, the 
majority of previous studies pointed out that home buyers would be willing to pay premi-
ums for mixed land-use, better walkability, proximity to transit, and environmental amen-
ity, but dislike a neighborhood with higher density or too many public facilities that would 
attract numerous activities (Dong 2015; Morrow‐Jones et al. 2004; Song and Knaap 2003). 
It is worth noting that a built-environment feature might have opposite effects on home 
process in different neighborhood contexts (Ahlfeldt and Wendland 2009; Chatman et al. 
2012; Gibbons and Machin 2005; Kilpatrick et  al. 2007), and such effects might be not 
always linear (Bowes and Ihlanfeldt 2001). More importantly, the effect of a built envi-
ronment feature may vary across different time periods of an economic recession. There-
fore, it would be interesting to examine for which built-environment feature home buyers 
change their preference after the housing recession, and the results might help reveal how 
the housing market adapts to that recession.

Furthermore, spatial autocorrelation is one of the major criticisms of using a hedonic 
model (Xiao and Webster 2017). Spatial statistics has been extensively used in recent stud-
ies to better understand the nature of spatial dependence on various physical and social 
issues (Wang and Chen 2017). It is concerned with the degree to which observations at 
some locations are similar to those nearby in a statistical model (Tobler 1970). A draw-
back of previous studies on the built-environment effects is the neglect of the spatial varia-
tion of such effects on home values. For instance, Dziauddin et al. (2015) reported that the 
increased accessibility by the light rail transit system in Greater Kuala Lumpur, Malaysia, 
has a positive effect on home values in some areas, but a negative effect at some others. 
These opposite effects might cancel each other out and therefore are not captured in an 
ordinary regression model. Another concern is whether these effects would be all statisti-
cally significant over the region (Mou et al. 2017). Among a variety of spatial statistical 
models, graphically weighted regression (GWR) models allow for the estimated relation-
ships in a regression model to vary in a geographical space (Fotheringham et al. 2015; Yu 
et al. 2007) and is therefore selected here to better understand how each of the built envi-
ronment features in a city performs locally in the three different housing periods.

Given the previous discussion, this study proposes a research framework that investi-
gates how the built environment features influence home price changes while controlling 
for the other socioeconomic factors, during the recession and the time after. The idea is 
to apply the hedonic pricing theory as the modeling interface to identify the most resilient 
housing locations and compare the built environment effects among the three study periods 
(i.e. downturn, recovery, and recent increases). This modeling framework also integrates 
with a spatial statistical approach that would allow for visualizing the spatial variations of 
the built environment effects.

3  Data and methodology

3.1  Home price changes

A set of repeat sales data was collected for Columbus, Ohio, in three defined housing peri-
ods (downturn, recovery, subsequent increases) during the housing recession. According to 
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the home price indices reported by FRED Economic Data (2018), home prices in Colum-
bus, using the price in early 1995 (100) as reference, reached a peak in early 2008 (156.05), 
hit bottom in late 2011 (140.97), bounced back in middle 2015 (158.74), and sky-rocketed 
to a new peak in early 2018 (190.08). In this study, the peak period was defined as the time 
from July 2005 to March 2008, the bottom period was from July 2010 to July 2012, the 
recovery period was from July 2014 to July 2015, and the recent increase period was from 
April 2017 to December 2017. Repeat sales were then identified for each of the three study 
periods (i.e. downturn, recovery, and recent increases), using the residential transaction 
data from Franklin County Auditor Data Library. The idea of defining these three study 
periods is to make sure: (1) an obvious gap of home price indices between each pair of 
sequential periods can be observed, and (2) the length of each defined period would allow 
to have enough cases of repeat sales for the statistical modeling.

To exclude outliers, the repeat sales for the three periods defined above were edited as 
follows. First, parcels with transaction prices lower than $50,000 or higher than $2 million 
were not considered as arm’s length transactions and therefore dropped. Second, parcels 
with transaction price changes larger than positive or negative 50% of the previous sale 
price were excluded. Third, parcels were removed if the built-years of the property between 
the two sales are different. Lastly, parcels were dropped if the total floor changes between 
the two sales are larger or smaller than 5% of the previous total area. After the cleaning, 
2731 repeat sales were left for the downturn period, 720 sales for the recovery period, and 
631 sales for the recent increase period.

Figure 1a shows the spatial distribution of home prices in the peak period. Census tracts 
were used as neighborhood proxies in this study. Neighborhoods with a higher home price 
cluster in a longstanding wealthy neighborhood (Upper Arlington) a few miles northwest 
of the city center, and extend to a relatively new developed neighborhood (Dublin) in the 
northwest (see the upper-left plot in Fig. 1a). Figure 2 displays several built environment 
features and their locations in the study region. A cluster of higher home prices is located 
around a newly developed wealthy neighborhood (New Albany) in the northeast (see the 
upper-right plot in Fig. 2). Additionally, two small clusters along highway 70 (Short North 
and Franklin Park) hold high-value properties close to the downtown area. Short North is 
a gentrified neighborhood and Franklin Park shares environmental amenities due to the 
nearby regional botanical park (ses the corresponding features in Fig. 2a).

The Midwest was found to have a shallower recession depth but a longer recession 
duration (2008–2012), as compared to other regions in the US (Dong and Hansz 2016). 
Figure  1b shows the percentages of home-price changes, with an average of − 12.21%, 
between the peak and bottom period. Clearly, northern Columbus better resisted the 
impacts of the recession than southern Columbus did. It is also interesting to see that the 
longstanding wealthy neighborhoods (Upper Arlington, Clintonville, and Worthington) 
even saw a home-price increase in the downturn. The percentages of home price changes 
between the bottom and recovery periods are shown in Fig. 1c. Most neighborhoods saw a 
home-price recovery with an average of 16.06%, particularly those that fall in an inner-ring 
about 5 miles away from the city center. Since home prices were back to the prerecession 
level of 2008, this housing upturn, with an average of 20.57%, has continued and expended 
to outer rings in the city (see Fig. 1d). Note that many neighborhoods in the inner city did 
not have transaction records in the recovery and recent increase period.

Ordinary regression (OLS) models were also used to compare the spatial patterns of 
home price changes at the census tract level among the three study periods. Table 1 pre-
sents the results of a simple regression model of home price changes between any two time 
periods. For instance, model DT_RC represents a model that regressed the downturn (DT) 
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home price changes on the recovery (RC) home price changes. The positive sign from the 
results of both models DT_RC and RC_IN shows that home price changes indicate a simi-
lar spatial pattern between the downturn and the recovery, and so do those between the 
recovery (RC) and recent increase (IN). However, model DT_IN results indicate that the 
spatial pattern of home price changes in the downturn (DT) is not associated with that in 
the recent increase (IN). This spatially analytic approach was also applied to the commu-
nity opportunity index (COI), which was developed by Wang and Chen (2017), using a set 

Fig. 1  Peak home prices and changes in the downturn, recovery, and recent increases
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of physical and socioeconomic factors. Similarly, the model results (COI_DT, COI_RC, 
COI_IN), by regressing COI on home price changes in the three periods, show that neigh-
borhoods with higher opportunity (COI) better sustained their home value in the downturn 
(DT) and recovered from the recession (RC). However, we did not find such a relationship 
between the spatial pattern of COI and that of home price changes in the recent housing 
increase (IN).

3.2  Explanatory variables

This study classified the explanatory variables into six groups: metropolitan location effect, 
land use, capital investment, accessibility, house attribute, and socioeconomic characteris-
tic. The metropolitan location effects were calculated in ArcMap as the Euclidean distances 

Fig. 2  The built environment of the study region

Table 1  OLS estimations of the spatial pattern models

Bold: significance at the 0.05 level

Model DT_RC RC_IN DT_IN COI_DT COI_RC COI_IN

Coefficient 0.16 0.22 − 0.03 0.49 0.34 − 0.06
R-square 0.03 0.04 < 0.01 0.08 0.04 < 0.01
# of observations 193 154 177 284 193 177
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from each parcel to Columbus downtown, The Ohio State University, and the Port Colum-
bus International Airport. The four types of land uses in Table 2 were specified as the per-
centage of areas at the census tract level using the 2008 parcel data from Franklin County 
Auditor. The shares of residential and commercial uses and corresponding vacant land for 
these types of land uses reflect the existing and future real estate market. Capital-invest-
ment variables represent the quality of transportation network and public amenities at the 
census tract level, including highway ramp, street intersection, bus stop, bike lane, park, 
school, library, and hospital. These variables were assembled from US Census TIGER/
Line Shapefiles, Central Ohio Transit Authority, and Mid-Ohio Regional Planning Com-
mission Regional Data Catalog. Euclidean distances were also calculated for each par-
cel centroid to indicate parcels’ ability to reach the nearest transportation infrastructure 
and public facilities. Socioeconomic characteristics were collected from various sources, 
including UC American Community Surveys 2012–2016 estimates and 2008 US Depart-
ment of Housing and Urban Development (for foreclosure risk). Table 2 presents the vari-
able definitions and descriptive statistics for the downturn period. Note that the variables 
at the parcel level in the other two periods (recovery and recent increases) have similar 
descriptive statistics to those in the downturn. 

3.3  Methodology

Three ordinary regression (OLS) models were first developed to account for the global 
built-environment effects on home-price appreciation rates in the downturn, recovery, and 
recent increases, while controlling for a set of location-effect, market condition, and socio-
economic variables. Next, three log-linear geographically weighted regression (GWR) 
models, due to the skewed distribution of the depreciation/appreciation rates, were esti-
mated to capture the spatially-varied built-environment effects, written as:

where  Pt1
i/Pt0

i represents the appreciation rate of sale case i between two periods, which 
is calculated as the ratio of the sale price in the current period to that in the previous 
period. In this study, there are three sets of appreciation rates, in a natural log form, used 
as dependent variables in the models, including downturn, recover, and recent increases. 
 Xik is the explanatory variable k for sale case i, and β0  (ui,  vi) and βk  (ui,  vi) are parameters 
to be estimated. The explanatory variables are classified into six categories: metropolitan 
location effects, land uses, capital investments, accessibility, house attributes, and socio-
economic characteristics. Note that  (ui,  vi) denotes the coordinates of the sale case i. There-
fore, the estimated parameters, β0  (ui,  vi) and βk  (ui,  vi) are allowed to vary over the study 
region. The modeling considerations for the GWR estimations are explicitly explained in 
Sect. 5. Readers interested in the statistical aspects of GWR modeling might usefully con-
sult Fotheringham et al. (2002), Wheeler and Páez (2010), and Gollini et al. (2013).

4  Result

The OLS estimates for the three models of home-price appreciation rates (DOWN, RECO, 
and INCR) are presented in Table 3. GWR models were also estimated to visualize the spa-
tial variations in the effects of explanatory variables. A Gaussian kernel weighting function 

(1)ln
(

P
t1

i
∕Pt0

i

)

= β0
(

ui, vi

)

+ Σkβk
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ui, vi

)

Xik + εi
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Table 2  Variable definition and descriptive statistics for the downturn period

Variable Definition Unit Level Mean SD

Metropolitan location effect
DCBD Distance to the city center Mile parcel 8.27 2.93
DOSU Distance to The Ohio State University Mile parcel 7.87 3.09
DAIR Distance to the Port Columbus Int. Airport Mile parcel 9.20 4.03
Land use
RESI Share of residential use Percentage tract 0.39 16.31
COMM Share of commercial use Percentage tract 0.12 8.97
RESV Share of available land for residential use Percentage tract 0.05 6.30
COMV Share of available land for commercial use Percentage tract 0.02 2.60
Capital investment
RAMP Presence of highway ramp Dummy tract 0.42
STDN Street intersection density # per square mile tract 160.19 77.62
BUDN Bus stop density # per square mile tract 9.06 12.27
BIKE Total bike lane length mile tract 5.86 6.58
PARK Share of green space percentage tract 20.61 9.39
SCHO Number of schools # tract 1.68 1.45
LIBR Number of libraries # tract 0.14 0.35
HOSP Number of hospitals # tract 0.04 0.21
Accessibility
DROD Distance to the nearest primary and secondary road Mile parcel 0.65 0.53
DBUS Distance to the nearest bus stop Mile parcel 0.61 0.67
DBIK Distance to the nearest bike lane Mile parcel 0.36 0.36
DPAK Distance to the nearest park Mile parcel 0.02 0.04
DSCH Distance to the nearest school Mile parcel 1.68 0.48
DLIB Distance to the nearest library Mile parcel 1.66 0.95
DHOS Distance to the nearest hospital Mile parcel 3.13 1.79
House attribute
YRBT Built year of the property Year parcel 1977 26.79
SGFM Single family house Dummy parcel 0.97
SIZE Parcel size Square feet parcel 7532 25,848
FLOR Floor area Square feet parcel 1832 716
Socioeconomic characteristic
INCO Median household income US$ tract 66,964 25,217
OWNE Share of owner-occupied housing unit Percentage tract 0.63 0.18
PREP Average home price in the previous period US$ tract 210,749 98,412
FORE Estimated foreclosure risk Percentage tract 0.04 0.04
VACA Share of vacant housing units Percentage tract 0.07 0.04
MINO Share of minority Percentage tract 0.22 0.17
SCQU Share of proficiency in reading and mathematics Percentage tract 0.79 0.11
CRIM Number of adult residents admitted to prison per 

1000 people
# tract 2.00 2.48

ZVEH Share of housing units with zero vehicle Percentage tract 0.05 0.05
PODN Population density # per square mile tract 3371 2138
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Table 3  Estimations of home-price appreciation OLS models

Bold: significance at the 0.05 level

1 DOWN RECO INCR

1 Coef p value VIF Coef p value VIF Coef p value VIF
Intercept 2.639 < 0.01 – 1.458 < 0.01 – 0.320 < 0.01 –
Metropolitan location effect
DCBD 0.009 0.02 7.7 0.006 0.02 2.5 0.006 0.10 5.4
DOSU − 0.023 < 0.001 7.3 – – – − 0.010 < 0.01 6.8
DAIR – – – − 0.003 0.03 1.4 − 0.004 0.01 1.7
Land use
RESI − 0.103 < 0.001 2.4 – – – − 0.066 0.07 1.5
COMM − 0.129 0.04 2.1 – – – – – –
RESV − 0.243 < 0.001 1.8 – – – 0.146 0.16 1.7
Capital investment
RAMP − 0.016 0.11 1.5 – – – – – –
BUDN – – – 0.001 < 0.01 2.2 – – –
LIBR − 0.033 0.01 1.3 − 0.033 0.02 1.1 – – –
HOSP 0.030 0.13 1.1 – – – − 0.045 0.09 1.1
Accessibility
DROD 0.019 0.04 1.5 0.021 0.04 1.2 – – –
DBUS 0.017 0.04 2.0 – – – – – –
DBIK – – – – – – 0.021 0.14 1.2
DPAR − 0.301 0.02 1.5 – – – – – –
DLIB − 0.013 0.04 2.5 – – – – – –
DHOS – – – – – – 0.007 0.05 1.9
House attribute
YRBT − 0.001 < 0.001 2.2 − 0.001 < 0.01 2.2 – – –
SGFM 0.040 0.07 1.0 – – – – – –
SIZE – – – − 3.4e−07 0.06 1.1 − 7.9e−07 < 0.01 1.2
FLOR  − – – − 1.6e−05 0.05 1.6 − 3.1e−05 < 0.01 1.3
Socioeconomic characteristics
INCO 1.9e−06 < 0.001 5.5 – – – – – –
OWNE − 0.136 < 0.001 4.7 – – – – – –
PREP − 1.4e−07 0.04 3.1 1.6e−07 0.03 1.7 – – –
FORE − 0.825 < 0.001 2.7 – – – – – –
MINO − 0.119 < 0.001 2.3 − 0.139 < 0.01 1.5 − 0.086 0.02 1.3
SCQU 0.220 < 0.001 2.3 – – – – – –
Number of observations 2731 720 631
OLS results
R-square 0.21 0.10 0.09
AIC − 826.65 − 843.68 − 853.51
GWR results
Adaptive quantile 0.15 0.85 0.25
R-square 0.25 0.10 0.16
AIC − 950.46 − 859.02 − 904.71
MI test of residual SA 

(p value)
0.16 0.27 0.88
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with an adaptive bandwidth was used for the GWR estimations. The Akaike Information 
Criterion (AIC) approach was used to select the optimal bandwidth that would give the 
best goodness-of-fit for the GWR estimations (Fotheringham et al. 2002; Wheeler and Páez 
2010), because the other most-used bandwidth selection approach, cross-validation (CV), 
might be sensitive to a small number of observations (Farber and Páez 2007). Using the 
AIC approach, the optimal adaptive bandwidth quantile is set at 15% for model DOWN, 
85% for model RECO, and 25% for model INCR (Table 3). Moreover, multicollinearity is 
a potential problem in a GWR model that might lead to augmented standard errors (Mul-
ley 2014; Wheeler and Tiefelsdorf 2005). Therefore, local variance inflation factors (VIFs) 
were computed to see if local collinearity substantially increases the estimated variance of 
a coefficient (Wheeler and Páez 2010; Wheeler and Tiefelsdorf 2005). From Table 3, all 
the VIFs are below the critical value of 10 (Cardozo et al. 2012; Mason et al. 1989; Neter 
et al. 1989), suggesting there is no serious multicollinearity problem. The three GWR mod-
els all improve the results with a higher  R2 and a lower AIC (Table 3). Note that insig-
nificant explanatory variables were dropped but some variables of which the significance 
were slightly larger than the 0.05 level were kept in the OLS models because they might 
be locally significant in the GWR models. In addition, a Moran’s I (MI) test was used to 
examine whether any spatial autocorrelation (SA) still remains in the residuals of a GWR 
model (Leung et al. 2000). Each of the three above-mentioned optimal adaptive bandwidth 
quantiles (15%, 85%, and 25%) was converted into a k-value (i.e. the number of k-nearest 
neighboring observations) as a neighborhood structure used for the calculation of spatial 
weights. The inverse-distance-weighting (IDW) function was also used to make sure that 
the spatial weights would be attenuated with distance to mimic the Gaussian kernel weight-
ing function. The insignificant results of the three MI tests suggest that none of the three 
GWR models finds reminding SA in the residuals (see Table 3). In this study, the local esti-
mated coefficients were interpreted in the context of the OLS results. The OLS and GWR 
results are presented below in six subsections, together with maps that show the spatial 
variations of selected explanatory variables.

4.1  Metropolitan location effects

For each repeat sales case, distance to the city center (DCBD), The Ohio State University 
(DOSU), and the airport (DAIR) are the three measures of metropolitan location effects. 
The variable DCBD has a significant and positive sign in the OLS modes in the down-
turn and recovery, indicating that suburban areas better sustained and recovered their home 
value than the downturn area did. More interestingly, the GWR results show that the loca-
tions where better sustain home values, at the 0.05 significance level, cluster in the west 
in the downturn, in the south in the recovery, and in the north in the recent increases (see 
Fig. 3a–c).

The OLS results show that the variable DOSU has a significant and negative sign in the 
downturn and recent increases, while the variable DAIR does so in the recovery and recent 
increases. GWR results give more geographical details, and therefore add more informa-
tion to the changing of the spatial patterns mentioned above. From Fig. 3d, the best loca-
tions to sustain home values in the downturn cluster in the west where is close to OSU. 
In the recovery, additional such locations are found in the north of the airport (Fig. 3e). 
Finally, northern Columbus saw a housing upturn in the recent increases (Fig. 3f). These 
findings are consistent with Fig. 1 that neighborhoods near OSU saw home-price increases 
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in the downturn, then those a few miles northwest of the airport better recovered from the 
recession, and then those in the northwest experienced a new housing boom.

4.2  Land uses

Residential (RESI) and commercial (COMM) uses are two important land-use activities in 
a city. From the OLS results, neighborhoods with a higher share of residential (RESI) or 
commercial (COMM) uses experienced a larger home-price depreciation in the downturn. 
The GWR results indicate that the northwest side of the city with a higher residential share 
was more vulnerable in the downturn, while the opposite side saw a lower home-price rise 
in the recent increases. In addition, home prices in the downturn were depreciated more 
in the neighborhoods with a higher share of vacant residential uses (RESV), particularly 
in southern Columbus. However, an opposite result was found from the OLS model with 
a positive sign for the variable RESV in the recent increases, although the estimate is not 
very significant (p value = 0.15). Nevertheless, this indicates that a neighborhood with 
more available land for future residential uses saw a higher home-price rise in the recent 
housing boom.

4.3  Capital investments

Among a number of capital investments, the presence of a highway ramp (RAMP) in a 
neighborhood shows a negative effect in the downturn at a slightly significant level (p 

Fig. 3  Local significant coefficients of metropolotan location effects
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value = 0.11). However, the GWR results show a cluster of significant local RAMP coef-
ficients located around the largest shopping mall (Eaton Town Center) in Columbus. The 
negative effects of a highway ramp are most likely due to the increased traffic and sepa-
rated living environment by the highways. The variable BUDN (bus stop density) has a sig-
nificant and positive sign in the OLS model in the recovery, suggesting that home buyers 
might consider using transit to save travel costs due to the high fuel price at that time. The 
GWR results also show that such positive effects were exerted more in eastern Columbus 
to help recover from the recession (Fig. 4a).

The OLS results indicate that the more libraries (LIBR) allocated in a neighborhood, the 
less likely a residential house becomes to sustain its value in the downturn and recovery. 
Figure 4b also shows that such negative effects in the recovery exerted more in northern 
Columbus. A possible explanation is that homebuyers were not willing to see many stran-
gers coming from other neighborhoods to the library which is close to homes. Similarly, 
homebuyers did not see hospitals (HOSP) as a premium in the recent increases.

4.4  Accessibilities

From the OLS results, a significant and positive sign for the variable DROD (distance 
to the nearest primary and secondary road) in the downturn and recovery indicates that 
neighborhoods further away from major roads (e.g. suburban areas) better sustained and 
recovered their home value, most likely due to the preference for less traffic noise, privacy, 
and residential amenity. The GWR results suggest that Dublin at the northwest corner held 
this preference strongly in the downturn (Fig. 5a), while eastern Columbus did so in the 
recovery. In the downturn, distance to the nearest bus stop (DBUS) has a significant and 
positive sign in the OLS model, and a cluster of local significant and positive coefficients 
were found in northeastern Columbus from the GWR results (Fig. 5b). More interestingly, 

Fig. 4  Local significant coefficients of capital investments
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northeastern Columbus, as discussed above, saw positive effects of bus stop density 
(BUDN) in the recovery (Fig. 4a). This might imply that home buyers in eastern Columbus 
did not appreciate the proximity to a bus stop in the downturn, most likely due to the con-
cern of foreign visitors, but they, however, appreciated the availability of bus stops in the 
neighborhood in the recovery, probably because of the need of using public transit.

The variables DPAK (distance to the nearest park) and DLIB (distance to the nearest 
library) both have a significant and negative sign in the OLS model, implying that access 

Fig. 5  Local significant coefficients of accessibilities
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to such facilities helped sustain home prices in the downturn. In addition, the GWR 
results show that New Albany at the northwest corner particularly appreciated such effects 
(Fig. 5c, d). It is worth noting that the OLS results show that home buyers did not value a 
large number of libraries in the neighborhood as a home-price premium in the downturn, 
and the GWR results indicate that such effects occurred in a small area at the southeast cor-
ner. To summarize, in the downturn, we observe that home buyers in northeast Columbus, 
New Albany, appreciated the proximity to a library, while those in the southeast corner 
disliked the possible external effects caused by those libraries in the neighborhood. A pos-
sible explanation is that New Albany is a newly developed area without many libraries 
allocated, and therefore the accessibility to a library in an accessible driving distance was 
preferred by home buyers. Finally, the variable DHOP has a significant and positive sign 
in the OLS model in the recent increases. In this case, proximity to a hospital might not be 
seen as a premium to home prices in the recent boom. Similarly, proximity to a bike lane 
(DBIK) did not help increase home prices, although such effects were not very significant 
(p value = 0.14).

4.5  House attributes

In the downturn, single-family (SFAM) houses were found better sustaining their value, 
as compared to other house types. However, such effects were not very significant (p 
value = 0.07). The variable YRBT has a significant and negative sign in the OLS model 
in the downturn and recovery, implying that a house built in a more recent time tended 
to lose its value more during the recession. The GWR results also show that new builds 
lost more in the southeast than in the northwest (Fig. 6a). This finding is consistent with 
Fig. 1b that old wealthy neighborhoods in the north better resisted the recession impacts. 
More interestingly, the OLS results show that the home price of a smaller house (SIZE, 

Fig. 6  Local significant coefficients of house attributes
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FLOR) tended to increase more in the recovery and recent boom. This finding suggests that 
home buyers might seek to reduce financial risks in the awake of the recent recession. The 
GWR results also point out that such effects exerted more influence in northern Columbus 
(Fig. 6b). It is worth noting that this change can be seen as a way how the housing market 
adapts to the recent recession.

4.6  Socioeconomic characteristics

A number of socioeconomic characteristics were controlled for in the OLS and GWR 
models. The foreclosure rates (FORE) estimated in 2008 were negatively associated with 
home-price appreciation rates. This finding is as expected that a house, especially those 
around Upper Arlington, with a higher loan-cost ratio would more likely turn out to be a 
foreclosure in a downturn. The spatial variation of such effects is illustrated in Fig. 7a. The 
variable PREP (the average home price in the previous time) has a significant and negative 
sign in the downturn, implying that the home prices before the recession were most likely 
overvalued by home buyers. On the contrary, a significant and positive sign for the variable 
PREP in the recovery indicates that neighborhoods with a higher home price in the down-
turn recovered better from the recent recession.

In the downturn, wealthier neighborhoods (INCO) were found better sustaining their 
home prices, and southern Columbus was influenced more by such effects (Fig. 7b). Neigh-
borhoods with a higher home ownership share (OWNE), particularly in the north, were 
found being more seriously hit in the downturn. As expected, school quality (SCQU) over-
all showed a positive effect on sustaining home prices in the downturn. Finally, it is worth 
noting that a neighborhood with a higher minority share was more vulnerable in all three 
periods. This finding is consistent with those from past studies on the recession impacts, 
see Allen (2011), Immergluck (2008), Li (2011), and Li and Walter (2013).

Fig. 7  Local significant coefficients of socioeconomic characteristics
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5  Discussion

5.1  Where were more resilient to the housing recession?

The three metropolitan location effect factors computed in this study can help investigate 
where better resisted, recovered from, and adapted to the impacts of the recent recession. 
First, the OLS results show that distance to the city center (DCBD) has a positive effect 
on home-price appreciation rates in all three periods. Second, a negative sign for the other 
two location-effect factors (DOSU, DAIR) in the OLS models suggests that houses in the 
proximity to these two locations better sustained, recovered, and then increased their home 
prices. The local location effects captured in the GWR models give additional information, 
together with the mapping of home price changes in the three periods (i.e. Fig. 1), to better 
understand how the spatial pattern of such effects changed from a period to another.

In conclusion, the longstanding wealthy neighborhoods a few miles northwest of the 
city center (Upper Arlington) better sustained their home value in the downturn, those clus-
tering in the inner ring of the city better recovered from the recession, and those extending 
out to the outer rings better increased their home prices in the recent boom. In a word, sub-
urban areas, particularly in northwestern Columbus, are more resilient in the recent hous-
ing recession. It is not surprising to find such a decentralized pattern in a medium-size city 
in the Midwest. However, this finding might not apply to other metropolitan areas in the 
US. For instance, Dong (2015) reported that proximity to the city center had a significant 
and positive effect in the case of Portland, Oregon, due to the long term efforts to revitalize 
the Portland downtown.

5.2  What built‑environment features helped sustain and recover home prices?

A number of built-environment features were examined in this study while controlling for 
location effects, house attributes, and socioeconomic characteristics. In the downturn, only 
proximity to a park (DPAK) or library (DLIB) has a positive effect on sustaining home 
values, particularly for the newly developed wealthy neighborhoods (New Albany) at the 
northeast corner of the city. Homebuyers did not show a preference for those built-environ-
ment features that would bring negative externalities, such as a higher share of residential 
(RESI) and commercial (COMM) uses, the presence of a highway ramp (RAMP), and a 
higher number of libraries (LIBR) in the neighborhood. Also, proximity to a primary or 
secondary road (DROD) or bus stop (DBUS) also shows a negative effect, indicating the 
preference for residential amenity, privacy, and safety.

A study also reported similar findings that home buyers in Columbus prefer lower den-
sity, more open space and other amenities (Morrow-Jones et al. 2004). Moreover, home-
buyers did not show a strong preference for those features (e.g. RESI, DROD, LIBR, 
HOSP, and DHOS) that would bring neighborhoods negative externalities in the recovery 
and recent boom. This might suggest that home buyers did not change their preference for 
this type of feature after the recession. However, bus stop density (BUDN) did help recover 
home prices, because there was a high fuel price at that time (Dodson and Sipe 2008).

5.3  Other findings

There are several interesting findings from the model results for the remaining vari-
ables. Neighborhoods with higher income (INCO) or better school quality (SCQU) were 
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found better sustaining their home value in the downturn. New builds (YRBT) were 
more vulnerable to the recession in the downturn, especially those in southern Colum-
bus. Neighborhoods with higher foreclosure risks (FORE) tended to lose more value in 
the downturn. More interestingly, the model results suggest that home prices (PREP) 
before the bust were most likely overvalued, and a higher home price in the bottom 
period helped recover its value. In the wake of the recession, smaller houses (SIZE, 
FLOR) were found better recovering and then increasing their home prices. Finally, the 
economic recession hit harder on the neighborhoods with a higher share of the minority.

6  Conclusion

A spatial analytical framework has been developed to investigate the built-environment 
effects on home values for Columbus, Ohio, using a set of OLS and GWR models. The 
geographical mapping of the home price changes was first presented for the three dif-
ferent periods (downturn, recovery, recent increases). The maps show different spatial 
patterns, indicating that most housing resilient locations might shift from a place to 
another in different periods of the recession. The OLS and GWR results confirm these 
findings that the most resilient locations shifted from old wealthy neighborhoods a few 
miles northeast of the city center in the downturn, to the inner ring of the city in the 
recovery, and then to the outer rings in the recent increases. Overall, suburban areas, in 
particular those in the north, better resisted, recovered from and adapted to the reces-
sion impacts. The model results reveal that homebuyers showed a strong preference for 
residential amenity, privacy, and safety, and dislike for those built-environment features 
with negative externalities. Home prices were overvalued before the housing downturn, 
and smaller houses were found more attractive to home buyers in the wake of the reces-
sion. Finally, the model results point out that neighborhoods with a higher share of the 
minority were hit harder in all the three periods, most likely due to the high-risk lending 
(Dong 2015).

It might not be determined whether these findings would reflect a long-term trend 
of the housing market in Columbus, due to the short-term nature of the present study. 
Also, the findings might not be used to infer for other similar size cities since each place 
has its own urban contexts. However, the proposed research framework in this study 
can be applied to another city to help better understand how the local housing market 
responded to the recent recession and the time after. Some findings in this study might 
raise questions to planners, such as how to reduce negative external effects for land uses 
and public facilities. Also, it has been a challenge for homebuyers to trade privacy and 
residential amenities off against accessibility. These two features both help sustain home 
prices in the recession. These challenges apply to planners to better balance the benefits 
of both features through the means of planning and design. More importantly, this paper 
advocates that housing policies should focus on minority neighborhoods to increase 
their housing resilience through land-use planning and capital investments, together 
with other social supports (e.g. public housing, tax reduction, and financial support).
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