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Abstract Close connections existing among sequence-dependent tasks should be empha-
sized while assembling products within automotive or electronic industries. This paper
addresses the mixed-model assembly line balancing problem with sequence-dependent tasks
with two objectives, the minimization of cycle time and workload variance. A hybrid genetic
algorithm with novel logic strings was proposed to address the problem. First, both the
sequence-dependent connections and precedence relations are integrated into the combined
precedence graph so as to transform the original problem into the single-model assembly
line balancing problem and to decrease the computational complexity. Second, three heuris-
tic factors are hybridized into the process of initialization with the purpose of improving
the quality of initial solution population. Third, considering sequence-dependent tasks, logic
strings are designed to ensure the feasibility of chromosomes during two-point crossover and
insertion mutation operations. Computational studies have demonstrated that the proposed
algorithm can solve problems to near-optimality and even optimality with less computational
effort.
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1 Introduction

Anassembly line is a flow-line production system,which is typical in high quantity production
of standardized commodities and low volume production of customized products. Originally,
assembly lines targeted atmass production of single products.With the diversified needs of the
customers, the number of product models began to increase. For example, in the automotive
and electronic industries, the customers hope to buy individualized products according to their
own requirements and affordability, which impels manufacturers to extend the capability of
existing assembly lines so as to produce various products concurrently. In such a context,
mixed-model assembly lines arise. It specializes in assembling a variety of product models
with similar characteristics at the same time.

The single-model assembly line balancing problem (SALB-P) was first proposed and
formulated as a mathematical problem by Salveson [1]. Subsequently, additional product
models are introduced, which leads to the mixed-model assembly line balancing problem
(MMALB-P). MMALB-P needs to make decisions about how to assign all the given tasks
to workstations under the constraints of precedence relations. The MMALB-P is generally
classified into two categories: Type-I, the number of workstations is minimized for a given
cycle time; Type-II, the number of workstations is fixed and the objective is to minimize cycle
time. Type-II is also NP-hard [2–4], but more popular in contemporary enterprises because
it can increase productivity without purchasing new machines or expanding facilities within
existing assembly lines. Hence, Type-II is studied in this paper.

Unlike SALB-P, MMALB-P is much more complicated since it necessitates additional
considerations about interactions among product models. As addressed by several researches
in the last fewdecades [4–7], the task common to severalmodels should be allocated to exactly
one workstation by utilizing the joint precedence graph or combined precedence graph [8–
12]. As for joint precedence graphs, Boysen [12] proposed a modified approach based on
option mix forecasts, which allows for reliable model mix forecasts when product variety
is high. This option-based approach is a better choice in practice in terms of computational
effort and outcome.

As for MMALB-P with sequence-dependency, several contributions can be found, in
which production sequence-dependency, resulting from differences among product models,
is involved. The number of sequence-dependent setups was optimized by Giard and Jeunet
[13] through a cost function. Under the constraint of setup times, Ozturk et al. [14] and
Yolmeh and Kianfar [15] balanced and scheduled flexible mixed-model assembly lines. Due
to facility constraints, tasks belonging to different car types should be processed in one
workstation, and thus the operation of process precision is dependent on the production
sequence [16].Mosadegha and Zandiehb [17] solved the balancing and sequencing problems,
where processing time of each task was station-dependent, so that production sequence
had a great influence on the workload of given workstations and line efficiency. Hamtaa
et al. [18] proposed a new solution method based on the combination of particle swarm
optimization algorithm with variable neighborhood search to solve a single-model assembly
line balancing problem with three objectives. There, the task time depends on worker(s) (or
machine(s)) learning for the same or similar activities and sequence-dependent setup times
existing between tasks. In rare cases, task sequence-dependency within one product model is
considered. In 2006, sequence-dependent assembly line balancing problem of single model
was defined by Scholl et al. [19], where two tasks interact and the task times are influenced due
to strict technological requirements. Note that, the MMALB-P with the sequence-dependent
tasks has not been studied very well. For the sake of industrial applications, this paper focuses
on the MMALB-P with sequence-dependent connections.
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In the past several decades, many approaches such as exact, heuristic algorithm and meta-
heuristic algorithm have been developed to tackle the mixed-model assembly line balancing
problem. Bukchin and Rabinowitch [4] developed an optimal solution procedure based on
a backtracking branch-and-bound algorithm to minimize the sum of costs about stations
and task duplication. Hadi [20] presented a binary goal programming model. Helgeson and
Birnie [21] developed a heuristic approach knownas the ranked positionalweighted technique
(RPWT) which provides near-optimal solutions indeed to reduce computational times. Bock
[22] proposed distributed search procedures by integrating specific aspects relevant to the
automotive industry. To improve the combinatorial optimization capability in discrete search-
space, meta-heuristics were studied in the past decade. Vilarinho and Simaria [6] proposed a
two-stage procedure based on simulated annealing, employing different goals in each stage,
to minimize the number of workstations first for a given cycle time and to balance workloads
between and within workstations then. Simaria and Vilarinho [23] presented an iterative
genetic algorithm-based procedure for solving MMALB-P with parallel workstations, to
maximize the production rate of the line under the pre-determined number of operators. A
generalized Pareto-based scale-independent fitness function genetic algorithm was proposed
by Zhang and Gen [24], where three objectives are introduced: to minimize cycle time,
workload variation and the sum of costs.Manavizadeh et al. [25] introduced amulti-objective
genetic algorithm to solve a mixed-model assembly line problem, considering cycle time and
the number of stations simultaneously. A comparison was carried out between six multi-
objective evolutionary algorithms so as to determine the best method to solve the specific
problem.

Hybrid algorithms represent a significant attempt for solving NP-hard problems in an
effective, reliable and accurate way without any human intervention [26], and are introduced
in this study. Akpinar and Bayhan [27] presented a novel hybrid genetic algorithm by inte-
grating a genetic algorithm with three different heuristics, (1) the RPWT from Helgeson
and Birnie [21], (2) the Kilbridge and Wester heuristic [28], and (iii) phase-I of Moodie
and Young method [29]. Noorul [11] also proposed a hybrid genetic algorithm approach
in which initial solutions were obtained using a modified ranked positional weight method.
These approaches reduce both search space and search time effectively.

In this study, a hybrid genetic algorithm is proposed to solve MMALB-P with sequence-
dependent tasks. This paper is organized as follows: sequence-dependent tasks and their
industrial applications are explained in detail in Sect. 2. Themathematicalmodel ofMMALB-
P with sequence-dependent tasks is presented in Sect. 2.3. The hybrid genetic algorithm is
presented in Sect. 3. The experimental results are discussed and analyzed in Sect. 4. The
conclusions are provided in Sect. 5.

2 Problem formulation

During balancing workloads along assembly lines, there exist certain connections among
sequence-dependent tasks. Such connections have not yet been studied in the literature.

2.1 Sequence-dependent tasks

Close connections, except precedence relations, exist among tasks during the assembly of
products. These connections originate from two phases of operation management as follows.

Phase 1: Each job is divided into one or more tasks. Any task should be the smallest,
indivisible and rational work element of the job, so as to increase the efficiency of the
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Fig. 1 The installation process of glass guide. a Coat soap-suds. b The installation of glass guide. c Pull the
line out

assembly line, and to reduce the operation errors such as missing someminor tasks. After
task division, the precedence relations among tasks are redefined and drawn into the
precedence graph. In this way, each task can be performed complying with the assembly
process strictly. This phase will be done by the process planning department.
Phase 2: Based on given task divisions and precedence relations, the objective is to
balance the workload along the assembly lines. This is performed by the manufacturing
workshop.

Due to the task division, certain connections appear inPhase 2.This is denoted as sequence-
dependent relations in practice, and demonstrated by the following three examples.

Example 1 The glass guide is installed with three tasks as displayed in Fig. 1. Task 1 in
Fig. 1a is to coat soap-suds as lubricant to facilitate the installation of glass guide. Task
2 in Fig. 1b is to install the glass guide immediately. Task 3 in Fig. 1c means to pull the
line out immediately. If task 2 is not performed immediately after task 1, the lubricant will
be dry and useless. Similarly, if task 3 is not performed immediately after task 2, other
workers may touch the soap-suds and thus stain the door. In brief, tasks 1, 2 and 3 should be
performed consecutively in one station, although such constraints have not been defined in
the precedence graph.

Example 2 The fastening clamp plays an important role in fixing the glass on the door. The
installation of the fastening clamp on the glass must be performed before installing the glass
on the door. This relation has been represented in the precedence constraint. However, during
the assembly, if two tasks as shown in Fig. 2, installing the fastening clamp on the glass and
glass on the door, are completed on different workstations, then storage spaces along the
assembly line will double, and the transportation times and costs for transferring glasses
from one workstation to another will increase. Thus, these two tasks should be performed
on the same workstation. Moreover, since the installation of fastening clamp on the glass
is very simple, workers can complete it when they fetch the glass. Thus, these two tasks
are defined as sequence-dependent tasks in practice. Such sequence-dependent connection
between these two tasks should be considered beyond the precedence relation, to ensure that
these two tasks can be performed consecutively, to reduce the walking time of workers on
the production line, and to shorten the subsidiary operation times.
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Fig. 2 The installation process of door glass. a The sub-installation of fastening clamp. b The installation of
door glass

Fig. 3 Assembly body of gear pump

Example 3 In a real industrial operation, the gear pump of an automotive engine is assembled
by 22 components. Sixteen of themwill be left after the simplified treatment of screws, gaskets
and pins. As shown in Fig. 3, six cylinder pins must be assembled immediately to prevent the
pump bonnet from falling down. Such connections also exist in installing gasket and bolts,
and setting up spring, shim and plug screw.

The above examples show that the sequence-dependent tasks take place frequently the
practical assembly, and should be considered during balancing assembly lines.

Moreover, sequence-dependent tasks can be termed as tasks which should performed
consecutively in the same workstation. Considering sequence-dependent tasks, the assembly
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Fig. 4 Precedence graph with sequence-dependent tasks

procedure of the gear pump can be depicted as the precedence graph of Fig. 4, where circles
represent tasks, arrows between tasks stand for precedence constraint and arrows with double
lines highlight sequence-dependent relations between tasks.

If a sequence-dependent relation exists between tasks i and l with i ahead of l, the following
principles must be held during assigning tasks among workstations:

(1) Tasks i and l must be assigned to the same workstation;
(2) Task l must be performed immediately after i , meaning that l has higher priority than

other immediate following tasks of i ;

The notation used in this study is listed in Table 1.

2.2 Problem statement

Generally, the mixed-model assembly line balancing problem of Type-II can be depicted as
Fig. 5, where S stations ( j = 1, 2, ..., S) are installed along a unidirectional transportation
system. M(m = 1, 2, ..., M) product models, represented by diamonds, circles and triangles,
are serially assembled along the line at a constant pace, which is defined as cycle time (CT ).
Each product model m has dm products and I (i = 1, 2, ..., N ) tasks. In addition, each
workstation j can process any task of every product model.

The following assumptions are introduced for the MMALB-P with sequence-dependent
tasks:

• D products from M(M ≥ 2) models are assembled serially.
• Throughout the planning horizon, demands for each model are given and demand propor-

tions qm for each model m can be determined in advance.
• Same tasks in different product models may have different processing times.
• Any task should be allocated to exactly oneworkstation and consequently the task common

to several product models will be performed on one workstation [11]. This will improve
the proficiency of workers and make full use of tools and fixtures in that station.

• The processing time for each task is predetermined and deterministic.
• The allocation of tasks to workstations must comply with cycle time.
• Every task of each product model must be assigned only once, satisfying precedence

relations and sequence-dependent constraints.
• Precedence graphs of all models can constitute a combined precedence graph, which

includes N assembly tasks of M product models.

A combined precedence graph, which converts MMALB-P into SALB-P, is the preferred
approach to depict similarities and differences amongmodels. Figure 6 illustrates the process
of constructing a combined precedence graph, where both sequence-dependent connections
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Table 1 The notations used in this study

Indices

i, l: Task(i, l = 1, 2, . . . , N ) j : Workstation( j = 1, 2, . . . , S)

m: Product model(m = 1, 2, . . . , M)

Parameters

N : Number of task tim : Processing time of task i for model m

S: Number of workstations tmin: The minimum task time

M : Number of models tmax: The maximum task time

CT : Cycle time dm : Demand for model m

cr : Crossover rate H : Big value

mr : Mutation rate D: Total demand of all models, D = ∑M
m=1 dm

ti : Processing time of task i in the combined precedence graph, ti = ∑M
m=1 timqm

qm : Proportion of model m, where qm = dm/
∑M

m=1 dm = dm/D

W : The number of available positions in logic strings, and W = ∑N−1
r=1 Positionr

PL: The number of precedence links. If there is a precedence relation between tasks,

a precedence link exists

ylk : Binary variable for precedence relation. If Task l immediately precedes task k,

then ylk equals to 1; otherwise, it is equal to zero

SDil : Binary variable for sequence-dependent connection. If tasks i and l are

sequence-dependent with i ahead of l, then SDil equals to 1; otherwise,

it is equal to zero

I Fi : Immediate following task set of task i , which is derived directly from the

combined precedence graph

Decision variables

T abui =
{
1 if task i has been assigned
0 otherwise

Positionr =
{
1 if the task in r−th position is available to crossover or mutate
0 otherwise

xi j =
{
1 if task i is assigned to workstaion j
0 otherwise

Yi jn =
{
1 if task i is assigned to the nth position of workstaion j
0 otherwise

Dynamic sets

PS: Possible Set representing holding tasks which have no predecessor or all their

predecessors have been allocated

CS: Candidate Set representing holding tasks which satisfy both precedence relations

and sequence-dependent constraints; ykl = 1, SDil = 1, Tabuk = 1, i, l, k ∈ PS

UD: Updating Set representing holding tasks that are available to be updated,

(e.g., i, l ∈ PS, if Tabui = 1, yik = 1 and ylk = 0, then task k can be updated)

FA: Feasible Area, which is between the latest predecessor and the earliest

successor of the mutated task

and precedence relations are included. In Fig. 6a, tasks 4 and 7 are sequence-dependent,
and hence, in the combined precedence graph Fig. 6c, this sequence-dependent relation is
included. For the processing times, and given that the demand ratio between models A and
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Fig. 5 Mixed-model assembly lines balancing

Fig. 6 Precedence graph for: a model A, b model B, c combine precedence graph

Table 2 The processing times
for each model and the combined
model

Task 1 2 3 4 5 6 7 8 9

tA 4 24 21 15 0 8 1 5 9

tB 4 0 0 0 6 2 4 2 9

Weighted ti 4 8 7 5 4 4 3 3 9

B is 1:2, the respective processing times are listed in lines 2 and 3 of Table 2, while the last
line shows the weighted processing time for each task in the combined precedence graph.

2.3 The mathematical model

The MMALB-P with sequence-dependent tasks has two objectives: (a) to minimize the
cycle time and (b) to minimize the workload variance for a given number of workstations.
The primary objective, to promote throughput and increase productivity, is achieved by
minimizing the maximal station time (cycle time) as in Eq. (1). The secondary objective,
to smooth workloads along the whole assembly line and ensure fairness among workers, is
derived by minimizing the workload varianceWV described as Eq. (2).

minCT = max Tj (1)

minWV = 1

S

S∑

j=1

[

Tj − 1

S

(
N∑

i=1

ti

)]2

(2)

where S is the number of givenworkstations, Tj is the j th station time, and ti is the processing
time of task i in the combined precedence graph.

The constraints of the mathematical model are as follows.

S∑

j=1

xi j = 1 ∀i (3)
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N∑

n=1

Yi jn = xi j ∀i, j (4)

S∑

j=1

j · xi j ≤
S∑

j ′=1

j ′ · xi ′ j ′ ∀i,i ′, (
i, i ′

) ∈ P (5)

N∑

n=1

n · Yi jn ≤
N∑

n′=1

n′ · Yi ′ jn′+H × (2 − xi j − xi ′ j ) ∀i,i ′, n, n′, j
(
i, i ′

) ∈ P (6)

N∑

i=1

xi j · ti ≤ CT ∀ j (7)

Yi jn − Yl j,n+1 = 0 (i, l) ∈ SD,∀ j, n (8)

xi j ∈ {0, 1} ∀i, j (9)

Yi jn ∈ {0, 1} ∀i, j,n (10)

Equations (3) and (4) ensure that each task is assigned to one position in certain worksta-
tion. Equations (5) and (6) introduce the precedence relationships between tasks represented
by (i, i ′) ∈ P which are satisfied by assuring that task i ′ is performed immediately after
task i , no matter whether the immediate following and preceding tasks are allocated to the
sameworkstation or not. Equation (7) imposes that the cycle time is themaximal station time.
Equation (8) guarantees that the sequence-dependent tasks i and l are performed sequentially
in the same workstation. Equations (9) and (10) are general integrality restrictions.

3 The hybrid genetic algorithm

Genetic algorithm (GA), a stochastic searching algorithm inspired by the natural evolu-
tion rule, was introduced by Holland [30]. Being able to search for near optimal solutions
efficiently, GA is widely used to address NP-hard problems in many areas, for example,
robotics, automatic control, artificial life, image processing, combinatorial optimization and
production scheduling.

The hybrid GA starts with an initial population of a set of feasible solutions represented
by chromosomes, which will be decoded according to processing times and cycle time, and
then be evaluated by a fitness function representing a quality measure of each individual. To
search for optimal or near optimal solutions, the selection process is carried out iteratively. A
new chromosome is generated through two important operators: crossover and mutation. The
crossover operator combines two selected chromosomes by exchanging part of them based
on randomly selected cut points, while the mutation operator mutates one or more randomly
selected parts. The flow chart of the hybrid GA is shown in the middle column of Fig. 7. It
includes the following steps.

Step 1. Population initialization: formulate initial population of chromosomes.
Step 2. Individual decoding: assign tasks to ordered workstations.
Step 3. Fitness evaluation: evaluate each individual.
Step 4. Selection: choose individuals with higher fitness under an elite preservation
strategy and to preserve best individuals into next generation.
Step 5. Crossover: combine two chromosomes for generating offspring.
Step 6. Mutation: produce offspring.
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Fig. 7 Flowchat of hybrid GA for MMALB-P with sequence-dependent tasks

Step 7. Fitness evaluation: evaluate each individual of new generation.
Step 8.Termination criteria: end the procedure if certain termination criteria, such as
predetermined number of generation, have been satisfied. Otherwise, go to step 4.

Due to multiple product models being involved, the combined precedence graph of all
assembledproductmodels should be employed, so that precedence constraints of eachproduct
model can be satisfied. This is represented by the right column in Fig. 7. Moreover, as
exhibited by the left column in Fig. 7, logic strings are designed to avoid violating sequence-
dependent relations between tasks during the crossover and mutation operations, and three
novel heuristic factors are introduced to speed up the process of initialization.

3.1 Initialization

A high quality initial population can reduce the computational effort, especially for large-
scale industrial applications. Hence, it is important to generate high quality initial solutions.
A task needs to be selected from the current set, and one of several alternative task selection
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Table 3 Criteria for selecting
tasks

No. Rule for tasks Decision criteria

1 RPWT Ranked positional weight technique

2 T Maximum task processing time

3 N Minimum task number

4 IS Maximum number of immediate successors

5 TS Maximum number of total successors

6 ATS Maximum average time of successors

7 RT Uniformly random

8 wi Synthesis Weights

rules will be used to choose the task. The decision criteria used to select the next task are
presented in Table 3, which displays an adaptation to this problem of 7 well-known priority
rules and random selection. These rules are determined either by task processing times, the
number of immediate successors, precedence relations, cycle time, or by their combinations.
For instance, the ranked positional weight technical (RPWT), associated with the task and
its immediate following tasks, was calculated in Helgeson and Birnie [21] so that tasks could
be allocated to the lowest numbered feasible stations at descending order of the positional
weight. Moodie and Young [29] employed two matrices P (immediate predecessors) and F
(immediate successors) to determine the available tasks for assigning based on the maximum
task processing time rule.

In this study, the synthesis weights of tasks are calculated based on three heuristic factors:
(a) processing times ti introduced by Tonge [31], (b) the number of immediate successors I Fi
suggested by Helgeson and Birnie [21], and the number of updated tasks for task i , defined
as UDi , is proposed here so that tasks with larger number of updated tasks can be selected
with higher priority.

Based on these three heuristic factors and their weighted modulus, λ1, λ2 and λ3, the
synthesis weight of each task can be calculated by Eq. (11), where λ1 + λ2 + λ3 = 1.

wi = λ1
ti

∑
i ′∈CS ti ′

+ λ2
UDi

∑
i ′∈CS UDi ′

+ λ3
IFi

∑
i ′∈CS IFi ′

,∀i ∈ CS (11)

The task with largest synthesis weight is selected. The proposed approach for generating
initial feasible solutions is as follows.

Step 1: Select tasks which have no predecessors or all their predecessors have been allo-
cated form the possible set PS according to Eq. (12);

Predecessork =
N∑

i=1

Pik (12)

where, Predecessork is equal to the sum of unallocated predecessors of task k at given time.
Note that, only if Predecessork equals to zero, then task k can be selected into the possible
set PS.

Step 2: Derive the candidate set CS from the possible set PS, excluding tasks that do not
meet the sequence-dependent constraints: ykl = 1, SDil = 1, Tabuk = 1, (i, l, k) ∈ PS.

Step 3: If CS is empty, (i.e., all tasks are selected) then stop; otherwise, go to step 4;
Step 4: Calculate the synthesis weights of all tasks in CS by Eq. (12), select the task

with the largest wi , and then append it into the task sequence. If there are several tasks with
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Fig. 8 Formulating feasible task sequence. a Precedence matrix. b Generation of chromosome sequence

the largest synthesis weight, then select one task randomly. According to the assignment
principles about sequence-dependent tasks, two scenarios exist:

(1) If SDik = 1 and ylk = 1, then task l has higher priority than task i ;
(2) If SDik = 1 and Tabui = 1, then task k must be selected next; for example, in the 3rd

column in Fig. 8b, task 7 must be allocated immediately after task 4.

Step 5: Update PS and CS by removing the selected task and adding new tasks which
meet Eq. (12); go to step 3 until termination conditions are satisfied (i.e., sets PS and CS are
vacant).

As an example, consider the precedence matrix of Fig. 6c which is shown in Fig. 8a.
The number “1” represents that the line is the immediate predecessor of the column, and
number “2” shows that the tasks in the line are sequence-dependent to those in the column.
By updating the possible set PS and candidate set CS, and appending new possible tasks
iteratively, a feasible task sequence is obtained gradually from the selected task ST , as
depicted in Fig. 8b.

3.2 Chromosome code and decode

Through the process of initialization outlined in Sect. 3.1, all tasks are ordered into a feasible
sequence as represented by (1,2,3,4,7,5,6,8,9) in Fig. 8b. This chromosome simulates the task
sequence performed on all ordered stations, without information about the task assignment.
To further ascertain the task assignment on each workstation, this chromosome needs to be
decoded. Based on the real number coding and decoding processes introduced by Simaria
and Vilarinho [23], we apply the process of decoding chromosomes for the minimization of
cycle time CT and workload variance WV concurrently:

Step 1: Compute the theoretical minimum cycle time, and set it to CT ;

CT = 1

S

N∑

i=1

ti

Step 2: (a) If no sequence-dependent task is involved, allocate tasks in the feasible
sequence to stations from 1st to (S − 1)th so that each station time does not exceed
CT ; (b) If tasks i and l are sequence-dependent with i ahead of l,(i.e., SDil = 1), assign
tasks i and l simultaneously to the same workstation from 1st to (S − 1)th; (c) Allocate
all the remaining tasks to the last workstation S;
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Fig. 9 Coding and decoding
process

Step 3: Calculate the workstation time Tj ( j = 1, 2, . . . , S) and current cycle time CT ,
CT = max(Tj | j = 1, 2, . . . , S);
Step 4: The first task or sequence-dependent tasks, which is/are located in the 1st and 2nd
positions in each station (1st station excluded), are reallocated to the current immediate
preceding station, and we calculate the new workstation time T ∗

j and new cycle time
CT ∗ = max(T ∗

j | j = 1, 2, . . . , S − 1);
Step 5: IfCT ≤ CT ∗, theminimum cycle timeCT for the given chromosome is obtained;
otherwise, go to Step 2.

The schematic coding and decoding process are shown as Fig. 9.

3.3 Tournament selection with elitism

Selection strategies have different effects on the performance of GA. Generalized selection
rules include: proportion selection, level selection, tournament selection, and elite preserva-
tion strategy. In this work, two selection mechanisms, elite preservation strategy [32,33] and
tournament selection [34–36] have been applied together, and it is executed with two steps:

Step 1: Best individuals from 15% of the whole population size are inherited directly
into the next generation.
Step 2: The rest of individuals are generated by tournament selection, which is executed
as follows.

(1) Determine the tournament size ts. Here ts = 2. And the selection times st = P/2;
(2) Randomly choose individuals from the current populations;
(3) Compare the objective function value of the selected individuals and choose better

chromosome into the next generation.

With the combination of elite preservation strategy and tournament selection, on the one
hand, elite preservation strategy aims at attaining that the final population contains the best
solutions ever found, because the best individuals at each generation are preserved avoiding
the loss of best individuals. On the other hand, the tournament selection has no requirement
on the fitness value, and it has randomness to some extent.

3.4 Crossover operator

The crossover operator generates new offspring by exchanging contiguous sections of the
chromosomes of parent solutions, so that offspring chromosomes inherit features from par-
ents. In this paper, a two-point crossover is adopted.

In the process of a two-point crossover, first, any two chromosomes are chosen from
the population as parents, and then two points are selected as the cut points. Note that, the
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Fig. 10 Crossover operator. a And operation between logic strings. b Two-points cross over

feasibility of the cut points needs to be verified because sequence-dependent tasks must be
performed successively.

3.4.1 Logic string

For sequence-dependent connections between tasks, the following logic string (see Fig. 10a)
is proposed.

Step 1: Choose any two chromosomes from the population as parents P1 and P2;
Step 2: For each parent P1 and P2, set posi tionr = 1(r = 1, 2, . . . , N−1) if sequence-
dependent tasks are not involved. Otherwise, set posi tionr = 0.
Step 3: Carry out logic “AND” operations between these two logic strings (i.e.,
posi tionr = posi tion1r ∩ posi tion2r ), resulting in posi tionr = 1 only when both of
them are equal to one. Thus, the position with the value of 1 is available for crossover;
and the number of available positions is calculated by equation W = ∑N−1

r=1 posi tionr .

3.4.2 Two-point crossover operator

After available positions have been indicated by logic strings, two positions are randomly
selected as the cut points. Each of them divides the parent into three parts: the front (F),
middle (M) and back (B). From one parent (P1), the F and B parts are inherited directly
into the same positions of offspring O1, and these elements from the other parent (P2) are
removed subsequently, and the remaining elements of P2 are copied and placed in the M
part of O1 in the same order in P2, so the offspring O1 is generated [15,27]. Similarly, the
offspring O2 can be generated.

Note that O1 and O2 are feasible because the task sequence in the middle part has not
been changed. The crossover process is shown in Fig. 10b.

3.5 Mutation operator

To avoid convergence to a local optimum and generate new chromosomes, the mutation
operator is used. In general, mutation is applied with smaller probability. The mutation
operator randomly alters the composition of a chromosome to produce a new offspring,
instead of recombining two strings. Herdy [37] proposed four operators: insertion, recip-
rocal exchange, inversion and displacement. In this article, the insertion mutation is
employed.
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Fig. 11 Mutation operator. a Without sequence-dependent tasks. b With sequence-dependent tasks

During the insertion mutation operation, first, one chromosome is randomly selected
from the population as parent, and then one task is randomly chosen as the mutated task. In
order to ensure the feasibility of the population under the constraints of sequence-dependent
connections, logic strings are defined first.

3.5.1 Logic string

The logic string shown in Fig. 11 is introduced and generated by the following steps:

Step 1: Choose a chromosome from the population as the parent;
Step 2: In the chromosome, set posi tionr = 1(r = 1, 2, . . . , N − 1) and randomly
select task i in position r as the mutated task, and set posi tionr−1 + posi tionr = 0.
There are two cases:

Case 1: without sequence-dependent tasks
If no sequence-dependent task exists (i.e., SDik = 0,∀k), determine the feasible area (FA)

of themutated task according to its latest predecessor and earliest successor; set posi tionn =
0 when (n /∈ FA) and select exactly one position from those posi tionn = 1(k ∈ FA) .

Case 2: with sequence-dependent tasks
If (SDik = 1 or SDkl = 1,∀k), determine the feasible area (FA) ranging from the latest

predecessor and the earliest successor of tasks i and k, and set posi tionn = 0(n /∈ FA).
Note that, the logic string is obtained and the number of available positions W can be

calculated.

3.5.2 Insertion mutation

Upon generation of the available positions, one position from W is randomly selected as the
insertion point. There are two cases:

Case 1: without sequence-dependent tasks
If no sequence-dependent relation exists between tasks i and others, insert i into the

insertion position. For instance, in Fig. 11a task 2 is selected as themutation point. According
to the combined precedence graph of Fig. 6c, tasks 1 and 6 are the immediate proceeding
and following task of task 2, respectively.

Case 2: with sequence-dependent tasks
If a sequence-dependent relation exists between tasks i and k, insert these two tasks into

the insertion position. This approach ensures that both precedence constraints and sequence-
dependent relations are satisfied. For instance, in Fig. 11b, task 4 is selected as the mutation
point, and tasks 3 and 8 are their latest preceding and earliest following tasks of the sequence-
dependent tasks 4 and 7.
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Fig. 12 Modified Sawyer 30 with sequence-dependent tasks

Table 4 Processing times and weighted average task times for Sawyer 30

Task 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

tA 9.5 1.3 4.8 3.3 1.5 4.5 3.6 0 12.3 0.0 2.5 4.3 6.5 1.7 7.0

tB 9.5 1.3 4.8 3.3 1.7 4.1 3.6 2.0 12.3 8.0 2.5 4.3 0.0 1.7 7.0

Weighted ti 9.5 1.3 4.8 3.3 1.58 4.34 3.6 0.8 12.3 3.2 2.5 4.3 3.9 1.7 7.0

Task 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

tA 1.4 7.8 2.9 1.6 7.0 8.7 3.9 6.4 2.8 8.5 6.7 1.9 9.9 4.6 4.0

tB 1.4 7.8 2.9 1.6 7.0 8.7 4.1 6.4 2.7 8.5 6.7 1.9 9.9 0.0 4.2

Weighted ti 1.4 7.8 2.9 1.6 7.0 8.7 3.98 6.4 2.76 8.5 6.7 1.9 9.9 2.76 4.08

4 Computational studies and results

4.1 Benchmark case studies

To evaluate the performance of the proposed hybrid genetic algorithm for MMALB-P with
sequence-dependent tasks, 5 benchmark case studies including Thomopoulos 19, Sawyer 30,
Lutz 32, Tonge 70 and Arcus 111 from Scholl [38] are investigated. These data sets can be
downloaded from http://www.assembly-line-balancing.de. Data about demand ratios among
models are taken from Kim and Kim [39,40].

To integrate the sequence-dependent tasks into the benchmark case studies, each of them
has been modified. For example, in Sawyer 30 as shown in Fig. 12, 30 tasks exist in the
combined precedence graph, the number of workstations is three, two models A and B are
assembled, and the demands for eachmodel are 300 and 200 units, respectively. Subsequently,
three sequence-dependent task pairs (5, 6), (14, 20) and (24, 25) are appended. In addition,
the processing time for every task of each model and the weighted average processing times
are listed in Table 4.

4.2 Implementation and parameter settings

The proposed hybrid genetic algorithm is implemented with visual C++, and carried out on
a PC with AMD Sempron LE-1250 processor and 512MB of Ram.

Related parameters are shown in Table 5, where N , M and P represent the number of
tasks of the combined precedence graph, the number of models and the population size,
respectively. The last two columns denote crossover rate (cr ) and mutation rate (mr ).

Note that as the number of tasks increases, then the population size increases.
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Table 5 The parameters of
tested problems

Problem N M P cr mr

Thomopoulos 19 3 100 0.6 0.1

Sawyer 30 3 100 0.6 0.1

Lutz 32 3 100 0.6 0.1

Tonge 70 4 200 0.6 0.1

Arcus 111 5 300 0.6 0.1

Fig. 13 Initialization comparision of four approaches

4.3 Comparison of different initializations

In Sect. 3.1, the proposed algorithm is initialized by hybridizing 3 predesigned heuristic
factors. To test its performance, the case study of Sawyer 30 which features 30 tasks that
must be allocated to 5 stations (see Fig. 13), is initialized by four approaches, respectively:
(1) the proposed heuristic initialization, (2) random initialization, (3) the task with largest
processing time first, and (4) the task with the largest number of successors first.

With each approach, this case study was run 100 times, and thus derived 100 results about
cycle time, which are denoted by bullet symbol, asterisk symbol, square box symbol and
times symbol, respectively in Fig. 13. The obtained results are different even with the same
approach. The mean values of these 400 results are represented by four horizontal lines.

For this problem, the average and standard deviation of each approach are reported in
Table 6. From this table, we can observe that the average of the heuristic initialization is
30.4820, which is less than 31.3324, 31.0964 and 31.0902 from the other three approaches,
although the standard deviation is larger than that of other three approaches.

In addition, the significance of the differences between the average results are analyzed
with Students t test. And the significance and confidence intervals of the t test results are
reported in Table 7, where significance is the probability that the observed value of CT could
be as small or smaller by chance under the null hypothesis that the mean of CT obtained by
H is equal to that by R/P/S. ci is a 95% confidence interval for the true difference in means.
The result h = 1 means that the null hypothesis is rejected. For example, in the comparison
between the heuristic initialization andmaximum processing time, the significance is 0.0061,
whichmeans that by chance the observed values aremore extreme than the one in this example
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Table 6 The average and standard deviation of each approach

Initialization
method

Heuristic
Initialization (H)

Random
initialization (R)

Maximum
processing time
(P)

Maximum number
of immediate
successors (S)

Average 30.4820 31.3324 31.0964 31.0902

Standard
deviation

1.8357 1.2463 1.2410 1.4803

Table 7 The significance and
confidence interval of the t test
results

Comparison h sig ci

H & R 1 1.7017e−004 −1.2880 −0.4128

H & P 1 0.0061 −1.0514 −0.1774

H & S 1 0.0106 −1.0732 −0.1432

Table 8 Task assignment of modified Sawyer 30

Station Tasks Ti Model A Model B

Tasks Ti Tasks Ti

1 10,2,3,12,16,13,14,20 27.60 2,3,12,16,13,14,20 27.00 10,2,3,12,16,14,20 22.3

2 15,24,25,17,18 28.96 15,24,25,17,18 29.00 15,24,25,17,18 28.90

3 21,1,5,6,22 28.10 21,1,5,6,22 28.10 21,1,5,6,22 28.10

4 4,19,7,8,23,9 28.00 4,19,7,23,9 27.20 4,19,7,8,23,9 29.20

5 26,27,28,11,29,30 27.84 26,27,28,11,29,30 29.60 26,27,28,11,30 25.20

in only 61 of 10,000 similar experiments. And a 95% confidence interval on the mean is
[−1.0514, −0.1774]. All these computational studies show that the heuristic initialization
outperforms other three approaches.

4.4 Validation studies

With the proposed hybrid genetic algorithm, the case study of Sawyer 30 (see Fig. 12) was
solved and the corresponding task assignment result is shown in Table 8.

Note that all sequence-dependent tasks, represented by italic numbers, have been assigned
sequentially into the same workstation.

To verify the convergence of the proposed algorithm, the average and best solutions of
workload variances (WV ) of 100 generations are employed and illustrated in Figs. 14 and 15.
Note that, the horizontal axis represents generations and the vertical axis depicts theworkload
variances (WV ). (WV is in logarithmic scale).

It can be seen in Fig. 14 that the average workload variances of four out of the five cases,
(except Archus 111), reduce progressively and almost stabilize after the 40th generation. For
the largest case, Archus 111, its average workload variance fluctuates among 100 genera-
tions, implying that more generations are required for such large-scale case studies. Further
experiments show that Archus 111 stabilizes after the 150th generation.
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Fig. 14 Convergence of average workload variance

Fig. 15 Convergence of best solutions

Figure 15 depicts the best solutions and it can be seen that four cases, except Sawyer 30,
show distinct convergence. For Sawyer 30, its bestWV value is 0 and so no natural logarithm
exists.

It should be pointed out that the MMALB-P with sequence-dependent tasks has not been
addressed in the literature. The mathematical model of Eqs. 1–10 is A Mixed-Integer Linear
Programming (MILP) problem and each case of themodified five cases has been solved using
the General Algebra Modeling System (GAMS/CPLEX). The computational time is set to
3days and all case studies were solved to optimality. Hence, the obtained solutions from the
MILP model through GAMS/CPLEX represent the global optimum solutions.

From the comparison of the two approaches shown in Table 9, the relative gap is small for
most cases, especially for Sawyer 30 with three workstations, Tonge 70 with 23 workstations
and Arcus 111 with 23 workstations; the relative gaps are as low as 0. Furthermore, for
several cases including Thomopoulos 19, Tonge 70 with three workstations, and Arcus 111
with three workstations, their relative gaps are less than 1%. Finally, the largest relative gap
is less than 10%.

Through the comparison between the hybrid genetic algorithm and MILP model using
GAMS/CPLEX, we can conclude that although the objective CT obtained by the hybrid
genetic algorithm is not as good as that of GAMS/CPLEX, the relative gaps are small,
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and the CPU time is much less. For example, as for Arcus 111 with 23 workstations, the
CPU time of GAMS/CPLEX is as long as 259,200s, while that of hybrid genetic algorithm
is 1110.53 s. Hence, the hybrid genetic algorithm has better computational efficiency than
GAMS/CPLEX. These comparisons illustrate that the proposed hybrid genetic algorithm
is effective and efficient for solving mixed-model assembly line balancing problem with
sequence-dependent tasks.

4.5 Other performance metrics

To further compare the performance, three other metrics are employed: (a) single-point
crossover & random initialization (SC&RI), (b) single-point crossover & heuristic initializa-
tion (SC&HI), and (c) two-point crossover & random initialization (TC&RI). Comparisons
are introduced with other existing best solutions in the literature. Similar to Sect. 4.4, the
number of workstations for each case is changed so as to expand the original five cases into
14 case studies.

To describe the problem complexity, other evaluation indicators are introduced to measure
the computational complexity, which are order strength (OS), flexibility ratio (FR), west ratio
(WR), time interval (TI) and weighted efficiency (WE) respectively.OSmeasures the relative
number of precedence relations in the combined precedence graph, and problems with higher
values of order strength, holding intensified constraints, are typically more difficult to assign
tasks. FR is equal to one minus the order strength.WR represents the average number of tasks
per station. TI, defined as the time interval measure, is a two-part expression indicating the
range of task times relative to the cycle time. The last evaluation indicator,WE, is introduced
to further measure the performance of the assembly line. All five evaluation indicators are
calculated as follows:

OS = 2PL

N (N − 1)
, FR = 1 − OS, WR = N

S
, TI =

[
tmin

CT
,
tmax

CT

]

,

WE =
M∑

m=1

(
qm · ∑N

i=1 tim
S · CT

)

As demonstrated in Table 10,OS and FR are the same as long as the combined precedence
graph is predefined, and the west ratios decrease while the time intervals increase with the
number of workstations.

As for the quality of the obtained solutions, eight out of 14 instances outperform the
current best solutions, which are cited from literature [38].

Moreover, comparedwith three initialization and crossover approaches of SC&RI, SC&HI
and TC&RI, it can be observed that the TC&HI in the proposed algorithm, leads into better
solutions for 10 out of 14 instances. It can be seen that the two objectives of cycle time and
workload variance are much less, and the weighted efficiency is higher.

5 Conclusions and future research

In real practical production, sequence-dependent tasks are common inmixed-model assembly
lines such as automotive and electronic industries, although few studies have been published.
In this study, the mathematical model of the mixed-model assembly line balancing problem
with sequence-dependent tasks was formulated. A hybrid genetic algorithm has been pro-
posed to solve the mixed-model assembly line balancing problem with sequence-dependent
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tasks. And the objective is to minimize the cycle time and workload variance simultaneously,
considering that sequence-dependent tasks should be allocated to the same workstation. The
contributions of this paper are as follows.

(1) The initial population is improved by hybridizing three heuristics: processing time,
number of immediate successors and number of updated tasks. Additionally, with respect
to these three heuristic factors, the synthesis weight wi of task i was used to calculate
the weight of each task in the possible set PS, in which λ1, λ2 and λ3 are introduced as
weights for the three terms, respectively.

(2) During the initialization, encoding & decoding and genetic operators, the precedence
constraints and sequence-dependent relations are considered.

(3) Novel logic strings are introduced for dealing with sequence-dependent relations during
crossover and mutation operations to guarantee the feasibility of solutions.

(4) Numerous computational experiments demonstrate that the quality of initial feasible
solution has been improved by hybridizing those three heuristics. The best and average
solutions converge fast to the near-optimal or even optimal solutions. Finally, the objec-
tiveCT and CPU time are compared between the hybrid genetic algorithm and theMILP
model solved to optimality using GAMS/CPLEX. All the comparison results illustrate
that the proposed hybrid genetic algorithm functions effectively and efficiently for the
given problem.

Although the computational studies indicate that the hybrid genetic algorithm is effective
and efficient, there are still more improvements for the mixed-model assembly line balancing
problem with sequence-dependent tasks. There are several research directions that can be
studied in future. Firstly, the deterministic processing times for each task, can be extended to
stochastic cases. Secondly, the assembly linemay be extended toU-type /Two-sided assembly
line systemswhich are common in practice. Finally, the algorithm can be combinedwith other
algorithms, such as simulated annealing, ant colony algorithm and so on.
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