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Abstract In this paper, we consider the robust facility location problem with penalties,
aiming to serve only a specified fraction of the clients. We formulate this problem as an
integer linear program to identify which clients must be served. Based on the corresponding
LP relaxation and dual program, we propose a primal–dual (combinatorial) 3-approximation
algorithm. Combining the greedy augmentation procedure, we further improve the above
approximation ratio to 2.

Keywords Facility location problem · Approximation algorithm · Primal–dual ·
Greedy augmentation

1 Introduction

The classical uncapacitated facility location problem (UFLP), first formulated in the early
60’s, has received widespread attention in the operations research and computer science
community [11,19]. It aims to open some facilities from the given location set to serve all the
given clients, so that the sum of facility opening cost and serving cost is minimized. Since the
UFLP is one of the classical NP-hard problems, recent works have mainly concentrated on
designing approximation algorithms for it [5,9,14,16,17,21,26,30,32]. For a minimization
combinatorial optimization problem (such as the UFLP), an ρ-approximation algorithm A
is a polynomial-time algorithm which always outputs a feasible solution whose value is no
more than ρ times the optimal value for each instance of the problem. Here ρ is called
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the approximation factor. We refer to [33,34] for detailed discussions about approximation
algorithms. Among the existing approximation algorithms for the UFLP, the first constant
factor is 3.16 proposed by Shmoys et al. [30]; and the currently best factor is 1.488 achieved
by Li [21]. It is well-known that the lower bound for the UFLP is 1.463 [14].

Due to practical application, various variants of the UFLP are considered in the literatures
[1–4,6–8,10,12,13,15,18,20,23–25,27–29,31,35–42]. These literature studies various vari-
ants of the UFLP using different techniques and they all design approximation algorithms for
the problem considered. The contributions are improving the approximation ratio or putting
forwards a new model of the problem. To model the case when there are a few very distant
clients (named outliers) for the UFLP, Charikar et al. [6] proposed two variants of the UFLP,
i.e., robust facility location problem (RFLP) and facility location problem with penalties
(FLPWP). In the RFLP, given n clients and an integer parameter q < n, we need to make
sure that at least n − q clients are served while leaving out the rest which are called outliers.
The objective is to minimize the sum of the opening cost and the connection cost. Charikar et
al. [6] presented a primal–dual 3-approximation algorithm for the RFLP. In the FLPWP, each
client has a penalty cost and we will provide service to some of the clients while penalizing
the rest. The objective is to minimize the sum of the opening cost, the connection cost and
the penalty cost. After the primal–dual 3-approximation algorithm given by Charikar et al.
[6] for the FLPWP, Xu and Xu [37,38] presented an LP-rounding (2 + 2/e)-approximation
algorithm; and then, combining the power of the primal–dual method and greedy augmen-
tation techniques, they further provided an 1.8526-approximation algorithm. Li et al. [22]
presented an LP-rounding 1.514-approximation algorithm which has the currently best ratio
for the FLPWP.

Since the FLPWP does not consider the possibility of outliers, and the RFLP does not
consider the possibility that not all the clients are required to be served and there are certain
penalty cost for the clients, in this paper, we consider the robust facility location problemwith
penalties (RFLPWP) in which not all clients are required to be served. Given a parameter
q , the RFLPWP aims to serve only a specified fraction of the clients, penalize some clients
and ignore at most q outliers. The objective is to minimize the sum of the opening cost,
the connection cost and the penalty cost. We extend the primal–dual method in [17] for the
UFLP to a modified instance of the RFLPWP, similar to the one in [6], and obtain a 3-
approximation algorithm for the RFLPWP. Combining the greedy augmentation procedure
[5,14], we further improve the above approximation ratio to 2.

The rest of this paper is organized as follows. In Sect. 2, we present some preliminaries
including the integer program, the linear programming relaxation and the dual program for
the RFLPWP. In Sect. 3, we offer a primal–dual (combinatorial) 3-approximation algorithm.
The improved algorithm and its analysis are given in Sect. 4. Finally, some discussions are
given in Sect. 5.

2 Preliminaries

In the RFLPWP, given a facility set F and a client set C, each client j has a penalty cost p j .
The opening cost of facility i ∈ F is fi . The metric connection cost between client j ∈ C
and facility i ∈ F is ci j . We are also given q , the number of the outliers. Our objective is
to determine an opening facility set F̂ ⊆ F , while selecting a penalized client set P̂ ⊆ C,
an outlier set Ô ⊆ C(Ô = q), and then connect the clients in C\(P̂ ⋃ Ô) to the opening
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Fig. 1 The RFLPWP

facilities in F̂ , such that the sum of the opening cost, the connection cost and the penalty cost
is minimized. We illustrate the RFLPWP through Fig. 1.

We introduce four types of binary variables: yi indicating whether facility i is opened;
xi j indicating whether client j is connected to facility i ; z j indicating whether client j is
penalized; and r j indicating whether client j is an extra outlier. The RFLPWP is formulated
as

min
∑

i∈F
fi yi + ∑

i∈F
∑

j∈C
ci j xi j + ∑

j∈C
p j z j

s. t.
∑

i∈F
xi j + z j + r j ≥ 1, ∀ j ∈ C,

xi j ≤ yi , ∀i ∈ F, j ∈ C,∑

j∈C
r j ≤ q,

xi j , yi , z j , r j ∈ {0, 1}, ∀i ∈ F, j ∈ C.

(IP)

In the above program, the first constraints denote that each client j ∈ C is connected to a
facility or penalized or ignored as an outlier; the second constraints ensure that if client j is
connected to facility i , then this facility must be opened; the third constraints indicate that
there are at most q outliers.

Relaxing the last constraints, we obtain the LP relaxation.

min
∑

i∈F
fi yi + ∑

i∈F
∑

j∈C
ci j xi j + ∑

j∈C
p j z j

s. t.
∑

i∈F
xi j + z j + r j ≥ 1, ∀ j ∈ C,

xi j ≤ yi , ∀i ∈ F, j ∈ C,∑

j∈C
r j ≤ q,

xi j , yi , z j , r j ≥ 0, ∀i ∈ F, j ∈ C.

(LP)

Using the duality theory for linear programming, we can easily obtain the following dual
of the program (LP)

max
∑

j∈C
α j − qθ

s. t. α j ≤ βi j + ci j , ∀i ∈ F, j ∈ C,∑

j∈C
βi j ≤ fi , ∀i ∈ F,

α j ≤ p j , ∀ j ∈ C,

α j ≤ θ, ∀ j ∈ C,

α j , βi j , θ ≥ 0, ∀i ∈ F, j ∈ C,

(DP)
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where α j can be viewed as the budget of client j , and βi j as the contribution of client j to
facility i .

3 A primal–dual 3-approximation algorithm

In this section, we will first propose a primal–dual algorithm for the RFLPWP, then analyze
the algorithm to obtain the approximation ratio of 3. The main idea of primal–dual algorithm
is to solve the problem combinatorially by first constructing a dual feasible solution, and then
constructing a primal feasible integer solution.

3.1 The primal–dual algorithm

Algorithm 1 (The primal–dual algorithm)

Step 0. Constructing a new instance.
Since there is an unbounded integrality gap for (LP), we guess the most expensive
facility cost in the optimal solution, say fmax. We set fmax := 0 and the facility cost
greater than fmax (the nonzero value in the original instance) to ∞. Let us denote
this new instance as I(1). For the instance I(1), we run the following steps.

Step 1. Let us introduce time t. The algorithm starts at time t = 0. Initially all the dual
variables are zero, all the facilities are closed, and all the clients are unfrozen. In the
process of the algorithm, client j becomes frozen when the dual variable α j stops
increasing. Let F̃ denote the temporarily open facility set, U denote the unfrozen
client set, P̃ denote the temporarily penalized client set, and Õ denote the outlier set.
For each i ∈ F , denote Nwi t

i to be the set of the clients whose connecting witness is
facility i (we will explain the connecting witness at Step 2.2). At the beginning of the
algorithm, set F̃ := ∅, U := C, P̃ := ∅, Õ := ∅, Nwi t

i := ∅ for all i ∈ F .
Step 2. Constructing a dual feasible solution (α, β, θ).

For the unfrozen client j ∈ U, we increase α j at the same rate with time t.

Step 2.1 If |U | > q go to Step 2.2. Otherwise, freeze j ∈ U, let Õ := U and U := ∅. We
denote this time by tq . Let θ := tq . Go to Step 3.

Step 2.2 As time goes on, some of the constraints of (DP) will become tight, hence the
following events will happen. If several events happen simultaneously, we execute
the algorithm in arbitrary order.

Event 1. There is a client j ∈ U and a facility i ∈ F , such that α j = ci j .
Event 1.1 If the facility i ∈ F̃ , we say client j touches the facility i ∈ F̃ . Set i( j) :=

i and call i( j) the connecting witness of client j . Freeze j , and update
Nwi t
i := Nwi t

i ∪ { j}, U := U \ { j}.
Event 1.2 If the facility i ∈ F \ F̃ , we increase the corresponding dual variable βi j .

Event 2. There is a facility i ∈ F \ F̃ , such that
∑

j∈C βi j = fi . We say that facility i
is fully paid, and it can be temporarily opened, record this time by t (i). Update
F̃ := F̃ ∪ {i}, and define Ncon

i = { j ∈ C|βi j > 0} to be the neighbor of facility
i , i.e., the set of the clients contributing to facility i . For each j ∈ U ∩ Ncon

i , set
i( j) := i and call i( j) the connecting witness of client j . Freeze j ∈ U ∩ Ncon

i ,
and update Nwi t

i := Nwi t
i ∪ (U ∩ Ncon

i ), U := U \ Ncon
i .

Event 3. There is a client j ∈ U, such that α j = p j . Freeze j , and update P̃ := P̃ ∪ { j}
and U := U \ { j}.
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Step 3. Constructing a primal integer feasible solution (x̂, ŷ, ẑ, r̂).
Let F̂ denote the finally open facility set, i.e., the facility set opened in the final integer
solution, P̂ denote the penalty client set and Ô denote the outlier set.

Step 3.1 Determine outliers. If |Õ| = q, set Ô := Õ. Otherwise, there must be a facility
iq gets fully paid at time tq (If not, Event 1 or Event 3 happens, this implies
|U | ≥ q). Choose the clients in Nwi t

iq
with the maximum q −|Õ| connection cost

from iq and add these clients to the set Õ. Let us denote this set as Ô.
Step 3.2 Determine open facilities. Consider each facility i ∈ F̃ . If there is a facility

i ′ ∈ F̃ , i ′ �= i , such that Ncon
i ∩ Ncon

i ′ �= ∅, we say that facility i and i ′ are
relevant to each other. We choose any maximal independent subset F̂ ⊆ F̃ , open
all facilities in F̂ .

Step 3.3 Determine penalty clients. Set P̂ := P̃ \ ⋃
i∈F̂ Ncon

i .

Step 3.4 Connect each client in C(1) := C \ (P̂ ∪ Ô) to its closest open facility in F̂
respectively.

We declare that the dual solution obtained by Step 2 denoted by (α, β, θ) is feasible. First,
the dual ascending process guarantees that the first three constraints in (DP) are established.
Second, θ := tq implies α j ≤ θ for all clients. The feasibility of the solution (x̂, ŷ, ẑ, r̂)
is clearly visible. Note that the new instance I(1) just changes part of the facility cost. So
(x̂, ŷ, ẑ, r̂) and (α, β, θ) are also feasible to the original instance.

Example of Algorithm 1
Given an instance I with a facility set F = {i1, i2, i3} and a client set C = { j1, . . . , jn},

n > 7, see Fig. 2. Let ε be a small number. The penalty cost p jn−5 = 1+ε + ε
n−7 , p jn−4 = 1,

all the other penalty cost are ∞. The opening cost fi1 = ε, fi2 = (n − 5)ε, fi3 = (n − 4)ε.
The numbers on the solid line are the corresponding connection cost between the facilities
and the clients, all the other connection cost satisfy tight triangle inequality. The number of
the outliers q = 3.

We can see that the optimal solution of I is to open facility i2 and i3, connect clients as
is shown in Fig. 3, penalize client jn−4, choose clients jn−2, jn−1, jn as outliers. The total
optimal cost is n − 2 + (2n − 9)ε.

It is easy to see that, by the Algorithm 1, set fi3 := 0, as time goes on, the following
events will happen. At time t1 = 1, the clients j1, . . . , jn−5 touch the facilities i1 and i2
respectively, and client jn−4 is penalized; at time t2 = 1 + ε, facility i1 is fully paid; at

Fig. 2 Tight instance I

Fig. 3 The optimal solution of I
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Fig. 4 The solution of
algorithm 1

time t3 = 1 + ε + ε
n−7 , facility i2 is fully paid, client jn−5 is penalized; at time t4 = 2,

the client jn−3 touches the facility i3. We then construct a feasible primal integer solution:
open facilities i1, i3, connect clients as is shown in Fig. 4, penalize client jn−4, choose clients
jn−2, jn−1, jn as outliers. The total cost is 3n − 14 + (n − 3)ε.

The ratio between the result obtained by the Algorithm 1 and the optimal value is 3.

3.2 Analysis

In this subsection, we analyze the approximation factor of Algorithm 1, i.e., analyze the
relationship between the cost of the solution obtained from Algorithm 1 and the cost of
the optimal solution denoted by OPT . Denote OPT (1) as the optimal solution cost of the
instance I(1). We have OPT ≥ fmax + OPT (1). At the same time we introduce F (1), C (1)

and P(1), which indicate the opening cost, connection cost and penalty cost of the solution
(x̂, ŷ, ẑ, r̂) respectively. Furthermore, let F (1)

q denote the facility cost of F̂ \ {iq}.
In order to bound the total cost of the solution (x̂, ŷ, ẑ, r̂), we provide the following

lemmas to bound F (1)
q , C (1) and P(1) by the cost of the dual solution respectively.

According to the construction of F̂ at Step 3.2 of Algorithm 1, we have the following
lemma.

Lemma 1

F (1)
q ≤

∑

i∈F̂

∑

j∈Ncon
i \(Ncon

iq
∩Ô)

βi j .

Proof Note that F (1)
q = ∑

i∈F̂\{iq }
fi and fi = ∑

j∈Ncon
i

βi j for each i ∈ F̂ .

It follows from the construction of F̂ at Step 3.2 of Algorithm 1 that

F (1)
q =

∑

i∈F̂\{iq }

∑

j∈Ncon
i

βi j ≤
∑

i∈F̂

∑

j∈Ncon
i \(Ncon

iq
∩Ô)

βi j .


�
For convenience, let us denote

Ccon :=
⋃

i∈F̂
Ncon
i \ (Ncon

iq ∩ Ô),

Ctou :=
⋃

i∈F̂
(Nwi t

i \ Ncon
i ),

Cclo := C(1) \
⋃

i∈F̂
(Nwi t

i ∪ Ncon
i ).
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Fig. 5 The partition of clients
set C

Fig. 6 The evaluation of
connection cost for client
j ∈ Ccol

Note that C = Ccon ∪Ctou ∪Cclo ∪ P̂ ∪ Ô. The clients in Ccon contribute to some finally open
facilities, the clients in Ctou touch some finally open facilities, and the connecting witnesses
of the clients in Cclo are closed by some finally open facilities. See Fig. 5.

We bound the connection cost in the following lemma.

Lemma 2

C (1) ≤
∑

i∈F̂

∑

j∈Ncon
i \(Ncon

iq
∩Ô)

ci j +
∑

j∈C tou

α j + 3
∑

j∈Cclo

α j .

Proof For any client j ∈ C(1), i ∈ F̂ , we connect clients in the following ways:

(a) Connect the client j ∈ Ccon to the open facility to which it contributes.
(b) Connect the client j ∈ Ctou to the open facility to which it touches.
(c) Connect the client j ∈ Ccol to the open facility which closes its connecting witness.

Wecan easily see that in the above assignment, the connection costs are
∑

i∈F̂
∑

j∈Ncon
i \(Ncon

iq
∩Ô)

ci j

and
∑

j∈C tou
ci j = ∑

j∈C tou
α j for the clients in Ccon and Ctou respectively.

For client j ∈ Ccol , since its connecting witness i( j) is closed at Step 3.2 in Algorithm 1,
there must exist a finally open facility i ∈ F̂ and a client j ′, such that j ′ ∈ Ncon

i( j) ∩ Ncon
i .

According to the above placement, client j is assigned to i (see Fig. 6).
Recall that t (i( j)) and t (i) are the temporarily open time of facility i( j) and i at

Step 2 respectively. Obviously, α j ≥ t (i( j)). And since j ′ ∈ Ncon
i( j) ∩ Ncon

i , we have
ci j ′ ≤ α j ′ , ci( j) j ′ ≤ α j ′ and α j ′ ≤ min{t (i( j)), t (i)} ≤ t (i( j)). Combined with the tri-
angle inequality, we get

ci j ≤ ci j ′ + ci( j) j ′ + ci( j) j ≤ 2α j ′ + α j ≤ 2t (i( j)) + α j ≤ 3α j .


�

According to Step 2.3 and Step 3.3 of Algorithm 1, we obtain the following lemma.
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Lemma 3

P(1) =
∑

j∈P̂
α j .

Now we are ready to give the main result of this subsection.

Theorem 1 Algorithm 1 is a 3-approximation algorithm for the RFLPWP.

Proof The solution (x̂, ŷ, ẑ, r̂) is feasible in the original instance, and the corresponding
opening cost, connection cost and penalty cost are fmax + F (1), C (1) and P(1) respectively.
By the definition of F (1)

q and fmax, we have fmax+F (1) ≤ fmax+ fiq +F (1)
q ≤ 2 fmax+F (1)

q .

By Lemmas 1–3, we obtain

3F (1)
q + C (1) + 3P(1) ≤ 3

⎛

⎜
⎜
⎝

∑

i∈F̂

∑

j∈Ncon
i \(Ncon

iq
∩Ô)

βi j +
∑

i∈F̂

∑

j∈Ncon
i \(Ncon

iq
∩Ô)

ci j

⎞

⎟
⎟
⎠

+
∑

j∈C tou

α j + 3
∑

j∈Cclo

α j + 3
∑

j∈P̂
α j

= 3
∑

j∈Ccon

α j +
∑

j∈C tou

α j + 3
∑

j∈Cclo

α j + 3
∑

j∈P̂
α j

≤ 3
∑

j∈C\Ô
α j .

According to the definition of θ and the fact that the value of the dual solution is a lower
bound on OPT (1), we get

∑

j∈C\Ô
α j = ∑

j∈C
α j −qθ ≤ OPT (1). Thus, the total cost incurred

by Algorithm 1 is no more than

fiq + fmax + 3F (1)
q + C (1) + 3P(1) ≤ 2 fmax + 3OPT (1) ≤ 3OPT .


�

4 Improved 2-approximation algorithm

In this section, we propose an improved 2-approximation algorithm for the RFLPWP by
combining with the greedy augmentation technique in [5,14].

4.1 The improved algorithm

Algorithm 2 (The improved algorithm)

Step 0. Given a positive constant δ. For any given instance I(1), set f ′
i := δ fi , for all i ∈ F .

Denote by I(2) the scaled instance.
Step 1. Run Algorithm 1 on I(2). Denote by (x̂ ′, ŷ′, ẑ′, r̂ ′) the corresponding feasible solu-

tion. Obviously this solution is also feasible for I(1). Let F̂ ′
, P̂ ′

and Ô′
be the opening

facility set, penalty clients set and outliers set of the solution (x̂ ′, ŷ′, ẑ′, r̂ ′) for I(2),
respectively. Furthermore, let F̂g := F̂ ′

, P̂g := P̂ ′
, and Ôg := Ô′ be the corre-

sponding facility set, penalty clients set and outliers set for I(1), respectively.
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Fig. 7 The greedy improvement (Algorithm 2)

Fig. 8 The solution of
Algorithm 2

Step 2. Greedy improvement.

Step 2.0 Consider I(1). For the clients in C \ Ôg, we add a dummy facility i p to the feasible
solution (x̂ ′, ŷ′, ẑ′, r̂ ′) with opening cost fi p = 0 and connection cost ci p j = p j ,

∀ j ∈ C \ Ôg. For each client j ∈ C \ Ôg, let π( j) be the closest facility in F̂ ′
. Note

that for each client j ∈ P̂g, π( j) = i p. Let F := F ∪ {i p}, and F̂g := F̂g ∪ {i p}.
Step 2.1 Greedily find the facility

ig := arg max
i∈F\F̂ g

{
gain(i)

fi

}

,

where

gain(i) :=
∑

j∈C:cπ( j) j≥ci j

(cπ( j) j − ci j ) − fi , ∀i ∈ F \ F̂g.

Step 2.2 If gain(ig) > 0, update F̂g := F̂g ∪ {ig}, and P̂g := P̂g \ { j |cπ( j) j ≥ cig j }, go to
Step 2.1; otherwise, go to Step 3.

Step 3. Set C(1)
g := C \ (P̂g ∪ Ôg). Connect j ∈ C(1)

g to its closest facility i ∈ F̂g. Denote by
(x̂g, ŷg, ẑg, r̂g) the corresponding solution (cf. Fig. 7).

Example of Algorithm 2
Consider the instanceI in Sect. 3.2. RunAlgorithm2. The critical processes are as follows:

(1) Set f ′
i := δ fi , for all i ∈ F ;

(2) Run Algorithm 1 on the scaled instance, we obtain a solution as is shown in Fig. 4;
(3) For the greedy improvement, since gain(i2) > 0, we add to open facility i2, and obtain

a solution as is shown in Fig. 8, whose total cost is n − 2 + (2n − 8)ε.

4.2 Analysis of algorithm 2

Let F,C, P be the corresponding opening cost, connection cost and penalty cost of solution
(x̂ ′, ŷ′, ẑ′, r̂ ′) for I(1), and F∗,C∗, P∗ be the optimal opening cost, connection cost and
penalty cost for I(1), respectively. Denote by F∗ the opening facility set of the optimal
solution OPT (1). Without loss of generality, we assume that F∗ > 0.
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Lemma 4 If Step 2 of Algorithm 2 starts from a solution (x̂ ′, ŷ′, ẑ′, r̂ ′) with C + P >

C∗ + P∗ + F∗, then there is at least one facility i with gain(i) > 0.

Proof For each client j ∈ C \ Ô, add a facility i0 to F∗ with opening cost fi0 = 0 and
connection cost ci0 j = p j . Let F∗ := F∗ ∪ {i0}, π∗( j) be the closest facility in F∗ to
client j .

Consider the iteration in Step 2 of Algorithm 2. We add facility i to F̂g if and only if
π∗( j) = i , and connect client j to facility i . Define

gain′(i) :=
∑

j∈C:π∗( j)=i

(cπ( j) j − ci j ) − fi .

It is easy to verify that
∑

i∈F ∗
gain(i) ≥

∑

i∈F ∗
gain′(i) = C + P − F∗ − C∗ − P∗ > 0,

which implies that there is at least one facility i with gain(i) > 0. 
�
Recall that Step 2 of Algorithm 2 is an iterative process. Denote by Cl , Pl , Fl the corre-

sponding opening cost, connection cost and penalty cost, respectively, after finishing the lth
iteration.

Lemma 5 There exists a facility ĩ ∈ F such that

gain(ĩ)

fĩ
≥ Cl−1 + Pl−1 − F∗ − C∗ − P∗

F∗ . (1)

in the lth iteration.

Proof

max
i∈F ∗

{
gain(i)

fi

}

F∗ = max
i∈F ∗

{
gain(i)

fi

} ∑

i∈F∗
fi

≥
∑

i∈F∗
gain(i).

Similar to the proof of Lemma 4, we have
∑

i∈F ∗
gain(i) ≥

∑

i∈F ∗
gain′(i) = Cl−1 + Pl−1 − F∗ − C∗ − P∗,

which indicates (1). 
�
Let Fg , Cg , Pg be the corresponding opening cost, connection cost and penalty cost of

solution (x̂g, ŷg, ẑg, r̂g) for I(1), respectively. Furthermore, let Fq and Fg
q be the facility cost

of F̂ ′ \ {i ′q} and F̂g \ {i ′q} for I(1), respectively; let F ′
q be the facility cost of F̂

′ \ {i ′q} for I(2),
where i ′q is the fully paid facility when the unfrozen clients number is less than q in Step 1 of
Algorithm 2. Let F ′, C ′, P ′ be the corresponding opening cost, connection cost and penalty
cost of solution (x̂ ′, ŷ′, ẑ′, r̂ ′) for I(2), and F ′∗, C ′∗, P ′∗ be the corresponding opening cost,
connection cost and penalty cost of the optimal solution for I(2), respectively.

Lemma 6

Fg
q + Cg + Pg ≤ max

{

1 + ln(3δ), 2 − 1

3δ
, 1 + 2

3δ

}

OPT (1).
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Proof Similar to the proof of Theorem 1, one can prove that

3F ′
q + C ′ + 3P ′ ≤ 3(F ′∗ + C ′∗ + P ′∗).

Thus,

3δFq + C + P ≤ 3(δF∗ + C∗ + P∗). (2)

Now we consider the following two cases.

Case 1. C + P ≤ F∗ + C∗ + P∗.
Then we have

Fq + C + P = 3δFq + C + P

3δ
+

(

1 − 1

3δ

)

(C + P)

≤ 3(δF∗ + C∗ + P∗)
3δ

+
(

1 − 1

3δ

)

(F∗ + C∗ + P∗)

=
(

2 − 1

3δ

)

F∗ +
(

1 + 2

3δ

)

(C∗ + P∗).

Then after Step 2 of Algorithm 2, we still have

Fg
q + Cg + Pg ≤

(

2 − 1

3δ

)

F∗ +
(

1 + 2

3δ

)

(C∗ + P∗). (3)

Case 2. C + P > F∗ + C∗ + P∗.
By Lemma 4, we have Cl + Pl ≤ F∗ + C∗ + P∗ when Algorithm 2 stops. Let k
be the smallest integer such that Ck + Pk ≤ F∗ + C∗ + P∗. By the definition of
gain(i) and (1), we have

Cl−1 + Pl−1 − Cl − Pl − Fl + Fl−1

Fl − Fl−1
≥ Cl−1 + Pl−1 − F∗ − C∗ − P∗

F∗ ,

for all 1 ≤ l ≤ k. Reformulating the above relation, we have

Fl − Fl−1 ≤ F∗
(

Cl−1 + Pl−1 − Cl − Pl
Cl−1 + Pl−1 − C∗ − P∗

)

,

which indicates

Fk ≤ F + F∗
k∑

l=1

(
Cl−1 + Pl−1 − Cl − Pl
Cl−1 + Pl−1 − C∗ − P∗

)

.

From the above inequality, we have

Fg + Cg + Pg ≤ Fk + Ck + Pk

≤ F + F∗
k∑

l=1

(
Cl−1 + Pl−1 − Cl − Pl
Cl−1 + Pl−1 − C∗ − P∗

)

+ Ck + Pk . (4)

Treating the right hand side of (4) as a function of variables Ck and Pk , we can
see that it achieves its maximum at Ck + Pk = F∗ + C∗ + P∗. So we can assume
Ck + Pk = F∗ +C∗ + P∗ in the following proof. Noting that 1− x ≤ ln 1

x for any
x > 0, and

Cl + Pl − C∗ − P∗

Cl−1 + Pl−1 − C∗ − P∗ > 0,
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we have

Cl−1 + Pl−1 − Cl − Pl
Cl−1 + Pl−1 − C∗ − P∗ = 1 − Cl + Pl − C∗ − P∗

Cl−1 + Pl−1 − C∗ − P∗

≤ ln

(
Cl + Pl − C∗ − P∗

Cl−1 + Pl−1 − C∗ − P∗

)

. (5)

From (4) and (5), we have

Fg + Cg + Pg ≤ F + F∗
k∑

l=1

ln

(
Cl + Pl − C∗ − P∗

Cl−1 + Pl−1 − C∗ − P∗

)

+ Ck + Pk

= F + F∗ ln
(

C + P − C∗ − P∗

Ck + Pk − C∗ − P∗

)

+ Ck + Pk

= F + F∗ ln
(
C + P − C∗ − P∗

F∗

)

+ F∗ + C∗ + P∗.

If follows from the above inequality and the definitions of Fg
q and Fq that

Fg
q + Cg + Pg ≤ Fq + F∗ ln

(
C + P − C∗ − P∗

F∗

)

+ F∗ + C∗ + P∗.

Combining the above inequality with (2), we obtain

Fg
q + Cg + Pg ≤ Fq + F∗ ln

(
3δF∗ − 3δFq + 2C∗ + 2P∗

F∗

)

+ F∗ + C∗ + P∗.

One can view the right hand side of the above inequality as a function of Fq . Solving
its maximum value, we get

Fg
q + Cg + Pg ≤ (1 + ln(3δ))F∗ +

(

1 + 2

3δ

)

(C∗ + P∗). (6)

Noting that OPT (1) = F∗ +C∗ + P∗, we complete the proof by summarizing the above
two cases together with (3) and (6). 
�

Now we are ready to give our improved approximation factor in the following theorem.

Theorem 2 Algorithm 2 is a 2-approximation algorithm for the RFLPWP.

Proof By the definition of fmax and fiq , combining with Lemma 6, and setting δ := 0.7192,
we have

fmax + fiq + Fg
q + Cg + Pg ≤ 2 fmax + 1.8526OPT (1)

≤ 2( fmax + OPT (1))

≤ 2OPT,

which concludes the theorem. 
�

5 Discussions

In this paper, we propose a new model, the RFLPWP, which unifies both the FLPWP and
the RFLP. We formulate it as an integer linear program and present the corresponding LP
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relaxation. By exploring the structure of the dual program (cf. [17]), we propose a primal–
dual (combinatorial) 3-approximation algorithm. Combining with the greedy augmentation
technique in [5,14], we further improve the approximation ratio to 2.

There are serval interesting questions to study in the future. Recall that the best known
approximation factor for the FLPWP and UFLP are 1.514 and 1.488 respectively. As a
variation of the above twoproblems, itwill be interesting to further improve the approximation
factor of 2 for the RFLPWP. Since the UFLP can be viewed as a special set cover problem,
it would be natural to consider the robust set cover problem with penalties.

Acknowledgments The second author’s research is supported by NSF of China (No. 11371001).
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