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Abstract We consider a generalized equilibrium problem involving DC functions which
is called (GEP). For this problem we establish two new dual formulations based on Toland-
Fenchel-Lagrange duality for DC programming problems. The first one allows us to obtain
a unified dual analysis for many interesting problems. So, this dual coincides with the dual
problem proposed by Martinez-Legaz and Sosa (J Glob Optim 25:311-319, 2006) for equi-
librium problems in the sense of Blum and Oettli. Furthermore it is equivalent to Mosco’s
dual problem (Mosco in J Math Anal Appl 40:202-206, 1972) when applied to a varia-
tional inequality problem. The second dual problem generalizes to our problem another dual
scheme that has been recently introduced by Jacinto and Scheimberg (Optimization 57:795—
805, 2008) for convex equilibrium problems. Through these schemes, as by products, we
obtain new optimality conditions for (GEP) and also, gap functions for (GEP), which cover
the ones in Antangerel et al. (J Oper Res 24:353-371, 2007, Pac J Optim 2:667-678, 2006)
for variational inequalities and standard convex equilibrium problems. These results, in turn,
when applied to DC and convex optimization problems with convex constraints (considered
as special cases of (GEP)) lead to Toland-Fenchel-Lagrange duality for DC problems in Dinh
et al. (Optimization 1-20, 2008, J Convex Anal 15:235-262, 2008), Fenchel-Lagrange and
Lagrange dualities for convex problems as in Antangerel et al. (Pac J Optim 2:667-678,
2006), Bot and Wanka (Nonlinear Anal to appear), Jeyakumar et al. (Applied Mathematics
research report AMRO04/8, 2004). Besides, as consequences of the main results, we obtain
some new optimality conditions for DC and convex problems.
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1 Introduction

In this paper we consider the following generalized equilibrium problem of the model

Find x € K such that

(GEP) [ f(x,y) +W(y) = W(x)forally € K,

where X is a locally convex Hausdorff topological space, K is a nonempty closed convex
subsetof X and f : X x X — RU{+oo}and ¥ : X — RU {+o0} are functions satisfying:

(a) f(x,x)=0forallx eK;
(d) fi():= f(x,-) is proper, lower semi-continuous (l.s.c.), and convex for all x € K;
(c) ¥ = g — h where g, h: X - R U {400} are two proper, l.s.c., convex functions.

Here, by convention, we assume that co — 00 = 00 + (—00) = +00.

This problem is very general in the sense that it includes, as particular cases, many different
problems as, for example, the problem of minimizing the difference of two convex functions,
the mixed variational inequality problem, and when ¥ = 0, the Nash equilibrium problem in
noncooperative games, the fixed point problem, the nonlinear complementarity problem and
the vector optimization problem (see, for instance, Blum and Oettli [6] and the references
quoted therein). The interest of such a general problem is that it unifies all these particular
problems in a convenient way. Moreover, many results obtained for one of these problems can
be extended with suitable modifications to the problem (G E P). However, the generalized
equilibrium problem (G E P) is very important in itself. Indeed, it covers some important
models in economics as, for example, the Nash-Cournot oligopolistic market equilibrium
model with concave cost functions [26]. In this model, the function f(x, y) = (F(x), y —x)
where F is affine and the function W is a difference of two convex functions (a DC function
in short).

Recently, duality results and optimality conditions have been obtained for equilibrium
problems by Martinez-Legaz and Sosa [23] when W = 0 and by Jacinto and Scheimberg
[18] when W is convex. Our aim in this paper is to obtain similar results but for the case
where W is a DC function. First, for each x € K, we consider a DC optimization problem
(Py), which allows us to give a fixed point formulation of the solutions of (G E P). Then, we
associate with each DC problem ( Py ), a dual problem by using the Toland-Fenchel-Lagrange
duality. This is the subject of Sect. 3 where we develop general duality and optimality results
for a DC problem. In that section we also introduce a closedness condition, called (CC),
that plays the role of a constraint qualification for these classes of problems. In Sect. 4 we
use the duality for problems (Py) to construct a first dual problem (DG E P) associated with
problem (GE P). When W = 0, this dual reduces to the dual presented by Martinez-Legaz
and Sosa in [23]. This dual problem also reduces to the ones introduced by Bigi, Castellani,
and Kassey in [5] and by Mosco in [25] for variational inequality (VI) (see Sect. 7). First we
prove weak and strong duality properties for these problems under the closedness condition
(CC) which extended the corresponding results in [5, 23, 25]. We then establish necessary
and sufficient optimality conditions for (G E P). These conditions, at the same time, give rise
to the relationships between the solutions of problems (GE P) and (DGE P). In particular,
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we prove that if the optimal value of the dual problem is zero (the primal problem (G E P)
might not have any solution), then for any ¢ > 0 the problem (G E P) admits e-solutions.
In the last part of this section we introduce another dual scheme that generalizes the dual
presented by Jacinto and Scheimberg in [18] when W is convex.

In Sect. 5 we propose gap functions related to the duality developed in the previous sections
which extend the ones introduced in [1, 2] for variational inequalities and for equilibrium
problems, while in Sects. 6 and 7 we show that our dual scheme allows us to find again well-
known results when applied to special cases of problem (GEP) in [5, 11, 13, 14, 23, 25].
In particular, we develop in Sect. 6 the case of convex and DC optimization problems and
find again several results established recently in [11, 13, 14]. Sect. 7 is devoted to the case of
equilibrium problems in the sense of Blum and Oettli. First we prove that in the latter case
the dual problem (DG E P) coincides with Martinez-Legaz and Sosa’s dual [23]. Then we
show that in the particular case of variational inequality problems the dual problem (DG E P)
is equivalent to the dual introduced by Bigi, Castellani, and Kassey in [5] and by Mosco in
[25].

2 Preliminaries

Let us recall some notations and properties useful in this paper. Let X be a locally convex
Hausdorff topological vector space with its topological dual X*, endowed with the weak*-
topology.

The indicator function of aset D C X isdefinedbydp(x) = 0ifx € Danddp(x) = +o0
if x ¢ D. Moreover, the support function op is defined on X* and is given by op(u) =
sup,cp u(x). When D* is a subset of X*, cI D* stands for the closure of D* with respect to
the weak™ topology in X*.

Letk : X — R U {400} be a proper l.s.c., and convex function. The conjugate function
of k, k* : X* — R U {+00}, is defined for all v € X* by

k*(v) = sup{(v, x) — k(x) | x € dom k},

where the domain of k is given by dom k := {x € X | k(x) < 4o00}.
If a € dom k£, then, following [19], we have

epi k* = | J (v, v(@) + € — k(@) | v € dek(a)}, 6))

€>0

where, for a given € > 0, the e- subdifferential of k at @ € domk, d.k(a), is defined as the
possibly empty weak*-closed convex set

Ock(a) ={v e X* | k(x) —k(a) > (v,x —a) — € forall x € dom k}.

If € = 0, then d.k(a) collapses to dk(a), the usual subdifferential of k at a in the sense of
convex analysis (for more details, see [28]).

Now let D be a convex subset of X and let ¢ > 0. The approximate normal cone ata € D
is defined by

Ne(D,a) ={ue X" |u(x—a) <eforallx € D}.

When ¢ = 0, N (D, a) is the classical cone N (D, a) of convex analysis. Moreover, it is easy
to see that N(D, a) = ddp(a).
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Following [8], it is worth noting that for two proper, l.s.c., and convex functions &y, k> :
X — R U {400}, we have

epi (ki + k2)* = cl(epi k| + epi k3). 2)

Moreover, epi k] + epi k3 is weak*-closed if at least one of the functions k; and k; is
continuous at some point of the domain of the other (see [8]).

Finally, we recall some results on DC programs which are useful for our study in the next
sections. The first one is due to J.B. Hiriart-Urruty [17] and the second one to Toland [27].

Lemma 2.1 [17] Let X be a locally convex Hausdorff topological vector space and let
F,G: X — RU {400} be Ls.c., proper and convex functions. Then

(i) A pointa € X is a global minimizer of the problem inf,cx {F(x) — G(x)} if and only
if forany e > 0, 0; G(a) C 9 F(a),
(i) Ifa € X is a local minimizer of infycx {F(x) — G(x)}, then 0G(a) C 0F (a).

Lemma 2.2 [17,27] Let X be a locally convex Hausdorff topological vector space and
let F,G : X — R U {400} be two proper and convex functions. If F is Ls.c. on X and
G**(x) = G(x) forall x € X, then

inf {(F(x) — G(x)} = inf {G*(u) — F*(u)}.
xeX ueX*

3 Duality of DC optimization problems

In this section we consider a general DC problem of model (Q) below. We establish opti-
mality conditions and dual results for (Q) that will be the main tools for the establishment
of the corresponding results for the generalized equilibrium problem (GEP) in the next
sections. However the main results of this section may be of their own interest since they
yield the standard Fenchel duality result for convex optimization problem (see Corollary 3.2
and also, [7, 8]), cover the subdifferential sum rule of convex functions established recently
in [8] (see Corollary 3.1), and give rise to a new Farkas’ lemma involving DC inequalities
(see Corollary 3.4).

Consider the problem (GE P) defined in Sect. 1. For each x € K, we associate with
(G E P) the optimization problem

inf f(x,y)+W¥(y)

(P plx) = [s.t. yeK.

Since f(x,x) = 0 for all x € K, the following result is straightforward from the defini-
tions of problems (GE P) and (Py).

Lemma 3.1 A point x € K is a solution of (G E P) if and only if X is a solution of (Pz). In
that case, p(x) = V(x) and x € Q(Xx) where Q(x) := argmin (Py), i.e., X is a fixed point
of the mapping Q.

It is worth mentioning that for each x € K, (Py) is the problem of minimizing the DC

function (difference of two convex functions) f,(y) + g(y) — h(y) over the convex set K.
These problems (Py) are special cases of the following general DC problem

inf F(y)+G(y) — H(y)

(@) [s.t. yeKk,
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where X is a locally convex Hausdorff topological space, K is a closed convex subset of X,
and F, G, H : X — R U {+o0} are proper, l.s.c., and convex functions. It is obvious that
for each x € K, (Py) is of the model (Q) where f, g, and h play the roles of F, G, and H,
respectively. We start with the following proposition which plays a key role in the study of
(Q). This proposition may also have its own interest for it recovers the corresponding Theo-
rem 1 in [8]. Several parts of its proof are similar to those of Theorem 3.1 in [13]. However,
for the completeness of the paper, we give it in details.

From now on, the optimal value of problems (P, ) and (Q) are denoted v(Py) and v(Q),
respectively.

Proposition 3.1 (Conjugate and approximate subdifferential sum rules involving convex
functions) Assume that U, V, T : X — R U {+00} are proper, Ls.c., and convex functions
such that domU N domV N\ domT # (. The following statements are equivalent:

(1) epi U* 4 epi V* + epi T* is weak*-closed,
(ii) Foreach x* € X*,
U+V+T) "= minx {(U*(u™) + V*Q@*) + T*(x* — u™ — v™)} 3)
u* v*eX*

(the infimum in the right-hand side is attained),
(iii) For any x € domU NdomV N domT and each € > 0,

U +V+TH(X) = U {306, UX) + 06, V(X) + 06T (1)} . 4)
€1,€2,63>0
€1t+ert+e3=e€

Proof [(i) = (ii)]. Assume that (i) holds. Let x* € X*. Then, for all u*, v* € X*, and
x € X, we have

UrW®) = (u,x) —Ux), V") = @5 x) - V),
T*(x* —u* —v*) > x* —u* —v*, x) — T(x), 5)
which implies that for all x € X,
U™ + V) + T —u™ —v*) > x",x) = (U +V +T)x),
or, equivalently, that

ian*{U*(u*) + VO + T —u* — v} > U+ V+T)(x"). (6)

u*,v¥e

If x* ¢ dom(U + V + T)*, then (U + V + T)*(x™) = +00 and (i7) holds. So, for proving
the converse inequality in (3), it is sufficient to assume that x* € dom(U + V + T)*. Then
we have

XU+ V4T (x") eepi (U+V +T)". (7
On the other hand we observe that (see (2))
epi (U+V +T) =cl (epi U* +epi (V +T)")
=cl (epi U* +cl (epi V* +epi T™))
=cl (epi U* +epi V* +epi T%). 8)
So, since (i) holds, we obtain that

epi (U+V +T) =epiU* +epi V* +epi T*. ©)
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Combining now (7) and (9), we deduce that
x*, U +V+T) &™) =W r)+@s) + w1
for some (u*, r) € epi U*, (v*,s) € epi V*, and (w*, t) € epi T*. Consequently,
U+V+T)Y ™ =U W)+ VO*) + T " —u* —v"),

and (ii) follows. Finally, the infimum in (i7) is attained at some u*, v* such that u™ €
domU*, v* € domV*, and x* — u* — v* € domT™*.

[(ii) = (iii)]. Assume (ii). Let x € domU NdomV N dom7 and let € > 0. We firstly
observe that the inclusion

U +VADE > | {0U@ +0,VE) +06TE)}

€1,€2,63>0
€1t+ertez=e€

in (iii) can be easily verified from the definition of approximate differentials in Sect. 1. For
the converse inclusion, let x* € 9. (U + V + T)(x). Since X € dom(U + V + T), it follows
from (1) that

e+ (X)) —URX) -V@E) -TGE) > U+V+T)Ch, (10)

which shows that x* € dom(U + V + T)*. Thanks to (ii), there exist u*, v* € X*, such
that u* € domU*, v* € domV*, x* — u* — v* € domT*, and that (U +V + T)*(x*) =
U*(u™) + V¥*) + T*(x* — u™ — v*). So it follows from (10) that

e+ x)—UX)—-VX) —-TE) >U W)+ V@) +T** —u*—v". (11)
Now let €; := U*(u*) — (u*, x) + U(x). Then ¢; > 0 and u* € 9, U(x). Similarly, we
have v* € 9., V(¥) and x* — u* —v* € BEQT()E) where ¢, := V*(v*) — (v*, x) + V(X) and
€)= T*(x* —u* —v*) — (x* —u* —v*, &) + T(¥). Therefore,

X = 0T (= = 0") € 0q UR) + 0, V(E) + 0 T (). (12)
Note that (from (10) 0 < €] + €2 +€; < e€.Lete3 := € —e] — €. Thenez > O and €] < €3,
which entails that 863 T (x) C 0¢; T (x). Combining this and (12), we obtain
X* €0, U(X) + 06, V(X) + 0, T (X),
which shows that

U+V+TIH € | {0aUE +0,VE) +0,TE)}.

€1,€2,63>0
€1+ertez=e

[(iii) = (i)]. Assume that (iii) holds. Take a € domU N domV N domT and (x*,r) €
cl {epi U* +epi V* + epi T*}. Then by (8), (x*,r) € epi (U + V + T)*, and hence, it
follows from (1) that there exists € > 0 such that x* € 3. (U + V + T)(a) and
r=x"a)—U+V+T)a)+e>U+V+T)"(x%. (13)
By (iii), there exist €1, €2, €3 > 0 and u™, v*, w* € X* such that €] + €2 + €3 = €, x* =
u* +v* + w*, and u* € 9., U(a), v* € 9.,V (a), w* € 3T (a). Again, by (1),
w*, (u*,a) +e —U(a)) € epi U*,
", (v, a) + € — V(@) € epi V*,
(w*, (w*,a) + €3 —T(a)) €epi T",
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which, in turn, implies that
x*,x"@)+e—U+V+T)a)) cepi U* +epi V* +epi T*.

The last inclusion and (13) entail that (x*, ) € epi U* +epi V* +epi T*, which proves ().
[m}

Remark 3.1 Concerning statement (ii), it is worth noting that if x* € dom(U +V 4 T)*, then
there exist u* € domU™*, v* € domV™* such that x* — u* — v* € domT™* and the infimum in
the right hand side of (3) is attained at u™, v*. Otherwise, i.e., when x* ¢ dom(U + V + T)*,
for arbitrary u*, v* € X*, one has

U (u®) + V") + T*(x* —u* —v*) = +o0.

The following Corollary is useful for the study of Problem (P,). It recovers Corollary 1
in [8] when one of the functions U, V, and T is a zero constant function.

Corollary 3.1 (Subdifferential sum rule involving convex functions) Assume that U, V, T :
X — R U {400} are proper, Ls.c., and convex functions. If epi U* + epi V* + epi T* is
weak*-closed, then for any X € domU N domV N domT,

U+V+T)x)=0U(x)+0V(x)+ 0T (x).
Proof This is a direct consequence of Proposition 3.1. O

Theorem 3.1 (Optimality Condition for (Q)) For Problem (Q), assume that epi F* +
epi G* + epi 8% is weak*-closed. Then

(1) x € K is a global solution of (Q) if and only if for any € > 0
0HE) € | {0 F() +0,GE) + Ney (K. )}

€1,€2,63>0
€1t+er+e3=¢

(ii) Ifx € K is a local solution of (Q), then
0H(x) C 0F(x)+0G(x)+ N(K, x).

Moreover, if X is a local solution of (Q), then for any x* € 0H(X), there exist u* €
domF*,v* € domV* such that x* — u* — v* € domé% and

H*(x*) — F*(u*) — G*(v*) = 83 (x* —u* —v*) = F(X) + G(X) — H(X).
Proof Note that problem (Q) is equivalent to the minimization problem
inf [(F+G+38x)(x) — H).
Hence by Lemma 2.1, x € K is a global solution of (Q) if and only if for any ¢ > 0,
0 H(X) C 0; (F + G+ k) ().

Thus, (i) follows from this and Proposition 3.1.
Similarly, (ii) follows from Lemma 2.1 and Corollary 3.1. O

Theorem 3.2 (Duality for (Q)). For Problem (Q), we have

@ v(Q) > lng* [ sup [H*(x*) — F*u*) — G*(v*) — &% (x* — u* — v*)]].

u*, v*eX*
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(ii) If epi F* + epi G* + epi 8% is weak*-closed, then
v(Q) = inf [ max [H*(x*) — F*(u*) — G*(v*) — 8 (x* — u* — v*)]] (14)
x*eX* | u* vteX*

Proof The inequality in (i) follows easily from the definition of conjugate functions and from
that H** = H. In fact, for any x*, u*, v* € X* and any y € K, by definition of conjugate
functions, we have

H*(x*) — F*(u*) — G*(v*) — 05 (x* —u* —v™)
S HY(X) + (=u*, ) + F(y) + (=v*, y) + G) + (=x* +u™ +v*, y)
+ox (y) < H*(x™) — (x*, y) + F(y) + G(y).

This yields for all y € K (note that H**(y) = H(y)),
inf s exs SUP,x s {H*(x%) — F*(u*) — G*(v¥) — 8% (x* — u* — v")}
< inferex«[H*(x*) — (x*, y)] + F(y) + G(y)
=—H"(y)+F») +G©»)
=Fy)+Gy) —H®),

which proves (i) since the last inequality holds for any y € K.
For the proof of (ii), note that

v(Q) = inf[F(y)+G(y) — HW]=inf [(F+G+k)(y) — HY)I
yek yeX

Hence, by Toland’s duality theorem (Lemma 2.2),
v(Q) = ing{[(F +G+dk)(y) —H] = ing {H*(x*) — (F + G + 8g)*(x™)}. (15)
ye x*eX*

Since epi F* + epi G* + epi 8% is weak*-closed, it follows from Proposition 3.1 that
(F+G+8g)"(x*) = minX {F*(u™) + G*(v*) + 8 (x* —u™ — v™)}.
u* v¥eX*

Combining this and (15), we obtain that
v(Q) = inf max {H(")—F'u")=G"0") = k(" —u' — v},
e X*

x*eX* u*v
which completes the proof. O

Now the general Fenchel duality result for convex problems in infinite dimensional spaces
(see [7, 8] and the references quoted therein) follows from the previous proposition as shown
in the next corollary.

Corollary 3.2 [8] (Fenchel Duality for the sum of convex functions). Assume that F, G :
X — RU{4o00} are proper, l.s.c., and convex functions. Assume further that epi F* + epi G*
is weak*-closed. Then

inf [F(y) + G()] = max [—F*(—u*) — G*")].
yex ureX*
Proof Let K = X.Thendx = 0on X and thus, dom 6% = {0} andepi &% = {0} x [0, +00).
The conclusion now follows directly from Theorem 3.2 where H = 0 and K = X since
epi F* 4+ epi G* 4 epi 8 = epiF™ + epiG™* + {0} x [0, c0)
= epiF* + epiG™.
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The following corollary is a direct consequence of Theorem 3.2.

Corollary 3.3 (Fenchel Duality for convex problems). For problem (Q), assume that H = 0
and G = 0. Assume further that epi F* + epi 8% is weak*-closed. Then

inf(Q) = max. [-F*(u*) — 8% (—u™)].

A Farkas lemma of the same dual type as in [14], and involving DC functions, now follows
from Theorem 3.2.

Corollary 3.4 (Farkas Lemma). Let o € R. Assume that epi F* 4 epiG* + epi &% is weak*-
closed. Then the following statements are equivalent:

(i) Forally e K, F(y) +G(y) —H(y) Z a,
(ii) For each x* € X*, there exist u*, v* € X* such that

H*(x™) — F*(u™) — G*(v*) = §x (x* —u* —v*) > .
Proof 1t is clear that (i) is equivalent to

inf [F(y)+G(y) —H(y)] = a.
yekK
By Theorem 3.2, the last inequality is equivalent to

inf  max {Hx*) — F*w*) —G*(v*) =g (x* —u* —v")} > «,
x*eX* u* v*eX*

which, in turn, is equivalent to (ii). m]

We now come back to problem (Py) associated with (GE P). The duality results for the
general problem (Q) give rise to the corresponding ones for (Py) as shown below. But first,
we introduce the definition of a constraint qualification called closedness property for (Py).

Definition 3.1 (Closedness Condition). Let x € K. If the set
(cO) epi fi +epig* + epidy

is weak*-closed in the dual space of X x R, then problem (Py) is said to satisfy the closed-
ness condition, ((CC) in short), or equivalently, that problem (G E P) satisfies the closedness
condition (CC) at x.

It is worth observing that the dual form constraint qualification of the type (CC) seems
to be used for the first time in [8, 20]. This condition is weaker than several qualification
conditions known in the literature such as generalized Slater conditions and interior-type
conditions. It was successfully used for establishing optimality conditions, duality, stability
of convex programming problems [8, 20], convex infinite programs [10, 15], DC problems
with convex constraints [13, 14], and DC infinite programs with parameters [12]. It was also
used to study the variational inequalities and equilibrium problems (see [1, 2]). In this paper
this condition plays a key role in the study of duality and other topics in the next sections.

Forx € K, x*, u*, v* € X*, set

L(x, x*,u*, v") = h*(x™) — fi@W") — g"(v") — S (x* —u™ —v"). (16)
As a consequence of Theorem 3.2, we obtain the following corollary.

Corollary 3.5 (Duality for (Py)). Let x € K. Then
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i) v(Py) > inf ‘ max L(x,x*,u*,v*)].
x*eX*

u* vreX*

(ii) If (Py) satisfies (CC), then

v(Py) = inf [ max L(x,x™, u*, v*)] . (17)
x*eX* |u* vteX*
Moreover, in the case (ii), if h = 0 then
v(Py) = max L(x,x* u* v"). (18)
u*, v*eX*

(the “sup” in the right hand-side is attained).

Proof This is a direct consequence of Theorem 3.2 where fy, g, and 4 play the roles of F, G,
and H, respectively. O

4 Duality and optimality conditions for (GE P)

In this section we introduce a dual problem (DGE P) associated with problem (GE P).
We give weak and strong duality results and optimality conditions for (G E P) as well. The
latter, at the same time, shows the relationships between the solutions of (G E P) and those
of (DGE P). Besides, it is shown that if the primal problem (G E P) possesses an optimal
solution then the value of the dual problem (DG E P) is zero, i.e., v(DGE P) = 0. However,
the converse is not true. In such a situation, i.e., when the optimal value of the dual problem
(DGEP) is zero, we prove that for any € > 0, the problem (G E P) possesses at least an
e-solution. As it is proven in Sect. 7, when W = 0, the dual problem (DGE P) coincides
with the dual problem defined by Martinez-Legaz and Sosa in [23], and when 2 = 0 and
f(x,y) = (F(x),y — x) where F is an operator from X to X*, the dual problem (DGE P)
is equivalent to the dual problem for variational inequality problems in the sense of Mosco
[25]. Finally, to end this section, we generalize to our problem another dual scheme that
covers the one recently introduced by Jacinto and Scheimberg in [18] for problem (GE P)
for the case where h = 0.

First let us recall that for problem (GE P), each x € K is associated to an optimization
problem (Py):

px) = inf [fr(y) + ¥ ()]
yek

From this definition and from Lemma 3.1, we can conclude that

e p(x) < W¥(x) forallx € K, and
e X € K is a solution of (GE P) if and only if p(x) = W (x).

Definition 4.1 (Local solutions of (GE P)). A point x € K is called a local solution of
(G E P) if there exists a neighborhood U of x such that

f(X,y)+W(y) > W(x) forally e UNK.

It is obvious that x € K is a local solution of (G E P) if and only if it is a local solution of
(Px). Furthermore, any global solution of (G PE) is also a local solution of this problem.
So the problem of finding (local/global) solutions of (G E P) reduces to the one of finding
(local/global) solutions of the optimization problem

(P) max[p(x) — ¥(x)].
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or, equivalently, to the problem

xek ek

max [yinf {fx() =¥} — \I/(X)] .
By the weak duality property for (P,) (Corollary 3.5 (i)), we obtain
v(P) = max[p(x) — ¥(x)] > max |: inf  max L(x,x* u*, v*) — \IJ(x)] .
xek xeK | x*eX* u* v*eX*

The last inequality stimulates us to define the problem in the right hand side to be the dual
problem of (G E P). Concretely, the problem (DG E P) defined by

xeK | x*eX* u* vteX*

(DGEP) max |: inf  max L(x,x* u*, v") — \Il(x):l

is called the dual problem of the generalized equilibrium problem (G E P).

It is worth mentioning that this dual problem collapses to the one introduced by Martinez-
Legaz and Sosa in [23] when 7 =0 and g = 0. When 2 = 0 and f(x, y) = (F(x),y — x)
where F is an operator from X to X*, the dual problem (DGE P) is equivalent to the dual
problem for variational inequality problems in the sense of Mosco [25] and that of Bigi,
Castellani, and Kassey in [5].

Definition 4.2 (Solution of (DG E P)) A solution of the dual problem is a point X € K such
that for any x* € dom h*, there exist u*, v* € X™* such that the following equality holds

L(x,x*, u*, v*) = g(x) — h(X). (19)
The point x is said to be a weak solution of the dual if for any x* € 9h(x), there exist
u*, v* € X* such that the equality (19) holds.
Remark 4.1 Note that the inequality

L(x,x*, u*, v*) < g(x) — h(X)

is always true. Indeed, using the same argument as in the first part of the proof of Theorem 3.2,
we get forall y € K,

L(x, x*, u*,v*) = h*(x*) — ff*) — g*(v*) — 6 (x* —u* —v¥)
<R = () + g () + 2 ()
< —h(y)+8+ f:(y).

Taking y = x, we obtain the desired inequality. Therefore, the equality in the definition (19)
is equivalent to

A

L(x, x*, u*, v*) > g(X) — h(X).
Furthermore, it is easy to see that v(DGE P) < 0.
The weak and strong duality results are given in the next theorem.

Theorem 4.1 (Weak and strong duality for (GE P)) For problem (GE P), the following
properties hold:

(i) v(P) = v(DGEP).
(ii) Iffor each x € K, the closedness condition (CC) holds, then

v(P) = v(DGEP).
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Proof (i) is obvious. To prove (ii), note that if (CC) holds, then problem (Py) enjoys the
strong duality property for each x, i.e.,

p(x) = inf max L(x,x", u* v").
x*eX* u* vteX*

Hence, v(P) = v(DGEP). O
Remark 4.2 Note that if the problem (G E P) has a solution then v(P) = 0. In Theorem 4.1,
the equality (ii) holds provided that (CC) holds for every x € K. But even in this case, the

values of each side in this equality might not be zero if (G E P) has no solution as shown in
the following simple example.

Example 4.1 [26] Consider the generalized equilibrium problem (P1) of finding x € K :=
[—1, 1] such that

()c,y—x)—y2 > —x? forall y € K.

This problem is of the model (GE P) where ¥ (x) = h(x) = —x2 is a concave function,
g =0,and f(x,y) = (x,y — x). Itis easy to see that (CC) holds for all x € [—1, 1] and
v(P1) =v(DP1) = —1 # 0 (where(DP1) is the dual problem of (P1)). It is necessary to
emphasize that (P 1) has no solution.

‘We now establish the relationship between the solutions of (G E P) and those of (DG E P),
and we derive at the same time, optimality conditions for (G E P). First we consider the local
solutions of (GE P).

Theorem 4.2 Let x € K. For the problem (GE P), assume that the closedness condition
(CC) holds at x and that dh(x) # O. If x is alocal solution of (G E P), then for any x* € dh(x)
there exist u* € dom f, v* € domg* such that

L(x,x*, u*,v*) = g(x) — h(X). (20)
In particular, X is a weak solution of (DG E P).
Proof Let x be a local solution of (GE P). Then X is a local solution of the DC program

inf [fz(y) +80) — ()]
yekK

Since (CC) holds for (Py), it follows from [27] and the subdifferential sum rule, Corol-
lary 3.1, that

On(x) C 3(fz + g +k)(X)
C 8fz(X) + 8g(X) + Ng (X). (21)

Let x* € dh(x) (this set is non-empty by assumption). By (21), there exist u™ € dfz(x), v* €
0g(x), and w* € Nk (X) = 38k (¥) such that x* = u* 4+ v* + w™*, which give rise to

W) = ff)+ fe(x) = W, x),
g +g(x) = (v*, X), h*(x™) +h(E) = (%, %),
Sp(x* —u* —v") =8k (xF —ut — ") + 8k (%) = (xF —uF — 0¥ X).
Combining these equalities, we get
RE(x%) = ff@®) — g*(v") — S (" —u* —v") = g(X) — h(¥),

and the theorem is proven. O
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Now we consider the global solutions of (GE P).

Theorem 4.3 Let x € K. For problem (G E P), assume that the closedness condition (CC)
holds at x. If X is a global solution of (G E P), then for each x* € X*, there exist u™, v* € X*

satisfying
L%, x*, u*,v") = g(X) — h(¥). (22)
In this case, X is a solution of the dual problem (DGE P) and v(IDGEP) = 0.

Proof Assume that x is a solution of (GE P). Then by Lemma 3.1, x solves (Pz), which
means that v(Pz) = g(x) — h(x). It now follows from Corollary 3.5 (ii) that for each
x* e X*,

V(Pg) = g(¥) —h(¥) < max L(¥,x", u*, v"),
u* v*eX*

which implies the existence of u*, v* € X* such that
g(X) — h(X) < L(x,x",u*, v").

The reverse inequality being always true (see Remark 4.1), the equality (22) is proved.

The previous argument also shows that x is a solution of the dual problem (DGEP).
Moreover, in this case, since p(x) = W(x) and (CC) holds at x, by the strong duality for
(P;) (Corollary 3.5),

x*eX* | u*,vteX*

p(x) —¥(x) = inf max L(x,x*, u*, v*)] =0,

and hence, v(DGE P) > 0, which together with the obvious inequality v(DGEP) < 0
gives v(DGEP) = 0. O

‘We now prove the converse of Theorem 4.3, which also gives a sufficient optimality condition
for (GEP).

Theorem 4.4 Let x € K. If for any x* € domh™ there exist u* € dom f, v* € domg* such
that

L(x, x*, u",v") > g(¥) — h(x), (23)
then x is a global solution of (GEP).

Proof Let x* € dom h*. By assumption, there exist u™ € dom )-;" ,v* € dom g* such that
(23) holds. Using the same argument as in the first part of the proof of Theorem 3.2, we
obtain, for all y € K, that

g(X) —h(¥) < LG, x*, u*, v*) = h*(x*) — fFw*) — g"(v*) — S (x* —u™ —v¥)
ST = (3 )+ fr () +g(). (24)

Since x* is arbitrary, we deduce from the previous inequality that for all y € K,

g(x)—h(x) < inf {(A*(x")— (x*, 1+ () +28(), Yy e K.
x*edomh*

Consequently,

g(x) —h(x) = f(y) +g(y) —h(y) forally € K,
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8(x) —h(x) = p(x).

Combining this last inequality and the obvious inequality p(x) < W (x), we get p(x) = W (x)
and thus x is a solution of (GE P). O

The following corollary gives necessary and sufficient conditions for a point X € K to be a
solution of (G E P) in the special case when h = 0.

Corollary 4.1 (Necessary and sufficient optimality condition for (G E P) when h = 0) Let
x € K. For problem (GEP), assume that h = 0 and that the closedness condition (CC)
holds at x. Then x is a solution of (GE P) if and only if the dual problem (DGE P) has a
solution, i.e., there exist u* € dom f,v* € domg* such that

fi W) + 8" (") + 8 (—u* —v*) = —g(%). (25)

Proof First note that when 2 = 0, any local solution of (G E P) is a global one. The necessity
is a direct consequence of Theorem 4.2 when taking 2 = 0 and x* = 0 (since in that case
dh(x) = {0} = domh™).

For the sufficiency, note that for any y € K, we have

g(X) = —fiW") — g"(v*) — Sg (—u* —v™) < fi(y) + 8(y).

Then W (x) < p(x) and the conclusion follows. ]
As it is mentioned in Remark 4.2 (see also Theorem 4.1), if (GE P) has a solution x then
v(GEP) = 0 and if the (CC) condition holds for (GE P) at x then v(DGE P) = 0. The
converse, however, is not true, i.e., the value of the dual problem (DGE P) is zero does
not imply the existence of solutions to the primal problem (G E P). This is true even for a
special case of (G E P) as mentioned in [23]. In that case, however, for arbitrary small € > 0,

problem (G E P) has e-solutions as it is proven in the next theorem. But first we give a precise
definition of an e-solution for (GE P).

Definition 4.3 (Definition of e-solution of (GEP)) Given € > (. An element x € K is
called an e-solution of (GE P) if

fG,y)+W(y) > W(x)—e¢ forally € K.

The following theorem extends the results in [23] for equilibrium problems to problems of
the model (GE P).

Theorem 4.5 [f the value of the dual problem (DGE P) is 0, then for any € > 0, there is
an e-solution for (G E P). The converse holds provided that the closedness condition (CC)
holds for all x € K.

Proof Assume that v(DGEP) = 0. Since v(DGEP) < v(P) < 0, we have v(P) = 0,
which means that

sup[p(x) — W(x)] = 0.
xekK

So, for any € > 0, there exists x € K such that p(x) — W(x) > —e, or, equivalently,

fX,y)+W(y) > W¥(x)—e€ forally € K.
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Hence x is an e-solution of (GE P).
Conversely, if for any € > 0, (GE P) has an e-solution, then we get

p(x) = V(X) = —e,

which implies v(P) > —e for any € > 0. Hence, v(P) > 0. But this means that v(P) = 0.
Since (CC) holds forall x € K, it now follows from the previous inequality and Theorem 4.1
that v(DG E P) = v(P) = 0. This completes the proof. ]

In the following theorem some further sufficient optimality conditions are established for
problem (GE P).

Theorem 4.6 (Sufficient Optimality Conditions). Let x € K. Consider the following state-
ments:

(a) x is a solution of (GEP),
(b) p(x) > g(x) —h(x) forallx € K,

(¢) inf max L(x,x™ u* v*) > g(x)—h(x) forallx € K,
XFEX* ut vreX*
(d) foreach x € K and each x* € X* there exist u™, v* € X* satisfying

L(x,x*, u*,v*) > g(x) — h(X). (26)
The following conclusions hold:

(1) (b) implies (a).
(i) If for all x € K, problem (Py) satisfies (CC), then (b), (c), and (d) are equivalent
together. Moreover, in this case each of these conditions implies (a).

Proof (i) If (b) holds then p(x) > W(x) and hence, p(x) = W(x) which implies x is a
solution of (GEP), which is (a).

(i1) Since (CC) holds at each x €, the fact that (c) is equivalent to (d) follows from Prop-

osition 3.1 (i7). On the other hand, strong duality for (P,) (Corollary 3.5), implies

that
p(x) = inf ( max L(x,x*, u*, v*)] .
x*eX* | u* vteX*
This shows that (¢) is equivalent to (b) and that (ii) holds. ]

Another dual scheme has been recently introduced in [18] for problem (GE P) when i = 0.
It is easy to adapt it to the general case where £ is not necessarily the zero function. More
precisely, this dual scheme becomes:
(DLGEP) inf  sup L(x*, u* v"),
x*eX* u*,v*eX*
where L(x*, u*, v¥*) =inf,cx L(x, x*, u*, v*).
The value of the dual problem (DLGE P) is denoted v(DLGE P). When h = 0 we find

again the dual introduced in [18]. The corresponding weak duality property is given in the
next theorem.

Theorem 4.7 (Weak duality) Let x € K. Then for any y € K, it holds
V(DLGEP) = inf  sup LG*u* v < i) +80) —h(y). @27

x*eX* u*,v*eX*

W(DLGEP) = inf sup L(x* u*, v*) < p(x) < g(x) — h(x). (28)

* *
x*eX u*,U*EX*
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In particular, one has

WDLGEP) = inf sup L(x* u* v¥) < inf{p(x). (29)
* xe

*
x*eX u*,v*eX*

Proof Let x*, u*, v* € X* and let x € K. By definition of conjugate functions, it is clear
that forany y € K,

L()C, X*v M*, U*) = h*(X*) + (—l/{*, y) + fx()’) + (—U*, y) + g(}’) + (_X* + I/{* + U*7 }’)
+8k ()
SR = (0 9+ fe () + 8(9)- (30)

This yields for any y € K,

L(x*, u™, v*) < B (x™) — (x¥, Y+ inf [0 +80) < R*(xF) — (7, )+ ()48 (),
which implies for any y € K (note that 2**(y) = h(y)),

inf  sup L(x* u*,v*) < xjrelg*[h*(x*) — (X )+ g

x*eX* Wk vreX*
="+ ) +gB»)
= fx(») +8gQ) —h®).

The first assertion is proven. The second assertion follows from the arbitrariness of y € K.
The weak duality (29) is immediate from (28). The proof is complete. ]

Theorem 4.8 (Strong duality). Assume that o := inf cx p(x) € R. Assume further that for
each x € K, problem (Py) satisfies (CC). Then it holds

(i) v(DLGEP) = inIf(p(x),
xXe
(i) v(DLGEP) = inf inf sup  L(x,x™, u*, v*).

xeX x*eX* Wk e X*
Proof (i). By assumption, for each x € K, p(x) > « which means that for each x € K,

yek = fi(y)+gy)—h(y) >a.

It follows from Farkas lemma (Corollary 3.4) that for any x* € X*, there exist u™*, v* € X*
such that

Lx, x*,u*, v") = h*(x") — fi@") — g"(v") = §x (x" —u* —v*) > e
The last inequality yields

inf sup L(x* u*,v*) > a = inf p(x).
x*eX* u*,v*eX* xeK

So (i) follows from this and the weak duality property (Theorem 4.7). Finally part (ii) is
obtained from (i) and Corollary 3.5 (ii). ]

Corollary 4.2 Under the assumptions of Theorem 4.8, if ¥ = 0, then

V(DLGEP) <v(DGEP) <v(P).
Theorem 4.9 Let x € K. If for all x € K, problem (Py) satisfies (CC) and v(DLGEP) =
g(x) — h(x), then x is a solution of (GE P).
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Proof By the strong duality property (Theorem 4.8), we have

V(DLGEP) = inf p(x) = g(i) — h().
xXe

Then the conclusion follows from Theorem 4.6 (i). m]

5 Gap functions for (GE P)

Gap functions are useful for solving variational inequalities and equilibrium problems (see,
for example, the references [1, 2, 16, 24]). In this section we study gap functions associ-
ated with (GE P). They are based on the duality results developed in the previous sections.
Furthermore, when (G E P) represents a variational inequality problem or an equilibrium
problem, these gap functions coincide with the gap functions given in [1,2]. Let us first
recall the definition of a gap function for (GE P).

Definition 5.1 (Gap function) A functiong : X — RU{+o0} is a gap function for (G E P)
if the following conditions hold:
(i) g(x) >0forallx € K,
(ii) x € K is a solution of (GE P) if and only if g(x) = 0.
Let

() = —inf [f(x,y) +¥(y) — V()] €Y}
yek

By Lemma 3.1, x* is a solution of (G E P) if and only if y (x*) = 0. Since y (x) > 0 for all
x € K, itis clear that y is a gap function for (GE P).

When (G E P) represents the standard variational inequality problem: Find x € K such
that

(F(x),y—x)>0forally € K,
the gap function defined by (31) reduces to

y(x) =sup(F(x),x —y)
yek
which is the gap function introduced for this problem by Auslender [4]. Here F' is an operator
from X to its dual X*.
Thanks to the duality theory developed previously we can introduce another class of gap
functions for (G E P). More precisely, for all x € K, we define

y(x) = — |: inf  sup L(x,x", u", v*)] + g(x) — h(x). (32)

* *
x*eX u*,U*GX*

This function y is called “the dual gap function” associated with (G E P). This name is
justified in the proof of the next theorem.

Theorem 5.1 (Gap function for (G E P)). Assume that problem (Py) satisfies the condition
(CC) foreach x € K. Then y is a gap function for (GE P).
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Proof 1t follows from the weak duality for (GE P) (Theorem 4.1) that y(x) > 0 for all
x € K. On the other hand, by Lemma 3.1, x solves (GEP) if and only if p(x) = W(x).
Since the condition (CC) holds at x, the strong duality property for (P;z) gives

p(x)= inf sup L(x,x* u*, v¥).
x*eX* u*,v*EX*

So, x solves (GEP) if and only if y (x) = ¥(x) — p(x) = 0. o

The gap function y defined in (32) collapses to the ones constructed in [1] and [2] for the
variational inequality problem and for the equilibrium problem, respectively.

6 Convex and DC optimization problems

In this section we apply the duality and optimality conditions for (G E P) to convex and DC
programs. We find again several duality results for these classes of problems established in
[13, 14]. Better still, we get some new optimality conditions for these problems.

6.1 Convex optimization problems

First let us consider the following convex optimization problem with cone-convex constraints

min W (y)

(PC) [s.t. yeC, k(y) e —S.

Here, X and Z are locally convex topological spaces, C is a closed convex subset of X, S
is a closed convex cone of Z, ¥ : X — R U {400} is a proper, l.s.c., and convex function
while k : X — Z is a S-convex and continuous mapping. For problem (PC), we assume
that its feasible set K := {y € C | k(y) € —S} is non-empty. Let

ST i={z*eZ*|(z*,5) >0 foralls € S},

be the positive dual cone of S.
Note that problem (P C) can be rewritten as follows:

Find x € K such that

(GEPI) W(y) > W(x) forall y € K.

This is a special case of (GE P) with f =0, g(y) = W(y) forall y € X, and h = 0.
Observe that when 7 = 0, we have 7*(0) = 0, h*(x*) = 400 if x* # 0, and thus
epi i* = {0} x [0, +00). The same holds for f, = 0, i.e., epi f; = {0} x [0, +-00). There-
fore, for (GE P1), the function L does not depend on the variables x, x*, and v* (in fact,
x* = v* = 0) and collapses to
Lu*) = —W*(—u") — 85 (u").

In that case the two dual problems (DGE P) and (DLGE P) are equivalent and can be
written under the form

(D1) sup L(u®).

u*eX*

Furthermore the two duality theories developed in Sect. 4 can be applied to problem (D1).
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On the other side note that for each A € S+, the function Ak defined by Ak(x) := (A, k(x))
for all x € X, is continuous. By Lemma 2 in [21] (see also [20]),

epi 8x =cl { | J epi ()" +epi 65t . (33)
reSt

As a consequence of the strong duality property, (Theorem 4.8), we obtain the following
Fenchel and Fenchel-Lagrange duality results for problem (P C). These results were recently
established in [8, 13, 14].

Theorem 6.1 (Fenchel Duality and Fenchel-Lagrange Duality). Suppose that v(PC) € R.
(i) If epi W* + epi 6% is weak*-closed, then Fenchel duality holds, i.e.,
v(PC) = sup [—¥*(—u*) — 8% w™)]. 34)

u*eX*
(i) If epi W* + U, c5+ epi (M)* + epi 8 is weak*-closed, then the Fenchel-Lagrange
duality holds, i.e.,
V(PC) = max [—W*(—u™) — (A)* (") — 85 w™ —v)], (35)
b

eSt; ux vieX*
(the “sup” in the right hand-side of (35) is attained at some ). € S, and u*, v* € X*).
Proof (i) Note that the dual problem (D1) can be written in the form
(Dla) sup [—W*(—u™) — 8% w™)].
ureX*
Then the Fenchel duality (i) follows from Theorem 4.8.

(i) The conclusion (ii) can be proved using an argument similar to the one in the proof
of Theorem 3.2 (ii), where the set epi W* + | J, cg+ epi (Ak)* +epi 8% plays the role
of epi F* + epi G* + epi 6} and H = 0. Also, by the proof of Theorem 3.2 (ii), the
“sup” in the right hand-side of (35) is attained at some A € ST, and u*, v* € X*).

O

It is worth mentioning that the Fenchel duality result given in Theorem 6.1 (i) is related to
the Fenchel dual of the problem (P C) when written under the form inf,cx [V (x) + 5k (x)].
Similar Fenchel duality results related to the more general convex problem inf cx[p(x) +
g (x)] were given in [3] under another regularity condition which is strictly stronger than
the one in Theorem 6.1, and was given in [8] under the same type of qualification condi-
tion. On the other hand, the Fenchel-Lagrange duality result given in Theorem 6.1 (ii) was
proved in [13, 14] under the same constraint qualification and in [7] under another constraint
qualification.

‘We now show that the strong Lagrange duality for (P C) can be derived from Theorem 4.8.
This result was established in several papers such as [11, 14, 20].

Theorem 6.2 (Lagrange Duality) [11, 14, 20]. Suppose that
epi W + | epi (WO* + epi 8¢
reSt

is weak*-closed. Then strong Lagrange duality holds for (PC), i.e.,

inf  W(y) = inf [W Ak ) 36
yec,ir(ly)e_s ) Aseuﬁﬁgc[ ) + k) ()] (36)
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Proof Using a same argument as in the proof of Theorem 6.1 (ii), we obtain

v(D) = sup [—W* (—u™) — k) (0*) — 8¢ w™ —v)].

reSTiut vre X
Moreover, it is also easy to see that
=W (—u") — (M) (V) = 8 —vH)] < W(y) + (Ak)(y), Vy € C,
which implies
=W (—u®) — (A)* (V) = 8¢ —vH)] < ;IEIE[W(y) + (k) (M) = v(PC)

(the last inequality holds by weak duality). The equality (36) readily follows from Theo-
rem 4.8. O

We now turn to the application of optimality conditions for (G E P) (see Theorem 4.6)
to (PC). For the sake of simplicity, we consider the case where C = X and as usual, let
K =k71(=S5).

Theorem 6.3 For the problem (PC), assume that C = X and that x € K. Assume fur-
ther that the set epi W* + | J; cg+ epi (Ak)* is weak*-closed. The following statements are
equivalent:

(i) x is a solution of (PC),
(ii) There exist . € S*, u* € X* such that

U (—u™) — (M)* (") = W(X),
(iii) There exists . € ST such that

W (y) + (Ak)(y) = W(x) forally e X.

Proof We first give some observations gathered from Theorems 6.1 and 6.2.
Under the given assumptions and v(PC) < +00, by Theorem 6.1 we get
(o) there exist A € ST and u* € X* such that

V(PC) = —U*(—u®) — Ak)* (™).

On the other hand, by Theorem 6.2, we get
(B) there exists A € ST such that

v(PC) = yirellé[‘ll(y) + ()]

Hence («) and (B) are equivalent.

From the previous observations, (ii) and (iii) are equivalent and each of them implies (i)
by Theorem 4.6. The fact that (i) implies (ii) follows from Theorem 4.3 (see also its proof).
The proof is complete. m}

It is worth mentioning that the optimality condition given in (ii) is new while the one in (iii)
may be obtained by using the new Farkas-type result established recently in [14].
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6.2 DC optimization problems

In this subsection we consider DC optimization problems with convex constraints, i.e., prob-
lems of the form (P C) with W(x) = g(x) — h(x) being a DC function. More precisely, we
consider the problem

min W(y) := g(y) — h(y)
(PDC) [ st yeC, k(y) e —S,
where X, C, S, and Z are as before and g, h : X —> RU {400} are proper, l.s.c., and convex
functions. Let K be the set defined as before, i.e., K :={y € C | k(y) € —S}.
It is obvious that (P DC) can be rewritten under the form of (GE P), say (GE P2), as for
problem (PC) with f = 0. In that case, the function L is independent from the variables x
and v*.

L(x*, u®) =h*"(x") — g*(u™) — S5 (x* —u™).

Consequently the two dual problems (DGE P) and (DLGE P) are equivalent and can be
written under the form

(D2) inf  sup L(x*, u™).

X*eX* xex*

Furthermore the two duality theories developed in Section 4 can be applied to problem
(D2). Problem (D?2) is the Toland-Fenchel-Lagrange dual problem introduced in [14, 22].
The strong duality for (G E P) (Theorem 4.8) entails the following strong Toland-Fenchel-
Lagrange duality result for (P DC) which is the one established recently in [13, 14]. The two
following theorems give a duality result and an optimality condition for (P DC). The first
one was introduced in [7, 14] while the second one is a new optimality condition for (P DC).
These theorems can be proved by the same arguments as those of Theorems 6.1 and 6.3 and
will be omitted.

Theorem 6.4 [13, 14]. If epi W* 4 epi 8% is weak*-closed, then
V(PDC) = inf sup [h*(x*) = g"(") = 85 (" —u")].
x*e *

u*eX*

Proposition 6.1 (Optimality Condition for (PDC)). Assume that C = X, g is continuous
at some point in K = k=Y (—=S), and that the set Uses+ epi (Ak)* is weak*-closed. The
Sfollowing statements are equivalent:

(i) x € K is a solution of (PDC),
(i) For each x* € X*, there exist . € ST, u* € X* such that

h*(x*) — g* ") — M) (" —u*) = g(¥) — h(%).

7 Equilibrium problems

Consider the general equilibrium problem

Find x € K such that
S, y)+g(y) = g(x) forall y € K,

where f : X x X — R U {400} is such that, for each x € K, f,(.) is a proper, l.s.c., and
convex function, g : X — RU{4-00} is a proper, L.s.c., and convex function and K is a closed

(EP) [
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convex subset of X. This problem is a particular case of problem (GE P) when ¥ = g and
h = 0.Inthat case, foreach x € K, the problem (P,) becomes inf e (fx(y)+g(y)), and the
condition (CC) for (P,) can be expressed as: epi f,"+epi g*+epi 8% is weak™-closed. Fur-
thermore, since epi 7* = {0} x [0, +00), the function L only dependsonx € X, u*, v* € X*
and can be written as

L(x,u*,v*) = —ff (") — g"*(v*) — g (—u* —v™). (37)

The function L depending on x, the two dual problems (DGE P) and (DLGE P) are dif-
ferent.

In this section, we consider two cases. The first one corresponds to K = X and has been
studied from the duality point of view particularly in [18]. In the second one, the function
g = 0and K is some closed convex subset of X. This is the equilibrium problem introduced
by Blum and Oettli in [6] and for which a theory of duality has been developed in [23].

Let us start with the first case where K = X. Then, the support function 8} (—u* —v*) =0
if v* = —u™ and 400 otherwise. Consequently, the function L only depends on x € X and
u* € X* and has the form

L(x,u") = —f{(u") — g"(—u™). (38)
With this function L, the general dual problem (DG E P) becomes
(D3) max sup [L(x,u*)—g(x)].

xeX ur*eX*

By the weak duality theorem (Theorem 4.1), we have that v(D3) < sup,.y [p(x) —
g(x)] < 0. Furthermore, using (37) and (38), it follows from Corollary 4.1 that x € X is a
solution of problem (E P) if and only if there exists u* € X*, satisfying L(x, u*) > g(x),
provided that the closedness condition (CC) holds at x. So we find again the optimality
conditions obtained in [18] under a similar qualification of constraints. If we consider the
general dual problem (DLGE P), we obtain the following dual problem

(D4) sup inf L(x,u™).
ureX* xeX
By the weak duality theorem (Theorem 4.7), we have that v(D4) < inf,cx p(x). Since
p(x) < g(x) for all x € X, we obtain that v(D4) < inf,cx g(x). So we find again the
weak duality theorem obtained in [18] under a similar qualification of constraints. How-
ever, in addition to this result, we can derive from Theorem 4.8, the following strong duality
property.

Corollary 7.1 The optimal value of problem (D4) is such that v(D4) = inf,cx p(x) pro-
vided that inf,cx p(x) is finite and that, for every x € X, the subset epi fI+epi g* is
weak*-closed in X*.

Finally let us mention that when K = X, the gap function (32) becomes:

y1(x) = ujrell;*[fx*(u*) + 8% (—u] + g(x). (39)

Remark 7.1 In [18], the function f(x,y) is decomposed into the sum of two functions
F(x,y) + ¢(x, y) to recover more easily the various equilibrium problems considered in
the literature. In [18], this decomposition is not used to develop the duality theory. However
the authors of [18] work with the function f(x,-) = F(x, -) + ¢(x, -) that is assumed to be
proper, L.s.c., and convex and so, our method is applicable in this case.
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We now examine the important particular case of variational inequality problems in the
case where K = X. More precisely, we consider the variational inequality problem of the
form

Find x € X such that

VD 1 (A@). y — )+ 8() = g(x) forall y € X,

where A is an operator from X to its dual X* and g : X —> R U {400} is a proper, Ls.c.,
and convex function. This model was first studied in [25], and then in [5, 18]. In this section
we show that our dual problem defined in Sect. 4 reduces to the dual problem and the results
established by Mosco in [25].

Let f(x,y) = (A(x), y—x). Then (V1) is a particular case of (GE P) where h = 0, K =
X, and W = g. To show that our dual problem for (VI), considered as a representation of
(GEP), is equivalent to the dual introduced by Mosco in [25], we proceed as follows: First
we observe that for each x € X,

(A(x),x) ifu* = Ax),
+00 otherwise.

i) = [

Moreover, domh* = {0} with 2*(0) = 0. The same holds for dx, i.e., doméy = {0}
and 6}} (0) = 0. So, the function L (defined by (16)) in this case only depends on x and
u* € domf,

Lx,u™) = —fF(u") — g"(—u") (40)
[ —(Ax), x) — g*(—Ax)), ifu* = A(x), —u* € domg*,
= . 41)
—00 otherwise .

The dual problem for (VI), called (DV 1), is

* * *
(DVI) max A [—(u*, x) — g*(—u*) — g(x)].
Now let x € X. Since f; is continuous on X, it follows from (2) that epi f + epi g* is
weak™*-closed. So condition (CC) is satisfied for every x € X and, by the strong duality
theorem (Theorem 4.1), the optimal value of problem (D V I) is equal to zero. Consequently,
finding a solution to problem (DV ) consists in finding X € X and u* € X* such that
u* = A(x) and

—(u*, %) — g"(—u") — g(x) = 0.

In other terms, problem (D V I) is equivalent to the following one: Find x € X and u™* € X*
such that u™ = A(X) and x € dg*(—u™), i.e., such that

[ —(X, v +u") + g*(v*) = g*(—u*) forall v* € X*,
u* = A(X).

So we find again the dual proposed by Bigi, Castellani and Kassay (see (10) in [5]). In par-
ticular, when A is an injective mapping, ¥ = A~ ! (u*) is the unique solution associated with
u* and problem (DVI) collapses into the variational inequality:

Find u* € X* such that (—A™'(u*), v* + u*) + g"(v*) > g*(—u*) forall v* € X*

introduced by Mosco in [25] as the dual of (V I). Furthermore, the duality theorem obtained
by Mosco in [25] is a direct consequence of Corollary 4.1.
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Finally it is easy to see that, for problem (V I P), the gap function (39) becomes:
) = il (AG), x)+ 8" (—AW) + g().

This gap function was introduced in [1] for solving problem (V' I).

Now we consider the second case: g = 0 and K is some closed convex subset of X. In that
case, problem (Py) becomes inf,cx fy(y), and since epi g* = {0} x [0, +00), the condition
(CC) for (Py) becomes

epi fi +epidy is weak®-closed in X*.

Several sufficient conditions to obtain condition (CC) were given in [8, 14]. In particu-
lar, (Py) satisfies (CC) if either f, is continuous at some point in K or int K # () and
domf, NintK # @ (see [23]).

Since g = 0, the conjugate g*(v*) = 0 if v* = 0 and +o00, otherwise. Hence, the function
L only depends on x € K and u™ € X and can be written as

L(x,u") = —fFu*) — 8x (—u™). (42)

Adopting the notation used in [23], we set ig (u*) := infyex (4™, y). Then, 8§} (—u*) =
—ig(u*) and

sup sup L(x,u®) = sup sup [—fu") — 8k (—u®)]

xeK u* vreX* xeK u*eX*
= sup [ixg ™) — inf f)u™)].
ureX* xekK
The dual problem of (E P) is then
(D5) sup [ig (u*) — inf f(u*)].
ureX* xek

So, in this particular case, our dual problem (DG E P) coincides with the dual problem (D5)
introduced by Martinez-Legaz and al. in [23]. The weak and strong duality properties given
in Theorem 4.1, become: v(D5) < sup,.x p(x) and v(D5) = sup,.x p(x) when (Py)
satisfies (CC) for each x € K. Furthermore, since p(x) < 0, we also obtain that v(D5) < 0.
For this problem, and with L defined by (42), the optimality conditions given in Corollary
4.1, become: if condition (CC) is satisfied at x, then X € X is a solution of problem (E P)
if and only if there exists u* € X*, satisfying L(x,u*) > 0, ie., ix (u*) — fF@*) > 0.
This condition allows us to derive the following proposition closely related to Theorem 3.1
in [23].

Proposition 7.1 Letx € K. Assume thatepi [ +epi 8% is weak™-closed. Then the following
statements are equivalent:

(i) x € K is a solution of (EP),
(ii) There exists u* € X* such that f¥(u*) = ig (u™).
Furthermore, if either (i) or (ii) holds, then ix (u*) = infyex fif (™).

Proof By Corollary 4.1, x € K is a solution of (E P) if and only if there exists u* € X*
such that L(x, u*) > 0, or, equivalently,

fiw®) <ig®).
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On the other hand, it follows from the definition of the conjugate function that, for any
x,y € K, one has (u*, y) — f¥(u*) < f(x,y). So, taking successively the infimum on y
and the supremum on x , we obtain

ixW*) — fru®) < in£ f(x,y) <0 forallx € K,
ye
and
ig(u*) — inf fx*(u*) <0.
xek
Consequently, ix (u*) = f3(u*) = inficg f(u*). The proof is complete. O

Remark 7.2 Itis worth mentioning that this result was established in [23] under the constraint
qualification:

“for every x € K, there exists yy € K such that f(x, yx) < +00, and either y, € intK
or fy is continuous at yy.”

It is easy to see that this condition implies that O € int(dom fy — K) which, in turn, entails
that epi f7 +epi 8% is weak*-closed (see [8, 20]). This means that Proposition 7.1 improves
the result in [23].

To end this section we present a gap function for (E P). The next result is a consequence of
Theorem 5.1. It covers the corresponding result established in [2] for the special case where
g=0.

Proposition 7.2 Suppose that for any x € K, the set epi f + epi 8% is weak*-closed. Then
the function y» defined by

y2(x) = ujlelg*[fx*(u*) + 8 (—u™)] (43)
is a gap function for (E P).

Proof Note that (E P) is a special case of (GE P) with g = h = 0. The function L only
depends on x, u*, and can be expressed as

L(x,u*) = —fFfu") — 8% (—u®).

In this case, the gap function y defined in (32) collapses to y» defined by (43). The conclusion
follows from Theorem 5.1. ]

Acknowledgement The first author wishes to thank the University of Namur for financial support in the
form of a FUNDP Research Scholarship

References

1. Antangerel, L., Bot, R.I., Wanka, G.: On the construction of gap functions for variational inequalities via
conjugate duality. Asia-Pac. J. Oper. Res. 24, 353-371 (2007)

2. Antangerel, L., Bot, R.I., Wanka, G.: On gap functions for equilibrium problems via Fenchel duality. Pac.
J. Optim. 2, 667-678 (2006)

3. Attouch, H., Brezis, H.: Duality for the sum of convex functions in general Banach spaces. In: Barr-
0s0, J.A. (ed.) Aspects of Mathematics and its Application, pp. 125-133. Elsevier, Amsterdam, The
Netherlands (1986)

4. Auslender, A.: Optimisation. Méthodes Numériques. Masson, Paris (1976)

5. Bigi, G., Castellani, M., Kassay, G.: A dual view of equilibrium problems. J. Math. Anal. Appl. 342, 17—
26 (2008)

@ Springer



208 J Glob Optim (2010) 48:183-208

6. Blum, E., Oettli, W.: From optimization and variational inequality to equilibrium problems. Math.
Stud. 63, 127-149 (1994)

7. Bot, R.I., Wanka, G.: A weaker regularity condition for subdifferential calculus and Fenchel duality in
infinite dimensional spaces. Nonlinear Anal, to appear.

8. Burachik, R.S., Jeyakumar, V.: A new geometric condition for Fenchel’s duality in infinite dimensional
spaces. Math. Program. 104(B), 229-233 (2005)

9. Burachik, R.S., Jeyakumar, V.: A dual condition for the convex subdifferential sum formula with appli-
cations. J. Convex Anal. 12, 279-290 (2005)

10. Dinh, N., Goberna, M.A., Lépez, M.A., Son, T.Q.: New Farkas-type results with applications to convex
infinite programming. ESAIM: Control Optim. Cal. Var. 13, 580-597 (2007)

11. Dinh, N., Jeyakumar, V., Lee, G.M.: Sequential Lagrangian conditions for convex programs with appli-
cations to semi-definite programming. J. Optim. Theory Appl. 125, 85-112 (2005)

12. Dinh, N., Mordukhovich, B.S., Nghia, T.T.A.: Subdifferentials of value functions and optimality con-
ditions for some classes of DC and bilevel infinite and semi-infinite programs. Research Report # 4,
Department of Mathematics, Wayne State University, Detroit, Michigan (2008) (to appear in Math. Pro-
gram.)

13. Dinh, N., Nghia, T.T.A., Vallet, G.: A closedness condition and its applications to DC programs with con-
vex constraints. Optimization, 1-20, iFirst (2008) doi: 10.1080/02331930801951348 First Published on: 31
March 2008 http://www.informaworld.com/smpp/title~content=g770174694~db=all ?stem=3#messages

14. Dinh, N., Vallet, G., Nghia, T.T.A.: Farkas-type results and duality for DC programs with convex con-
straints. J. Convex Anal. 15, 235-262 (2008)

15. Fang, D.H., Li, C., Ng, K.E.: Constraint qualifications for extended Farkas’ lemmas and Lagrangian
dualities in convex infinite programming (Submitted).

16. Fukushima, M.: A class of gap functions for quasi-variational inequality problems (Preprint)

17. Hiriart-Urruty, J.B.: From convex optimization to non-convex optimization necessary and sufficient
conditions for global optimality. In: Gilbert, R.P., Panagiotopoulos, P.D., Pardalos, P.M. (eds.) From
Convexity to Non-convexity, pp. 219-239. Kluwer, London (2001)

18. Jacinto, EM.O., Scheimberg, S.: Duality for generalized equilibrium problems. Optimization 57,
795-805 (2008)

19. Jeyakumar, V.: Asymptotic dual conditions characterizing optimality for convex programs. J. Optim.
Theory Appl. 93, 153-165 (1997)

20. Jeyakumar, V., Dinh, N., Lee, G.M.: A new closed cone constraint qualification for convex optimization.
Applied Mathematics research report AMRO04/8, UNSW, Sydney, Australia (2004).

21. Jeyakumar, V., Wu, Z.Y., Lee, G.M., Dinh, N.: Liberating the subgradient optimality conditions from
constraint qualifications. J. Glob. Optim. 34, 127-137 (2006)

22. Laghdir, M.: Optimality conditions and Toland’s duality for a non-convex minimization problem.
Matematicki Vesnik 55, 21-30 (2003)

23. Martinez-Legaz, J.E., Sosa, W.: Duality for equilibrium problems. J. Glob. Optim. 25, 311-319 (2006)

24. Mastroeni, G.: Gap functions for equilibrium. J. Glob. Optim. 27, 411-426 (2003)

25. Mosco, U.: Dual variational inequalities. J. Math. Anal. Appl. 40, 202-206 (1972)

26. Muu, L.D., Nguyen, V.H., Quy, N.V.: Nash-Cournot oligopolistic market equilibrium models with con-
cave cost functions. J. Glob. Optim. 41, 351-364 (2008)

27. Toland, J.F.: Duality in non-convex optimization. J. Math. Anal. Appl. 66, 399-415 (1978)

28. Zalinescu, C.: Convex Analysis in General Vector Spaces. World Scientific, Singapore (2002)

@ Springer


http://dx.doi.org/10.1080/02331930801951348
http://www.informaworld.com/smpp/title~content=g770174694~db=all?stem=3#messages

	Duality and optimality conditions for generalized equilibrium problems involving DC functions
	Abstract
	1 Introduction
	2 Preliminaries
	3 Duality of DC optimization problems
	4 Duality and optimality conditions for (GEP)
	5 Gap functions for (GEP)
	6 Convex and DC optimization problems
	6.1 Convex optimization problems
	6.2 DC optimization problems

	7 Equilibrium problems
	Acknowledgement
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


