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Abstract
In this paper we consider a spatial discretization schemewith an adaptive grid for theNagumo
PDE. In particular, we consider a commonly used time dependent moving mesh method that
aims to equidistribute the arclength of the solution under consideration. We assume that the
discrete analogue of this equidistribution is strictly enforced, which allows us to reduce the
effective dynamics to a scalar non-local problem with infinite range interactions. We show
that this reduced problem is well-posed and obtain useful estimates on the resulting nonlin-
earities. In the sequel papers (Hupkes and Van Vleck in Travelling waves for adaptive grid
discretizations of reaction diffusion systems II: linear theory; Travelling waves for adaptive
grid discretizations of reaction diffusion systems III: nonlinear theory) we use these estimates
to show that travelling waves persist under these adaptive spatial discretizations.

Keywords Travelling waves · Adaptive grids · Singular perturbations · Spatial
discretizations

Mathematics Subject Classification 34K31 · 37L15

1 Introduction

In this paper we consider adaptive discretization schemes for a class of scalar reaction–
diffusion equations that includes the Nagumo PDE

ut = uxx + gcub(u; a), (1.1)

with the bistable cubic nonlinearity

gcub(u) = u(1 − u)(u − a), 0 < a < 1. (1.2)
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In particular, we discretize (1.1) on a time-dependent spatial grid and add an extra equation
that aims to distribute the gridpoints in such a way that the arclength of the solution is equal
between any two consecutive gridpoints.

Our main contribution in this series of papers is to show that the resulting coupled semi-
discrete system is well-posed and admits solutions that can be interpreted as travelling waves.
In particular, our results here are part of an ongoing program that aims to systematically
explore the impact of commonly used spatial, temporal and full discretization schemes on
the dynamical behaviour of dissipative PDEs.

1.1 Reaction–Diffusion Systems

Reaction–diffusion PDEs have been extensively studied in the past decades. Indeed, their rich
pattern-forming properties allow many intriguing localized structures that can be observed
in nature to be reproduced analytically and numerically. For example, the classical paper by
Aronson andWeinberger [1] shows how (1.1) and its higher-dimensional counterparts can be
used to model the spreading of a dominant biological species throughout a spatial domain.
Upon adding a slowly-varying second component to (1.1) by writing

ut = uxx + gcub(u; a) − v,

vt = ε
(
u − v

)
, (1.3)

Fitzhugh [22,23] was able to effectively describe the propagation of signal spikes through
nerve fibres. Sparked by his interest in morphogenesis, Turing [48] described the famous
bifurcation through which equilibria of general two-component reaction–diffusion systems
can destabilize and generate spatially periodic structures such as spots and stripes.

These early results led to the development of many important technical tools that today
are indispensable to the field of dynamical systems. For example, comparison principle
techniques have been used to study the global dynamics of (1.1) in one [21] and two [6]
spatial dimensions. The rigorous construction of the pulses observed by FitzHugh for (1.3)
led to the birth of geometric singular perturbation theory [11,24,37]. The development of
Evans function [34] and semigroup theory [45] was heavily influenced by the desire to
analyze the stability of many of these localized structures.

The systems (1.1) and (1.3) are both still under active investigation. For example, the
behaviour of perturbed spherical [44] or planar [39] fronts has been investigated for higher-
dimensional versions of (1.1). In addition, in [12,13] the authors consider (1.3) in the a ↓ 0
limit and describe the birth of pulse solutions with oscillating tails.

1.2 Discretized TravellingWaves

It is well-known that travelling waves play an important role in the global dynamics of (1.1).
Indeed, they have a large basin of attraction and can be used as building blocks to construct
more complicated solutions [21,51,52]. As a consequence, a line of research has developed in
recent years to investigate inwhat sense these travellingwaves survive common discretization
schemes.

As a first step, it is natural to introduce the approximants Uj (t) ∼ u( jh, t) and apply a
standard discretization to the second derivative in (1.1). In this fashion one obtains the lattice
differential equation (LDE)
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U̇ j (t) = 1

h2
[Uj−1(t) +Uj+1(t) − 2Uj (t)] + gcub(Uj ; a), (1.4)

which can be seen as the nearest-neighbour spatial discretization of the PDE (1.1) on the
grid hZ. Of course, the 0 < h � 1 regime is the most interesting from the perspective of
numerical analysis.

However, we remark here thatmany physical and biological systems have a discrete spatial
structure for which it is natural to take h ∼ 1. Indeed, genuinely discrete phenomena such as
phase transitions in Ising models [3], crystal growth in materials [10], propagation of action
potentials in myelinated nerve fibers [5] and phase mixing in martensitic structures [49] have
all been modelled using equations similar to (1.4). As a consequence, the system (1.4) has
attracted a great deal of attraction, see e.g. [7,14,35,38,53] or the survey paper [30] for a
more detailed overview.

As a second step, one can consider full spatial-temporal discretizations of (1.1) by replac-
ing the remaining temporal derivative in (1.4). For instance, one can apply the backward-Euler
discretization scheme with time-step �t to arrive at the system

1

�t

[
Uj

(
n�t

) −Uj
(
(n − 1)�t

)] = 1

h2
[
Uj−1(n�t) +Uj+1(n�t) − 2Uj (n�t)

]

+gcub
(
Uj (n�t); a)

. (1.5)

This type of system is commonly referred to as a coupled map lattice (CML). Such systems
are used as stand-alone models across a wide range of disciplines, from the construction of
hash functions [50] to the study of population dynamics [17]. Several authors have considered
travellingwave solutions to this type ofCML [15,18–20]; see [30] or the sequel papers [31,32]
for a more detailed overview.

1.3 Arclength Equidistribution

Both of the discretization schemes introduced above involve gridpoints that remain stationary.
However, most efficient modern solvers do not use fixed spatial grids but concentrate their
meshpoints in areas where the solution under construction fluctuates the most. In particular,
let us write {x j (t)} for the positions of the grid points. Introducing the approximants

Uj (t) ≈ u(x j (t), t), (1.6)

we may use (1.1) to compute

d

dt
U j (t) = ux

(
x j (t), t

)
ẋ j (t) + ut

(
x j (t), t

)

= ux
(
x j (t), t

)
ẋ j (t) + uxx

(
x j (t), t

) + gcub
(
u
(
x j (t), t

); a
)

(1.7)

in the special case that the approximation (1.6) is exact. Using central differences to discretize
the spatial derivatives in (1.7) on the grid x j (t), we obtain the LDE

U̇ j =
[Uj+1 −Uj−1

x j+1 − x j−1

]
ẋ j + 2

x j+1 − x j−1

[Uj−1 −Uj

x j − x j−1
+ Uj+1 −Uj

x j+1 − x j

] + gcub(Uj ; a).

(1.8)

This system should be compared to [29, Eqs. (1.12)-(1.13)] where a similar procedure was
applied to Burgers’ equation.
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In order to close the system, we need to describe the behaviour of the gridpoints. For
illustrative purposes, let us consider the so-called MMPDE5 method that was originally
developed by Huang, Ren, and Russell [27,28,43]. This method is efficient and relatively
easy to formulate for our problem. In particular, inspecting [29, Eqs. (2.52), (2.53), (2.57)],
the gridpoint behaviour can be described by

σ ẋ j =
√

(x j+1 − x j )2 + (Uj+1 −Uj )2 −
√

(x j−1 − x j )2 + (Uj−1 −Uj )2, (1.9)

in which σ > 0 is a tunable speed parameter. In the terminology of [29], we are using the
arclength monitor function

ρ(x, t) =
√
1 + u2x . (1.10)

Indeed, the update rule (1.9) acts to equalize the arclength of the solution profile between
grid-points.

1.4 Adaptive Meshing

Numerical techniques involving non-constant grids have attracted tremendous attention in
the search for accurate and efficient approximation procedures for differential equations. The
first method of this type that is based upon an equidistribution principle was described by
de Boor [16]. The method was developed to efficiently solve boundary value problems for
ordinary differential equations. After each step in the numerical iteration scheme, the error is
computed in a pointwise fashion. One can subsequently choose new gridpoints in such a way
that this error is equally distributed over each subinterval in the new mesh. This technique
turned out to be very effective and has also been used for time dependent (parabolic) PDEs
in one space dimension.

The MMPDE5 method described above is an r-adaptive refinement scheme in the ter-
minology of the finite element community, since the mesh is continuously relocating as it
adapts to the solution of the PDE being solved. The equations that determine the movement
of the mesh are generally independent of the PDE being solved, but are dependent on the
solution of the underlying physical PDE. Several approaches have been developed that are
relatively simple to program and robust with respect to the choice of adjustable parameters.
The recent book [29] contains a comprehensive treatment of the most important moving
mesh methods, including the MMPDE5 scheme described above. Further references can
be found in the review articles [9] and [25]. The literature concerning convergence results
for moving mesh methods is somewhat limited. Results have been obtained [4,41,42] for
finite difference methods applied to singularly perturbed two-point boundary value prob-
lems and reaction–diffusion equations. However, these require a-priori knowledge of the
mesh behaviour and explicitly use the singular part of the exact solution. Results that do not
require such a-priori knowledge are available for linear one-dimensional elliptic equations [2]
and one-dimensional quasi-linear convection–diffusion problems [36]. For combustion PDEs
that feature blow-up behaviour, one can use scaling invariance and moving mesh methods
to recreate the scaling laws inherent in the exact blow-up solutions [8]. Finally, the behavior
of moving mesh schemes for travelling wave solutions of the Fisher equation, which is the
monostable counterpart of (1.1), was investigated in [40].
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1.5 ProgramOverview

Inspection of the coupled system (1.8)–(1.9) shows that one loses the comparison principle,
even if x is treated as a known function. Such drastic structural changes are a common feature
when applying discretization schemes and we refer to [47] for an interesting discussion. For
our purposes here, this means that wewill have to consider perturbative techniques to analyze
(1.8)–(1.9), viewing the speed parameter σ and the average arclength between gridpoints as
small parameters.

In this series of papers we focus on the singular case σ = 0, which allows us to rewrite
(1.9) as

h =
√

(x j+1 − x j )2 + (Uj+1 −Uj )2 =
√

(x j−1 − x j )2 + (Uj−1 −Uj )2 (1.11)

for some constant h > 0 that we take to be small. In particular, we obtain

x j+1 − x j =
√
h2 − (Uj+1 −Uj )2 (1.12)

for all j ∈ Z. In order to fix the absolute positions of the gridpoints, we impose the boundary
condition

lim
j→−∞ x j (t) − jh = 0 (1.13)

at each time t ≥ 0.
Our main results in this paper show how the variable x can be eliminated from (1.8)

and establish the well-posedness of the resulting equation for U . We continue in [31] by
studying the linearization of this equation around the (appropriately transformed) PDEwaves
u(x, t) = �∗(x + c∗t) that satisfy (1.1). In particular, we transfer Fredholm properties from
the continuum to the discrete regime. These properties are subsequently used in [32] to
construct travelling wave solutions

Uj (t) = �(x j (t) + ct) (1.14)

that satisfy the boundary conditions �(−∞) = 0 and �(+∞) = 1. These travelling waves
(�, c) are small perturbations of the PDE waves (�∗, c∗) mentioned above.

We believe that it should be possible to extend the approach developed in this series to
handle the case σ > 0 and to consider multi-component and/or fully-discretized systems.
Recently several tools have been developed that could help to handle these generalizations
[33,46] and we refer to [32, §1] for a full discussion.

1.6 Continuum Limit

In order to set the stage, we first briefly discuss the casewhere the gridpoints x are not indexed
by the discrete variable j but by a continuous arclength parameter θ . In particular, we write
x = x(θ, t) and assume that θ = θ(x, t) satisfies the arclength constraint

θx =
√
1 + u2x . (1.15)

We now introduce the new variables

w(θ, t) = u
(
x(θ, t), t

)
, γ (θ, t) =

√
1 − wθ(θ, t)2, (1.16)
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which in view of the identity u2x = w2
θ θ

2
x allows us to compute

θx (x, t) = γ −1(θ(x, t), t
)
, xθ (θ, t) = γ (θ, t). (1.17)

In particular, we find

ux = γ −1wθ, uxx = γ −4wθθ , (1.18)

which allows us to recast the governing equation wt = ux xt + uxx + gcub(u) as

wt = γ −1wθ xt + γ −4wθθ + gcub(w). (1.19)

Setting out to eliminate the xt term, we differentiate the second expression in (1.17) to
find ẋθ = −γ −1wθwtθ . Substituting this into (1.19) yields the system

− γ −1wθ∂θ

[
γ −4wθθ + gcub(w)

]
= xtθ + γ −1wθ∂θ

[
γ −1wθ xt

]
= γ −1∂θ

[
γ −1xt

]
. (1.20)

Upon introducing the notation [∫− f ](θ) = ∫ θ

−∞ f (θ ′) dθ ′ and integrating by parts, this can
be solved to yield

xt = −γ

∫

−
wθ∂θ

[
γ −4wθθ + gcub(w)

]

= −γwθ

(
γ −4wθθ + gcub(w)

) + γ

∫

−
(
γ −4wθθ + gcub(w)

)
wθθ . (1.21)

Substituting this back into (1.19), we arrive at our final reference system

wt = γ −2wθθ + γ 2gcub(w) + wθ

∫

−

(
γ −4wθθ + gcub(w)

)
wθθ . (1.22)

Unlike the original semi-linear PDE (1.1), this transformed PDE is fully nonlinear.

1.7 Reduction Procedure

Our main task in the present paper is to generalize the reduction procedure above to the
discrete setting where h > 0. In particular, we need to eliminate the variable x from (1.8). A
major complication is that the convenient integrating factor in (1.20) can now no longer be
easily identified and explicitly evaluated.

In view of the boundary condition (1.13), we can repeatedly apply (1.12) to obtain

xk − kh =
k−1∑

j=−∞
(

√
h2 − (Uj+1 −Uj )2 − h)

= −
k−1∑

j=−∞

(Uj+1 −Uj )
2

√
h2 − (Uj+1 −Uj )2 + h

. (1.23)

Upon introducing the discrete derivative

[∂+
h U ] j = h−1[Uj+1 −Uj ], (1.24)

we note that the two conditions
∥∥∂+

h U
∥∥∞ < 1, ∂+

h U ∈ 
2 (1.25)

are sufficient to ensure that (1.23) is well-defined.
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A direct differentiation yields

ẋk = −
k−1∑

j=−∞

Uj+1 −Uj√
h2 − (Uj+1 −Uj )2

(
U̇ j+1 − U̇ j

)
, (1.26)

which is well-defined if also ∂+
h U̇ ∈ 
2. Using (1.8) to eliminate ∂+

h U̇ , we obtain the implicit
expression

ẋk =
k−1∑

j=−∞
F

(
Uj−1,Uj+1,Uj ,Uj+2, ẋ j+1, ẋ j

)
. (1.27)

We show in §4 that this equation has a unique solution that can be written as

ẋk = Yk

(
{Uj } j≤k, {∂+

h U j } j≤k, {∂+
h ∂+

h U j } j≤k−1, {∂+
h ∂+

h ∂+
h U j } j≤k−2

)
(1.28)

for some (convoluted) function Y . Using (1.12) to eliminate the remaining terms involving
x from (1.8), this allows us to write

U̇k = Gk
(
{Uj } j≤k, {∂+

h U j } j≤k, {∂+
h ∂+

h U j } j≤k−1, {∂+
h ∂+

h ∂+
h U j } j≤k−2

)
(1.29)

for some function G that we describe explicitly in §6. We note that the partial derivatives of G
can be controlled uniformly for small h, so the representation (1.29) isolates all the terms that
have the potential to blow up as h ↓ 0. By choosing an appropriate space for the sequences
U , we show in §8 that (1.29) can be seen as a well-posed initial value problem.

The discrete third derivative in (1.29) arises directly from (1.26), which forces us to take a
discrete derivative of our second-order original system. Fortunately, as in (1.21), one can use
a discrete summation-by-parts technique to eliminate this derivative. The price that needs to
be paid is that the right-hand-side of (1.29) becomes rather convoluted, containing terms of
the form (∂+

h ∂+
h U )2. Using PDE terminology, the equation again becomes fully nonlinear

rather than semi-linear and this requires considerable care.
We are aided by the special structure of G, which is a product of two sums. More precisely,

taking a discrete derivative of G does not involve fourth-order discrete derivatives of U . In
fact, taking a discrete derivative of (1.29) leads to a quasi-linear third-order equation that
plays a major role in our construction.

As can be expected, the expressions that arise from this whole procedure are quite
unwieldy. In fact, one of the most important tasks in this series of papers is to develop a
framework that allows us to extract and simplify the components that are essential for our
analysis, while keeping the resulting errors under control. As a consequence, a significant
portion of this paper is devoted to bookkeeping issues. At times, this leads to results that
appear to have been written by accountants rather than mathematicians, masking an elemen-
tary estimate behind a veil of notation. This is the price that needs to be paid to enable the
subsequent analysis in [31,32]. In addition, we are confident that our techniques can be used
as a template for further studies in this area.

1.8 Overview

This paper is organized as follows. Our main results are formulated in §2. We introduce
some useful terminology and sequence spaces in §3, together with some basic tools that
link discrete and continuous calculus. We continue in §4 by discussing the behaviour of the
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gridpoints. In particular, we derive an equation for the nonlinearity Y that describes ẋ . After
a technical intermezzo in §5, we use the expression for Y in §6 to analyze the function G that
appears in the reduced scalar LDE (1.29).More specifically, we perform an initial summation
by parts procedure to eliminate the third discrete derivative. In §7 we formulate estimates on
all the nonlinear functions that appear as factors in the product structure of G. These estimates
are used in §8 to establish our well-posedness results. In addition, we obtain crucial bounds
on the errors that arise by simplifying the factors of G into more tractable expressions. A list
of all the symbols introduced during these computations can be found in §H.

In order to develop the main story in a reasonably streamlined fashion that focuses on
the key ideas, we have chosen to transfer many of the underlying estimates and algebraic
manipulations to the appendices. In a sense, these appendices now tell a story of their own,
leading up to §F–Gwhich contain the proofs of the estimates formulated in §7. These compu-
tations are essential but also tedious at times, which makes these appendices rather lengthy.
We emphasize once again that the results are not only useful for the present paper. Indeed,
they form the backbone for the sequel studies [31,32].

2 Main Results

The main results of this paper concern adaptive-grid discretizations of the scalar PDE

ut = uxx + g(u). (2.1)

In particular, we fix h > 0 and consider a sequence of gridpoints that we index somewhat
unconventionally by hZ, in order to highlight the scale of their spatial distribution and prevent
cumbersome coordinate transformations.

For any j ∈ Z, we write x jh(t) for the time-dependent location of the relevant gridpoint
and Ujh(t) for the associated function value, which ideally should be a close approximation
for u

(
x jh(t), t

)
. The adaptive scheme that we study here can be formulated as

U̇ jh(t) =
[U( j+1)h(t) −U( j−1)h(t)

x( j+1)h(t) − x( j−1)h(t)

]
ẋ jh(t)

+ 2

x( j+1)h(t) − x( j−1)h(t)

×
[U( j−1)h(t) −Ujh(t)

x jh(t) − x( j−1)h(t)
+ U( j+1)h(t) −Ujh(t)

x( j+1)h(t) − x jh(t)

]
+ g

(
Ujh(t)

)
, (2.2)

in which x(t) is defined implicitly by demanding that
(
x( j+1)h(t) − x jh(t)

)2 + (
U( j+1)h(t) −Ujh(t)

)2 = h2 (2.3)

and imposing the boundary constraint

lim
j→−∞[x jh(t) − jh] = 0. (2.4)

Throughout the paper, we assume that the nonlinearity g satisfies the following standard
bistability condition. The standard example that we have in mind is the cubic g(u) = u(1 −
u)(u − a).

(Hg) The nonlinearity g : R → R is C3-smooth and has a bistable structure, in the sense
that there exists a constant 0 < a < 1 such that we have

g(0) = g(a) = g(1) = 0, g′(0) < 0, g′(1) < 0, (2.5)
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together with

g(u) < 0 for u ∈ (0, a) ∪ (1,∞), g(u) > 0 for u ∈ (−∞,−1) ∪ (a, 1). (2.6)

Our main goal here is to show how the implicit requirements (2.3)–(2.4) can be made
explicit. In particular, we introduce the equilibrium grid

[xeq;h] jh = jh (2.7)

together with the sequence space

Xh = {x : hZ → R for which ‖x‖Xh
:= ∥

∥x − xeq;h
∥
∥∞ = sup

j∈Z

∣
∣x jh − jh

∣
∣ < ∞} (2.8)

and write

x(t) = {x jh(t)} j∈Z ∈ Xh . (2.9)

We now set out to formulate a well-posed equation for the dynamics of

U (t) = {Ujh(t)} j∈Z ∈ 
∞(hZ;R) (2.10)

from which the dependence on x and ẋ has been eliminated.
As a preparation, for any U ∈ 
∞(hZ;R) we introduce the notation

∂+U ∈ 
∞(hZ;R), ∂−U ∈ 
∞(hZ;R), ∂0U ∈ 
∞(hZ;R) (2.11)

for the sequences

[∂+U ] jh = h−1[U( j+1)h −Ujh
]
,

[∂−U ] jh = h−1[Ujh −U( j−1)h
]
,

[∂0U ] jh = (2h)−1[U( j+1)h −U( j−1)h
]
. (2.12)

In addition, for anyU ∈ 
∞(hZ;R) for which
∥∥∂+U

∥∥∞ < 1, we define the adaptive discrete
derivatives

D�±(U ) ∈ 
∞(hZ;R), D�0(U ) ∈ 
∞(hZ;R), D��0(U ) ∈ 
∞(hZ;R) (2.13)

by means of the pointwise identities

D�−(U ) = ∂−U
√
1 − (∂−U )2

,

D�+(U ) = ∂+U
√
1 − (∂+U )2

,

D�0(U ) = 2∂0U
√
1 − (∂+U )2 + √

1 − (∂−U )2
,

D��0(U ) = 2

h

D�+(U ) − D�−(U )
√
1 − (∂+U )2 + √

1 − (∂−U )2
. (2.14)

We also introduce the Heaviside sequence H ∈ 
∞(hZ;R) that has

Hjh =
{
1 for j ≥ 0,
0 for j < 0.

(2.15)
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Finally, we introduce the formal expression

Q jh(U ) =
∑

j ′< j

[
ln

[
1 + D�+

j ′h(U )D�0
( j ′+1)h(U )

] − ln
[
1 + D�+

j ′h(U )D�0
j ′h(U )

]]
, (2.16)

together with

Y jh(U ) = −exp[−Q jh(U )]h
∑

j ′< j

D�+
j ′h(U )exp[Q j ′h(U )]

1 + D�+
j ′h(U )D�0

j ′h(U )
∂+[D��0(U ) + g(U )

]
j ′h .

(2.17)

Upon imposing a summability condition on U it is possible to show that these expressions
are well-defined.

Lemma 2.1 (see §4) Suppose that (Hg) is satisfied, fix h > 0 and consider any U ∈

∞(hZ;R) for which U − H ∈ 
2(hZ;R) and

∥
∥∂+U

∥
∥∞ < 1. Then the sequences

Q(U ) = {Q jh(U )} j∈Z, Y(U ) = {Y jh(U )} j∈Z (2.18)

are both well-defined and we have

Q(U ) ∈ 
∞(hZ;R), Y(U ) ∈ 
∞(hZ;R). (2.19)

Our first main result shows that the expression Y(U ) can be used to replace the ẋ term
appearing in (2.2). The remaining terms involving x can be eliminated using the implicit
relation (2.3).

Theorem 2.2 (see §4) Suppose that (Hg) is satisfied and fix h > 0 together with T > 0.
Consider two functions

x : [0, T ] �→ Xh, U : [0, T ] �→ 
∞(hZ;R) (2.20)

that satisfy the following properties.

(a) We have the inclusions

t �→ U (t) − H ∈ C1
([0, T ]; 
2(hZ;R)

)
,

t �→ x(t) − xeq;h ∈ C1
([0, T ]; 
∞(hZ;R)

)
.

(2.21)

(b) For every j ∈ Z and 0 ≤ t ≤ T we have the identity

x( j+1)h(t) − x jh(t) =
√
h2 − (

U( j+1)h(t) −Ujh(t)
)2

. (2.22)

(c) For every 0 ≤ t ≤ T we have the limit

lim
j→−∞

[
x jh(t) − jh

] = 0. (2.23)

(d) For every 0 ≤ t ≤ T we have the strict inequality

inf
j∈Z

[
x( j+1)h(t) − x jh(t)

]
> 0. (2.24)

(e) For every 0 ≤ t ≤ T and j ∈ Z the identity (2.2) holds.

Then the function U satisfies the system

U̇ (t) = D�0(U (t)
)Y(

U (t)
) + D��0(U (t)

) + g
(
U (t)

)
(2.25)

for all 0 ≤ t ≤ T .
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Conversely, once a solution to (2.25) has been obtained, it is possible to construct a solution
to the full problem (2.2). Indeed, the following result shows how the position of the gridpoints
can be recovered from U (t).

Theorem 2.3 (see §4) Suppose that (Hg) is satisfied and fix h > 0 together with T > 0.
Consider a function U : [0, T ] → 
∞(hZ;R) that satisfies the following properties.

(a’) We have the inclusion

t �→ U (t) − H ∈ C1([0, T ]; 
2(hZ;R)
)
. (2.26)

(b’) The strict inequality
∥
∥∂+U (t)

∥
∥∞ < 1 (2.27)

holds for every t ∈ [0, T ].
(c’) For every t ∈ [0, T ] the identity

U̇ (t) = D�0(U (t)
)Y(

U (t)
) + D��0(U (t)

) + g
(
U (t)

)
(2.28)

is satisfied.

Then upon writing

x jh(t) = jh −
∑

j ′< j

(
U( j ′+1)h(t) −Uj ′h(t)

)2
√
h2 − (U( j ′+1)h(t) −Uj ′h(t))2 + h

(2.29)

the properties (a), (b), (c), (d) and (e) from Proposition 2.2 are all satisfied.

We conclude our general analysis of the full problem (2.2) by showing that the reduced
system (2.28) is well-posed in an appropriate sense. Indeed, we establish the following short-
term existence result for a class of summable initial conditions.We remark that the restriction
(2.30) on the initial condition is a natural and unavoidable consequence of the requirement
(2.3).

Proposition 2.4 (see §8) Suppose that (Hg) is satisfied and fix h > 0. Consider any U 0 ∈

∞(hZ;R) for which U 0 − H ∈ 
2(hZ;R) and for which

∥∥∂+U 0
∥∥∞ < 1. (2.30)

Then there exists δT > 0 and a function U : [0, δT ] → 
∞(hZ;R) that has U (0) = U 0 and
that satisfies the properties (a’), (b’) and (c’) from Theorem 2.3 with T = δT .

We do not know whether it is possible to obtain global well-posedness results for (2.28).
Even on bounded domains, questions of this type are very delicate. Indeed, results stating
that mesh points do not collide have only become available very recently [26]. However, this
analysis features a very specific discretization scheme that satisfies a coercivity condition on
the meshing function.

3 Setup and Notation

In this section we introduce the basic symbols and sequence spaces that are used throughout
the entire paper. We start in §3.1 by providing some basic identities concerning discrete dif-
ferentiation and integration.We proceed in §3.2 by introducing several convenient shorthands
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for the gridpoint spacing functions
√
1 − (∂±U )2 and formulating several useful identities

for their discrete derivatives. This allows us to obtain expressions that are uniform in h for
the derivative operator D��0 defined in (2.14) and the terms appearing in (2.16)–(2.17). We
continue in §3.3 by introducing several norms on sequence spaces that will be used to for-
mulate our estimates. Finally, in §3.4, we introduce the affine spaces �h;κ that will contain
the solutions U that are described in the main results formulated in §2.

3.1 Discrete Calculus

For any sequence a ∈ 
∞(hZ;R) we introduce the notation T±a ∈ 
∞(hZ;R) to refer to
the translated sequences

[T+a] jh = a( j+1)h, [T−a] jh = a( j−1)h . (3.1)

In addition, we introduce the notation S±a ∈ 
∞(hZ;R) and P±a ∈ 
∞(hZ;R) to refer to
the sum and product sequences

S±a = 1

2

(
a + T±a

)
, P±a = aT±a. (3.2)

Writing

[∂(2)a] jh = 1

h
[∂+a − ∂−a] jh = 1

h2
[
a( j+1)h + a( j−1)h − 2a jh

]
, (3.3)

we point out the basic identities

∂(2)a = ∂+∂−a, ∂+∂0a = S+[∂(2)a]. (3.4)

Consider two sequences a ∈ 
∞(hZ;R) and b ∈ 
∞(hZ;R). One may compute

∂+[ab] = ∂+aT+b + a∂+b,
∂0[ab] = ∂0aT+b + T−a∂0b,

∂−[ab] = [∂−a]b +
[
T−a

]
∂−b, (3.5)

which yields

∂(2)[ab] = 1

h

[
∂+[ab] − ∂−[ab]

]

= (∂(2)a)b + ∂+a∂+b + ∂−a∂−b + a∂(2)b. (3.6)

In addition, if b jh �= 0 for all j ∈ Z then we have

∂+[a
b

] = b∂+a − a∂+b
P+b

. (3.7)

We often use the symmetrized versions

∂+[ab] = ∂+aS+b + S+a∂+b,

∂+[a
b

] = S+b∂+a
P+b

− S+a∂+b
P+b

. (3.8)

For any sequence a ∈ 
1(hZ;R), we define two new sequences
∑

−;h
a ∈ 
∞(hZ;R),

∑

+;h
a ∈ 
∞(hZ;R) (3.9)
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by writing
[ ∑

−;h
a
]
jh = h

∑

k>0

a( j−k)h,

[ ∑

+;h
a
]
jh = h

∑

k>0

a( j+k)h . (3.10)

This notation is inspired by the integral operator [∫− f ](θ) = ∫ θ

−∞ f (θ ′) dθ ′ introduced in
§1. Using the fact that limk→±∞ akh = 0, one can read-off the identities

∂+[∑

−;h
a
]
jh = a jh,

∂−[∑

+;h
a
]
jh = −a jh . (3.11)

Finally, consider two sequencesa ∈ 
2(hZ;R) andb ∈ 
2(hZ;R). Sinceab ∈ 
1(hZ;R),
we may exploit (3.11) together with the identity

∂+[
aT−b

] = [∂+a]b + a∂+[
T−b

] = b∂+a + a∂−b (3.12)

to obtain the discrete summation-by-parts formula
∑

−;h
b∂+a = aT−b −

∑

−;h
a∂−b. (3.13)

In addition, we see that

h∂+[
aT−b

] = b(T+a − a) + a(b − T−b) = 2
(
bS+a − aS−b

)
, (3.14)

which gives a second summation-by-parts formula

∑

−;h
bS+a = 1

2
haT−b +

∑

−;h
aS−b. (3.15)

3.2 Discrete Derivatives

Our goal here is to introduce some notation to ease computations involving the discrete
derivatives (2.14). Turning to the denominators, we first define the expressions

r+
U =

√
1 − (∂+U )2,

r−
U =

√
1 − (∂−U )2,

r0U = 1

2

√
1 − (∂+U )2 + 1

2

√
1 − (∂−U )2

= 1

2
[r+
U + r−

U ], (3.16)

which are all related to the spacing of the gridpoints. These allow us to rewrite the discrete
first derivatives in (2.14) as

D�±(U ) = ∂±U
r±
U

, D�0(U ) = ∂0U

r0U
. (3.17)
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Notice that

T+r−
U = r+

U , T−r+
U = r−

U , (3.18)

which directly implies

r+
U − r−

U

h
= ∂−r+

U = ∂+r−
U . (3.19)

Using Lemma C.1, this allows us to compute the first derivatives

∂+r−
U = −D�0(U )∂(2)U ,

∂+r0U = −S+[
D�0(U )∂(2)U

]
. (3.20)

Before turning to the function D��0 appearing in (2.14), we introduce the mixed second
discrete derivatives

D�0;+(U ) = ∂+D�0(U ),

D�−;+(U ) = ∂+D�−(U ),

D�+;+(U ) = ∂+D�+(U ). (3.21)

In order to isolate the second derivatives, which play a crucial role in our estimates, we
introduce the expressions

I�−;+
0 (U ) = 1

r+
U

[
1 + D�−(U )D�0(U )

]
,

I�0;+
0 (U ) = 1

2T+r0U

[
1 + D�0(U )D�0(U )

]
,

I�0;+
s (U ) = 1

2T+r0U

[
1 + D�0(U )T+[D�0(U )]

]
(3.22)

and note that Lemma C.3 allows us to write

D�−;+(U ) = I�−;+
0 (U )∂(2)U ,

D�0;+(U ) = I�0;+
0 (U )∂(2)U + I�0;+

s (U )T+[∂(2)U ]. (3.23)

Furthermore, the basic identities

T+D�−(U ) = D�+(U ), T−D�+(U ) = D�−(U ), (3.24)

allow us to observe that

D�−;+(U ) = D�+(U ) − D�−(U )

h
, D�+;+(U ) = T+D�−;+(U ). (3.25)

In particular, we arrive at the convenient identification

D��0(U ) = 1
r0U

D�−;+(U ). (3.26)

Finally, we introduce the third mixed discrete derivative

D��0;+(U ) = ∂+[D��0(U )], (3.27)
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which will play a role when taking the discrete derivative of (2.25). As before, we need to
separate out the derivatives of order two and higher. To this end, we introduce the expressions

I��0;+
0s (U ) = 1

2r+
U P+r0U

D�0(U )T+[
1 + D�−(U )D�0(U )

]

+
r0Ur

+
U r

+
U

T+[D�0(U )](1 + D�−(U )D�0(U )
)

+ 1

2r+
U P+r0U

D�−(U )
(
1 + D�0(U )2

)
,

I��0;+
ss (U ) = 2r0U + T+r+

U

2P+r0U P+r+
U

T+[
D�0(U )

(
1 + D�−(U )D�0(U )

)]

+ 1

2r+
U P+r0U

D�−(U )
(
1 + D�0(U )T+[D�0(U )]

)
,

I��0;++ (U ) = 1

r0Ur
+
U

(
1 + D�−(U )D�0(U )

)
, (3.28)

which all only feature first derivatives. Lemma C.4 shows that D��0;+(U ) can be written as
the sum of the two components

D��0;+
a (U ) = I��0;++ (U )∂+∂(2)U ,

D��0;+
b (U ) = I��0;+

0s (U )∂(2)UT+[∂(2)U ] + I��0;+
ss (U )T+[∂(2)U ]T+[∂(2)U ].(3.29)

3.3 Sequence Spaces

Our main concern here is to introduce the sequence spaces on which the nonlinear terms
in (2.25) can be conveniently estimated in a fashion that is uniform in h > 0. Special care
needs to be taken to ensure that the square roots in the expressions (2.14) are well-defined.
For any h > 0, we first introduce the Hilbert space 
2h that is equal to 
2(hZ;R) as a set, but
is equipped with the rescaled inner product

〈V ,W 〉
2h = h
∑

j∈Z
VjhW jh (3.30)

that compensates for the gridpoint density. In particular, for V ∈ 
2h we have

‖V ‖2

2h

= h
∑

j∈Z
V 2
jh . (3.31)

For convenience, we also introduce the alternative notation


∞
h = {V : hZ → R for which ‖V ‖
∞

h
:= sup

j∈Z

∣∣Vhj
∣∣ < ∞} (3.32)

for the usual set 
∞(hZ;R) with the supremum norm. For any V ∈ 
2h , it is clear that also
V ∈ 
∞

h and that we have the bound

‖V ‖
∞
h

≤ h−1/2 ‖V ‖
2h
. (3.33)

In order to reduce the length of our expressions, we introduce the higher order norms

‖V ‖


2;1
h

= ‖V ‖
2h
+ ∥∥∂+V

∥∥

2h

,
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‖V ‖


2;2
h

= ‖V ‖
2h
+ ∥

∥∂+V
∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h
,

‖V ‖


2;3
h

= ‖V ‖
2h
+ ∥

∥∂+V
∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h
+ ∥

∥∂+∂+∂+V
∥
∥


2h
, (3.34)

together with

‖V ‖


∞;1
h

= ‖V ‖
∞
h

+ ∥
∥∂+V

∥
∥


∞
h

,

‖V ‖


∞;2
h

= ‖V ‖
∞
h

+ ∥
∥∂+V

∥
∥


∞
h

+ ∥
∥∂+∂+V

∥
∥


∞
h

. (3.35)

We caution the reader that for fixed h > 0, these norms are equivalent to the norms on

2h respectively 
∞

h . However, the h-scalings included in the derivatives (2.12) and hence
inherited by (3.34)–(3.35) are essential to allow us to conveniently formulate estimates that
are uniform in h > 0. This will turn out to be crucial for the bifurcation arguments in [32].

3.4 The Solution SpaceÄh;�

In general, we cannot expect solutions to (2.25) that connect the two stable equilibria of g
to be contained in 
2h . This is reflected by the presence of the Heaviside function H in the
inclusions (2.21) and (2.26). However, we have

∥∥∂+H
∥∥


∞
h

= h−1, whichmakes this function

unsuitable for the bifurcation arguments used in this series of papers.
In order to repair this problem and smoothen out the transition betweenU = 0 andU = 1,

we pick a function Uref;∗ ∈ C2(R, [0, 1]) for which we have the identities

Uref;∗(τ ) =
{
0 for all τ ≤ −2,
1 for all τ ≥ 2

(3.36)

and for which the bounds

0 ≤ U ′
ref;∗(τ ) < 1,

∣∣U ′′
ref;∗(τ )

∣∣ < 1 (3.37)

hold for all τ ∈ R. For any κ > 0 we subsequently write

Uref;κ (τ ) = Uref;∗(κτ) (3.38)

together with

Vh;κ = {V ∈ 
2h : ‖V ‖


2;2
h

+ ‖V ‖
∞
h

+ ∥∥∂+∂+V
∥∥


∞
h

<
1

2
κ−1

and
∥∥∂+V

∥∥∞ < 1 − 2κ}. (3.39)

As a consequence of the estimate (3.33), we see that Vh;κ is an open subset of 
2h .
Combining these two definitions allows us to introduce the sets

�h;κ = Uref;κ (hZ) + Vh;κ ⊂ 
∞
h . (3.40)

Our three main results highlight the important role that these sets�h;κ will play in the sequel.
Indeed, the initial conditions referenced in the well-posedness result Proposition 2.4 can all
be taken from such a set. In addition, we obtain a-priori bounds on almost all the terms that
appear in the discrete derivatives defined in §3.2. The one exception is the third derivative
∂+∂(2)U , which will play a special role in our estimates.
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Proposition 3.1 (see §B) Fix h > 0 and 0 < κ < 1
12 . Then for any U ∈ �h;κ , we have the

bound

‖U‖
∞
h

+ ∥
∥∂+U

∥
∥


2h
+ ∥

∥∂+∂+U
∥
∥


2h
+ ∥

∥∂+∂+U
∥
∥


∞
h

< κ−1 (3.41)

together with
∥
∥∂+U

∥
∥


∞
h

< 1 − κ. (3.42)

In addition, we have

‖g(U )‖
2h
≤ 4

[
sup|u|≤κ−1

∣
∣g′(u)

∣
∣
]
κ−1. (3.43)

Proposition 3.2 (see §B) Fix h > 0 and consider any U ∈ 
∞
h for which

∥
∥∂+U

∥
∥∞ < 1

and U − H ∈ 
2h. Then there exist ε0 > 0 and κ0 > 0 so that for any Ũ ∈ 
∞
h that has∥

∥Ũ −U
∥
∥


2h
< ε0, we have

Ũ ∈ �h;κ (3.44)

for all 0 < κ < κ0.

Proposition 3.3 (see §B) Consider any u ∈ C(R;R) for which we have the inclusions

u′ ∈ H2, u −Uref;∗ ∈ L2, (3.45)

together with the bound
∥∥u′∥∥

L∞ < 1. Then there exist ε0 > 0 and κ > 0 so that for any
0 < h < 1 and any v ∈ H1 that has

‖v‖H1 + h−1/2
∥∥∂+v

∥∥
H1 < ε0, (3.46)

we have

[u + v](ϑ + hZ) ∈ �h;κ (3.47)

for all ϑ ∈ [0, h].

3.5 Convention

Throughout the remainder of this paper, we use the convention that primed constants (such
as C ′

1, C
′
2 etc) that appear in proofs are positive and depend only on κ and the nonlinearity

g, unless explicitly stated otherwise.

4 Gridpoint Behaviour

In this section we derive the reduced equation (2.25) by analyzing the function Y(U ) defined
in (2.17) and showing that the speed of the gridpoints satisfies

ẋ = Y(U ). (4.1)

In particular, we establish Lemma 2.1 together with Theorems 2.2 and 2.3 . In essence, we
develop a discrete version of the arguments described in §1 to pass from (1.19) to (1.22).
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In order to clean up the expressions (2.16)–(2.17), we introduce the functions

p̃(U ) = 1

1 + D�+(U )D�0(U )
, p(U ) = D�+(U ) p̃(U ), (4.2)

together with

q(U ) = h−1 ln
[
1 + hp(U )D�0;+(U )

]
. (4.3)

In addition, we introduce the functions

Z+(U ) = exp[Q(U )], Z−(U ) = exp[−Q(U )]. (4.4)

Our first main result states that these expressions are well-defined, allowing us to obtain
reasonably compact expressions for Y(U ) and its discrete derivative.

Proposition 4.1 Assume that (Hg) is satisfied and fix 0 < κ < 1
12 and h > 0. For any

U ∈ �h;κ , we have the inclusions

p̃(U ) ∈ 
∞(hZ;R), p(U ) ∈ 
2(hZ;R), q(U ) ∈ 
1(hZ;R), (4.5)

together with

Q(U ) ∈ 
∞(hZ;R), Z±(U ) ∈ 
∞(hZ;R), Y(U ) ∈ 
∞(hZ;R). (4.6)

In addition, we have the identity

Q(U ) =
∑

−;h
q(U ), (4.7)

together with

Y(U ) = −Z−(U )
∑

−;h
p(U )Z+(U )∂+[D��0(U ) + g(U )

]
,

∂+Y(U ) = −T+[Z−(U )
]
p(U )D�0;+(U )S+[Z+(U )Y(U )]

−S+[Z−(U )]p(U )Z+(U )∂+[D��0(U ) + g(U )
]
. (4.8)

Finally, for every U ∈ �h;κ we have the limit

lim
j→−∞Y jh(U ) = 0. (4.9)

Our second main result shows that we indeed have ẋ = Y(U ), irrespective of whether the
full equation (2.2) or the reduced system (2.25) is satisfied.We remark that the two conditions
(a) and (b) will turn out to be equivalent, but this is established later.

Proposition 4.2 Suppose that (Hg) is satisfied. Consider a function U : [0, T ] → 
∞
h for

which U − H ∈ C1([0, T ]; 
2h) and
∥∥∂+U (t)

∥∥

∞
h

< 1 (4.10)

for all 0 ≤ t ≤ T . Write

x(t) = xeq;h +
∑

−;h
(r+
U (t) − 1)

= xeq;h −
∑

−;h

(
∂+U (t)

)2

r+
U (t) + 1

. (4.11)

Suppose furthermore that at least one of the following two conditions holds.
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(a) The function U satisfies (2.25) on [0, T ].
(b) The pair (U , x) satisfies (2.2) on [0, T ].
Then there exists 0 < κ < 1

12 so that for every 0 ≤ t ≤ T we have the inclusion

U (t) ∈ �h;κ , (4.12)

together with the identity

ẋ(t) = Y(
U (t)

)
. (4.13)

4.1 Basic Properties forZ andY

In this subsection we show that the definitions above are well-posed. In addition, we estab-
lish some basic identities for the discrete derivatives of Z and Y that allow us to establish
Proposition 4.1. We start by examining the function q introduced in (4.3).

Lemma 4.3 Fix 0 < κ < 1
12 and h > 0. For any U ∈ �h;κ we have the identity

h q(U ) = ln
[
1 + D�+(U )T+D�0(U )

]
− ln

[
1 + D�+(U )D�0(U )

]
, (4.14)

together with the inequality

exp[h q(U )] = 1 + hp(U )D�0;+(U ) ≥ 1
3κ

2. (4.15)

Proof We compute

exp[h q(U )] = 1 + hp(U )∂+D�0(U )

= 1 + D�+(U )h∂+D�0(U )

1 + D�+(U )D�0(U )

= 1 + D�+(U )D�0(U ) + D�+(U )h∂+D�0(U )

1 + D�+(U )D�0(U )

= 1 + D�+(U )T+D�0(U )

1 + D�+(U )D�0(U )
, (4.16)

which directly implies (4.14). In addition, we may use Lemma D.7 to conclude

exp
[
h q(U )

] =
T+

[
1+D�− (U )D�0 (U )

]

1+D�+ (U )D�0 (U )
≥ 1

2 κ
3
2 κ−1 = 1

3κ
2. (4.17)

��

Lemma 4.4 Fix 0 < κ < 1
12 and h > 0. For any U ∈ �h;κ , we have the inclusions

p̃(U ) ∈ 
∞(hZ;R), p(U ) ∈ 
2(hZ;R), q(U ) ∈ 
1(hZ;R), (4.18)

together with the identity

Q(U ) =
∑

−;h
q(U ). (4.19)
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Proof Recalling (4.2), we note that Lemma D.7 yields

p̃(U ) = [1 + D�+(U )D�0(U )]−1 ∈ 
∞(hZ;R). (4.20)

Together with Lemma D.5 this shows that p(U ) ∈ 
2(hZ;R).
Since d

dx [ln(x)] can be uniformly bounded on sets of the form x ≥ 1
3κ

2 > 0, the bound
(4.15) implies that there exists C ′

1 > 1 for which

|hq(U )| ≤ C ′
1h |p(U )|

∣
∣
∣D�0;+(U )

∣
∣
∣ . (4.21)

Lemma D.5 implies that D�0;+(U ) ∈ 
2(hZ;R), allowing us to apply Cauchy-Schwartz to
conclude that q(U ) ∈ 
1(hZ;R). Finally, the identity (4.19) follows directly from (4.14). ��
Lemma 4.5 Assume that (Hg) is satisfied and fix 0 < κ < 1

12 and h > 0. For any U ∈ �h;κ ,
we have the inclusions

Q(U ) ∈ 
∞(hZ;R), Z±(U ) ∈ 
∞(hZ;R), Y(U ) ∈ 
∞(hZ;R), (4.22)

together with the identity

Y(U ) = −Z−(U )
∑

−;h
p(U )Z+(U )∂+[D��0(U ) + g(U )

]
. (4.23)

In addition, the limit (4.9) holds.

Proof The inclusions (4.22) for Q and Z± follow immediately from Lemma 4.4 and the
definitions (4.4). The expression (4.23) follows immediately from the definition (2.17).

We note that we have the inclusions p(U ) ∈ 
2h , D��0(U ) ∈ 
2h and g(U ) ∈ 
2h by
Lemma 4.4, Lemma D.5 and Proposition 3.1 respectively. In particular, writing

H(U ) = p(U )Z+(U )∂+[D��0(U ) + g(U )] (4.24)

we may use the fact that ∂+ is a bounded operator on 
2(hZ;R) to conclude by Cauchy-
Schwarz that H(U ) ∈ 
1(hZ;R). The inclusion Y(U ) ∈ 
∞(hZ;R) and the limit (4.9)
follow directly from this. ��

Weremark thatwe explicitly constructedZ+(U )with the aimof satisfying the first identity
in (4.26). Indeed, writing Z = Z+ and attempting to solve this equation, we compute

h∂+ ln(Z) = ln(T+Z) − ln(Z) = ln(1 + hZ−1∂+Z) = ln[1 + p(U )hD�0;+(U )],
(4.25)

which leads naturally to (4.4). This choice will allow us to use Z+ as a discrete version of
the integrating factor γ −1 used in (1.20); see the proof of Lemma 4.10 below and (4.58) in
particular.

Lemma 4.6 Fix 0 < κ < 1
12 and h > 0. For any U ∈ �h;κ , we have the identities

∂+[Z+(U )] = Z+(U )p(U )D�0;+(U ),

∂+[Z−(U )] = −T+[Z−(U )
]
p(U )D�0;+(U ). (4.26)

Proof For any U ∈ 
∞(hZ;R) we observe that

∂+[
exp[U ]] = h−1exp[U ]

[
exp

[
T+[U ] −U

] − 1
]
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= h−1exp[U ]
[
exp

[
h∂+[U ]] − 1

]
. (4.27)

This allows us to compute

∂+Z+(U ) = h−1Z+(U )
[
exp

[
h∂+[Q(U )]] − 1

]

= h−1Z+(U )
[
exp

[
ln[1 + hp(U )D�0;+(U )]] − 1

]

= h−1Z+(U )
[
hp(U )D�0;+(U )

]
, (4.28)

which yields the first identity. Using (3.7) we compute

∂+[Z−(U )] = ∂+[ 1

Z+(U )

]

= −Z+(U )p(U )D�0;+(U )

P+Z+(U )
, (4.29)

which yields the second identity. ��

Lemma 4.7 Assume that (Hg) is satisfied and fix 0 < κ < 1
12 and h > 0. For any U ∈ �h;κ ,

we have the identities

∂+[Z+(U )Y(U )] = −p(U )Z+(U )∂+[D��0(U ) + g(U )
]
,

∂+[D�0(U )Z−(U )] = p̃(U )T+[Z−(U )
]D�0;+(U ). (4.30)

Proof The first identity follows fromZ+(U )Z−(U ) = 1 together with the expression (4.23)
for Y(U ). In addition, using (4.26) and (3.5) we compute

∂+[D�0(U )Z−(U )] = D�0;+(U )T+[Z−(U )] − D�0(U )T+[Z−(U )
]
p(U )D�0;+(U )

= (
1 − D�0(U )p(U )

)
T+[Z−(U )

]D�0;+(U ). (4.31)

The second identity follows from the observation

D�0(U )p(U ) = 1 − p̃(U ), (4.32)

which is a direct consequence of the definitions (4.2). ��

Proof of Proposition 4.1 In view of Lemma’s 4.4 and 4.5, it suffices to establish the identity
for ∂+Y . Exploiting (3.8), (4.26) and (4.30), we compute

∂+Y(U ) = ∂+[Z−(U )Z+(U )Y(U )]
= ∂+[Z−(U )]S+[Z+(U )Y(U )]

−S+[Z−(U )]p(U )Z+(U )∂+[D��0(U ) + g(U )
]

= −
[
T+[Z−(U )]p(U )D�0;+(U )

]
S+[Z+(U )Y(U )]

−S+[Z−(U )]p(U )Z+(U )∂+[D��0(U ) + g(U )
]
, (4.33)

as desired. ��
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4.2 Gridpoint Speed

In this subsection we use the discrete derivatives (4.26) and (4.30) to analyze the discrete
differential equations that govern the behaviour of the gridpoints. This allows us to establish
Proposition 4.2 and the first three main results from §2.

Lemma 4.8 Consider the setting of Proposition 4.2, but without requiring (a) or (b) to hold.
Then there exists 0 < κ < 1

12 for which the inclusion

U (t) ∈ �h;κ (4.34)

holds for all 0 ≤ t ≤ T . In addition, we have

x − xeq;h ∈ C1
(
[0, T ]; 
∞

h

)
, (4.35)

with

ẋ = −
∑

−;h
D�+(U )∂+U̇ . (4.36)

Finally, we have the limit

lim
j→−∞ ẋ jh(t) = 0 (4.37)

for every 0 ≤ t ≤ T .

Proof Since U (t) − H is continuous in 
2h , and the interval [0, T ] is compact, the existence
of the constant κ > 0 can be deduced from Proposition 3.2.

Taking a pointwise derivative, we may compute

ṙ+
U = −D�+(U )∂+U̇ . (4.38)

Writing

p1(U ) = ∂+U
√
1 − (∂+U )2 + 1

= ∂+U
r+
U + 1

(4.39)

and taking a pointwise derivative, we obtain the identity

ṗ1(U ) = ∂+U̇
r+
U + 1

+ ∂+U
(r+
U + 1)2

D�+(U )∂+U̇

= r+
U + 1 + ∂+UD�+(U )

(r+
U + 1)2

∂+U̇

= r+
U + 1 + [r+

U ]−1(1 − (r+
U )2)

(r+
U + 1)2

∂+U̇

= 1

r+
U (r+

U + 1)
∂+U̇ . (4.40)

The embedding 
2h ⊂ 
∞
h together with the smoothness assumption on U implies that

t �→ p1
(
U (t)

) ∈ C1([0, T ]; 
2h),

t �→ ∂+U (t) ∈ C1([0, T ]; 
2h). (4.41)
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In particular, since the map

π : 
2h × 
2h → 
∞
h , (V (1), V (2)) �→

∑

−;h
V (1)V (2) (4.42)

is a bounded bilinear map, we see that

t �→ π
[
p1

(
U (t)

)
, ∂+U (t)

]
∈ C1([0, T ]; 
∞

h ). (4.43)

Since we have

x(t) = xeq;h − π
[
p1

(
U (t)

)
, ∂+U (t)

]
, (4.44)

we may compute

ẋ(t) = − d

dt
π

[
p1

(
U (t)

)
, ∂+U (t)

]

= −π
[
ṗ1

(
U (t)

)
, ∂+U (t)

]
− π

[
p1

(
U (t)

)
, ∂+U̇ (t)

]

= −π
[ 1

r+
U (t)(r

+
U (t) + 1)

∂+U̇ (t), ∂+U (t)
]

− π
[ ∂+U (t)

r+
U (t) + 1

, ∂+U̇ (t)
]

= −π
[[ 1

r+
U (t)(r

+
U (t) + 1)

+ 1

r+
U (t) + 1

]
∂+U (t), ∂+U̇ (t)

]

= −π
[
D�+(

U (t)
)
, ∂+U̇ (t)

]
, (4.45)

which gives the desired expression. Finally, the limit (4.37) follows directly from the fact
that D�+(

U (t)
) ∈ 
2h and ∂+U̇ (t) ∈ 
2h , which means that the product is in 
1(hZ;R). ��

Lemma 4.9 Consider the setting of Proposition 4.2 and suppose that (a) holds. Then we have
ẋ(t) = Y(

U (t)
)
for all 0 ≤ t ≤ T .

Proof Exploiting the identity (4.36), we compute

ẋ = −
∑

−;h
D�+(U )∂+U̇

= −
∑

−;h
D�+(U )∂+[D�0(U )Y(U ) + D��0(U ) + g(U )

]

= −
∑

−;h
D�+(U )∂+[D�0(U )Z−(U )Z+(U )Y(U ) + D��0(U ) + g(U )

]

= −
∑

−;h
D�+(U )∂+[D�0(U )Z−(U )

]
S+[Z+(U )Y(U )

]

−
∑

−;h
D�+(U )S+[D�0(U )Z−(U )

]
∂+[Z+(U )Y(U )]

−
∑

−;h
D�+(U )∂+[D��0(U ) + g(U )

]
. (4.46)

Using the definition (4.2) and the identities (4.30), we find

ẋ = −
∑

−;h
p(U )T+[Z−(U )

]D�0;+(U )S+[Z+(U )Y(U )
]
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+
∑

−;h
D�+(U )S+[D�0(U )Z−(U )

]
p(U )Z+(U )∂+[D��0(U ) + g(U )

]

−
∑

−;h
D�+(U )∂+[D��0(U ) + g(U )

]
. (4.47)

Writing

H(U ) = S+[D�0(U )Z−(U )]p(U )Z+(U ) − 1, (4.48)

we see

ẋ = −
∑

−;h
p(U )T+[Z−(U )

]D�0;+(U )S+[Z+(U )Y(U )
]

+
∑

−;h
D�+(U )H(U )∂+[D��0(U ) + g(U )

]
. (4.49)

Using (4.30) we now compute

H(U ) =
[
S+[D�0(U )Z−(U )]p(U ) − Z−(U )

]
Z+(U )

=
[
D�0(U )Z−(U )p(U ) + 1

2
h∂+[D�0(U )Z−(U )]p(U ) − Z−(U )

]
Z+(U )

=
[
D�0(U )Z−(U )p(U ) + 1

2
h p̃(U )T+[Z−(U )]D�0;+(U )p(U ) − Z−(U )

]
Z+(U ).

(4.50)

Exploiting (4.32) we obtain

H(U ) =
[

− p̃(U )Z−(U ) + 1

2
h p̃(U )T+[Z−(U )]D�0;+(U )p(U )

]
Z+(U ), (4.51)

which using (4.26) yields

H(U ) =
[

− Z−(U ) − 1

2
h∂+[Z−(U )]

]
p̃(U )Z+(U )

= −S+[Z−(U )] p̃(U )Z+(U ). (4.52)

In particular, recalling (4.8) we see

ẋ = −
∑

−;h
p(U )T+[Z−(U )

]D�0;+(U )S+[Z+(U )Y(U )
]

−
∑

−;h
S+[Z−(U )]p(U )Z+(U )∂+[D��0(U ) + g(U )

]

=
∑

−;h
∂+[Y(U )]. (4.53)

The desired conclusion ẋ = Y(U ) now follows from the limit (4.9). ��
Lemma 4.10 Consider the setting of Proposition 4.2 and suppose that (b) holds. Then we
have ẋ(t) = Y(

U (t)
)
for all 0 ≤ t ≤ T .

Proof Exploiting the identity (4.36), we compute

ẋ = −
∑

−;h
D�+(U )∂+U̇
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= −
∑

−;h
D�+(U )∂+[D�0(U )ẋ + D��0(U ) + g(U )

]
. (4.54)

Taking a difference, we obtain

∂+ ẋ + D�+(U )∂+[D�0(U )ẋ] = −D�+(U )∂+[D��0(U ) + g(U )
]
. (4.55)

Using (4.26), we now observe that

∂+[Z+(U )ẋ] = ∂+[Z+(U )]T+ ẋ + Z+(U )∂+[ẋ]
= Z+(U )p(U )D�0;+(U )T+ ẋ + Z+(U )∂+[ẋ]
= Z+(U )p(U )

[
∂+[D�0(U )ẋ] − D�0(U )∂+ ẋ

]

+Z+(U )∂+[ẋ]
= Z+(U )

[(
1 − p(U )D�0(U )

)
∂+[ẋ] + p(U )∂+[D�0(U )ẋ]

]
. (4.56)

In particular, recalling (4.32) we see that

∂+[Z+(U )ẋ] = Z+(U )
[
p̃(U )∂+[ẋ] + p(U )∂+[D�0(U )ẋ]

]

= Z+(U ) p̃(U )
[
∂+[ẋ] + D�+(U )∂+[D�0(U )ẋ]

]
. (4.57)

Substituting (4.55), we find

∂+[Z+(U )ẋ] = −Z+(U )p(U )∂+[
D��0(U ) + g(U )

]
. (4.58)

The limit (4.37) together with the inclusion Z+(U ) ∈ 
∞ implies that

lim
j→−∞Z+

jh(U )ẋ jh = 0. (4.59)

In particular, we obtain

Z+(U )ẋ = −
∑

−;h
Z+(U )p(U )∂+[

D��0(U ) + g(U )
]
, (4.60)

as desired. ��
Proof of Propostion 4.2 The result follows immediately from Lemma’s 4.8–4.10. ��
Proof of Lemma 2.1 The statements follow directly from Propositions 3.1 and 4.1 . ��
Proof of Theorem 2.2 Suppose that (b) and (c) are satisfied. Writing

y jh(t) = x jh(t) − jh (4.61)

we see that

lim
j→−∞ y jh(t) = 0 (4.62)

and

∂+y(t) =
√
1 − [∂+U (t)]2 − 1. (4.63)

This means that

y(t) =
∑

−;h
∂+y(t) =

∑

−;h

[√
1 − [∂+U (t)]2 − 1

]
(4.64)
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and hence x must satisfy (4.11). Together with (a) and (d), this allows us to apply Propo-
sition 4.2 and conclude that ẋ = Y(U ). Item (e) now directly implies that (2.25) holds.

��
Proof of Theorem 2.3 Items (a’) and (b’) togetherwith (4.11) allowus to apply Proposition 4.2
and conclude that ẋ = Y(U ). Together with (c’) this implies that (2.2) holds. Item (a)
follows from Lemma 4.8, (b) and (d) are immediate and finally (c) follows from the fact that
r+
U − 1 ∈ 
1(hZ;R). ��

5 Approximate Products

In the remainder of this paper we set out to establish Proposition 2.4. In principle, it suffices
to obtain Lipschitz bounds on the right-hand-side of (2.25). However, in preparation for the
sequel paper [32] we obtain far more detailed information here in the upcoming sections. In
particular, we derive an approximate expression for the linear terms and establish delicate
bounds for the nonlinear residual that require as few discrete derivatives as possible.

The key issue is that convoluted expressions such as (2.17) must be kept under control. We
will achieve this by two successive rounds of approximations, in which we substitute simpli-
fied expressions for the individual factors appearing in (2.25). The first round is performed
in this paper, the second round is reserved for [32]. This will allow us to extract a tractable
expression for the linearization of (2.25) around the (stretched) continuum travelling wave,
which we analyze in [31].

In this section we introduce the basic framework that we use for these two simplification
rounds. In particular, we focus on two types of products that appear in our main equation
(2.25). We will introduce several bookkeeping tools that allow us to track how errors in the
individual factors propagate through the product structure.

We emphasize that the individual core estimates underlying our bounds are rather basic.
However, these estimates need to be applied a large number of times, all in a slightly different
setting that sometimes requires the same factor to be estimated in different norms.We feel that
writing this out in full would be prohibitively voluminous without leading to any substantial
insight. We therefore take an alternative approach and formulate a number of structural
conditions on the products (see §5.1) and individual factors (see §5.2) that allow for a unified
result (see §5.3).

5.1 Product Structure

For any integer k ≥ 1 and any sequence

q = (q1, q2, . . . , qk) ∈ {2,∞}k, (5.1)

we introduce the notation



q
h = 


q1
h × 


q2
h × · · · × 


qk
h . (5.2)

Writing

qπ = (qπ;1, qπ;2, . . . , qπ;k) ∈ {2,∞}k, (5.3)

we are interested in maps

π : 

qπ

h → 
2h (5.4)
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that are bounded and multi-linear in the following sense.

(hπ) Consider any set

v = (v1, . . . , vk) ∈ 

qπ

h . (5.5)

Then we have the estimate

‖π [v]‖
2h
≤ K ‖v1‖


qπ;1
h

× · · · × ‖vk‖

qπ;k
h

(5.6)

for some constant K > 0 that does not depend on v and h > 0. In addition, if there is an
integer 1 ≤ i ≤ k for which the decomposition

vi = λAvA
i + λBvB

i (5.7)

holds, with v#i ∈ 

qπ;i
h and λ# ∈ R for # ∈ {A, B}, then we have

π[v] = λAπ [v1, . . . , vA
i , . . . , vk] + λBπ[v1, . . . , vB

i , . . . , vk]. (5.8)

We say that any sequence (5.1) is admissable for π if there is a constant K > 1 so that the
bound

‖π [v]‖
2h
≤ K ‖v1‖


q1
h

× · · · × ‖vk‖

qk
h

(5.9)

holds for any

v ∈ 

qπ

h ∩ 

q
h (5.10)

and any h > 0.
Our first two results describe the two types of products that will appear during our analysis

of (2.25). In both cases it is straightforward to verify that our condition (hπ) holds.

Lemma 5.1 Pick k ≥ 1. Assume that

qπ = (qπ;1, . . . , qπ;k) ∈ {2,∞}k (5.11)

is a sequence containing precisely one 2 and suppose that the map

π : 
qπ → 
2h (5.12)

is given by

π [v1, . . . , vk] = v1v2 · · · vk . (5.13)

Then the pair (qπ , π) satisfies condition (hπ ).

Proof This follows directly from the bound

‖v1 · · · vk‖
2h
≤ ‖v1‖
2h

‖v2‖
∞
h

· · · ‖vk‖
∞
h

(5.14)

and rearrangements thereof. ��
Lemma 5.2 Pick k1 ≥ 1 and k2 ≥ 2 and write k = k1 + k2. Assume that

qπ = (qπ;1, . . . , qπ;k) ∈ {2,∞}k (5.15)

is a sequence containing precisely one 2 in the first k1 positions and precisely two 2’s in the
last k2 positions. Recalling the notation (3.9), assume furthermore that the map

π : 

qπ

h → 
2h (5.16)
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is given by

π [v1, . . . , vk] = v1 · · · vk1
∑

−;h
vk1+1 · · · vk . (5.17)

Then the pair (qπ , π) satisfies condition (hπ ).

Proof This follows directly from the bound

‖π[v1, . . . , vk]‖
2h

≤ ‖v1‖
2h
‖v2‖
∞

h
· · · ∥∥vk1

∥
∥


∞
h

∥
∥vk1+1

∥
∥


2h

∥
∥vk1+2

∥
∥


2h

∥
∥vk1+3

∥
∥


∞
h

· · · ‖vk‖
∞
h

(5.18)

and rearrangements thereof. ��
Our final observation allows us to construct admissable sequences for the multi-linear

maps (5.13) and (5.17) by simply swapping suitable exponents. This freedom to be able to
use a 
2h-norm on each of the factors will turn out to be crucial to complete the construction of
the travelling waves in [32]. Indeed, as a general rule of thumb, we want to avoid references
to the supremum norm of second differences.

Lemma 5.3 Consider the setting of either Lemma 5.1 or Lemma 5.2. Pick any integer 1 ≤
i∗ ≤ k for which qπ;i∗ = ∞. Then there is an integer

1 ≤ j∗[i∗] ≤ k (5.19)

that has

qπ; j∗[i∗] = 2 (5.20)

and for which the swapped sequence

qi∗ = (qi∗;1, . . . , qi∗;k) (5.21)

defined by

qi∗; j =
⎧
⎨

⎩

qπ; j if j /∈ {i∗, j∗},
2 if j = i∗,
∞ if j = j∗,

(5.22)

is admissable for π .

Proof This follows directly by inspecting (5.14) and (5.18). ��

5.2 Approximate Nonlinearities

Fixing a multi-linear map π as discussed above, our goal is to study nonlinear functions of
the form

�h;κ � U �→ π [ f1(U ), . . . , fk(U )]. (5.23)

We take the point of view that each nonlinearity fi together with its derivative comes paired
with an approximant fi;apx respectively fi;lin. These two approximants should be thought of
as simplified versions of fi and Dfi that are much easier to handle in computations, while
still accurate to some desired order in h.

For now however, we simply impose the following condition on each of the nonlinearities
in (5.23). We remark that the set Q f should be thought of as the set of exponents q ∈ {2,∞}
for which f maps into 


q
h .
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(h f ) We have Q f ⊂ {2,∞}. For any U ∈ �h;κ and q ∈ Q f we have the inclusions

f (U ) ∈ 

q
h , fapx(U ) ∈ 


q
h , flin;U ∈ L(
2h; 


q
h). (5.24)

In addition, for each q ∈ Q f there exists a constant Kq > 0 and a semi-norm [·] f ;q,h on

2h so that the following properties are true.

(a) The inequality

‖ f (U )‖

q
h

+ ∥
∥ fapx(U )

∥
∥



q
h

≤ Kq (5.25)

holds for all h > 0 and U ∈ �h;κ .
(b) The inequality

[V ] f ;q,h ≤ Kq (5.26)

holds for all h > 0 and V ∈ Vh;κ .
(c) The Lipschitz estimate

∥∥∥ f (U (1)) − f (U (2))

∥∥∥


q
h

≤ Kq [U (1) −U (2)] f ;q,h (5.27)

holds for all h > 0 and all pairs (U (1),U (2)) ∈ �2
h;κ .

(d) For every h > 0, the inequality
∥∥ flin;U [V ]∥∥



q
h

≤ Kq [V ] f ;q,h (5.28)

holds for all U ∈ �h;κ and V ∈ 
2h .

To obtain sharp estimates it is sometimes necessary to decompose the approximate lineariza-
tion flin into two parts. Both parts can be evaluated in their own preferred norms, which do
not necessarily have to be an element of the set Q f discussed in condition (h f ) above.

(h f )lin We have QA
f ;lin ⊂ {2,∞} and QB

f ;lin ⊂ {2,∞}. For all h > 0, U ∈ �h;κ and

V ∈ 
2h , we can make the decomposition

flin;U [V ] = f Alin;U [V ] + f Blin;U [V ], (5.29)

in which f Alin;U [V ] ∈ 

q
h for every q ∈ QA

f ;lin and f Blin;U [V ] ∈ 

q
h for every q ∈ QB

f ;lin.

Our final condition concerns the residual term

fnl;U (V ) = f (U + V ) − f (U ) − flin;U [V ], (5.30)

which at times also needs to be decomposed into two parts that require separate norms.

(h f )nl We have QA
f ;nl ⊂ {2,∞} and QB

f ;nl ⊂ {2,∞}. For all h > 0, U ∈ �h;κ and

V ∈ 
2h for which U + V ∈ �h;κ , we can make the decomposition

fnl;U (V ) = f Anl;U (V ) + f Bnl;U (V ), (5.31)

in which f Anl;U (V ) ∈ 

q
h for every q ∈ QA

f ;nl and f Bnl;U (V ) ∈ 

q
h for every q ∈ QB

f ;nl.
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5.3 Approximation Errors

We are now ready to formulate and establish our approximation result. To set the stage, let
us consider the simple example

P(U ) = f1(U ) f2(U ), Q f1 = {2,∞}, Q f2 = {∞}, (5.32)

which leads naturally to the approximations

Papx(U )= f1;apx(U ) f2;apx(U ), Plin;U [V ]= f1;lin;U [V ] f2;apx(U )+ f1;apx(U ) f2;lin;U [V ].
(5.33)

Our main result below shows that the individual approximation errors fi (U )− fi;apx(U ) and
fi;nl;U propagate through to the product P in a relatively clean fashion, using combinations
of the bounds introduced in §5.2. For example, in our case here we can estimate

∥
∥P(U ) − Papx(U )

∥
∥


2h
≤ ∥

∥ f1(U ) − f1;apx(U )
∥
∥


2h
‖ f2(U )‖
∞

h

+ ∥
∥ f1;apx(U )

∥
∥


2h

∥
∥ f2(U ) − f2;apx(U )

∥
∥


∞
h

, (5.34)

but such direct bounds quickly become unwieldy when the number of factors increases,
especially for the nonlinear residual (5.45). This becomes even more troublesome when
certain factors come with restrictions on the available norms.

Indeed, the main feature of the result below is that only needs to check whether the
available exponent sets match together to respect the product structure of π . Returning to
our example (5.32), one cannot include

∥∥ f1;nl;U [V ]∥∥

∞
h

in the term Jnl;U appearing in the

estimate (5.47), because this would require the second nonlinearity to be measured with
respect to the 
2h norm, which is not included in the exponent set Q f2 . All in all, we use this
result to transform potentially lengthy product estimates into bookkeeping questions, which
can be resolved by carefully defining suitable exponent sets. The discussion in §7.2 should
be seen in this light.

Proposition 5.4 Fix k ≥ 1 and 0 < κ < 1
12 , consider the pair (qπ , π) defined in (5.3)–(5.4)

and assume that condition (hπ ) holds. In addition, consider a set

{ fi , fi;apx, fi;lin, Q fi , Q
A
fi ;lin, Q

A
fi ;nl, Q

B
fi ;lin, Q

B
fi ;nl}ki=1 (5.35)

of nonlinearities with their associated approximants and exponents that satisfy the following
properties.

(a) For every 1 ≤ i ≤ k, the set { fi , fi;apx, fi;nl, Q fi } satisfies condition (h f ) and the set
{ fi;lin, QA

fi ;lin, Q
B
fi ;lin} satisfies condition (h f )lin. In addition, recalling the definition

(5.30), the set { fi;nl, QA
fi ;nl, Q

B
fi ;nl} satisfies condition (h f )nl.

(b) We have qπ;i ∈ Q fi for 1 ≤ i ≤ k.
(c) For every 1 ≤ i ≤ k, there are σ A

i;nl ∈ QA
fi ;nl and σ B

i;nl ∈ QB
fi ;nl together with sets

q A
i,nl = (q A

i,nl;1, . . . , q
A
i,nl;k), qB

i,nl = (qB
i,nl;1, . . . , q

B
i,nl;k) (5.36)

that are admissible for π , which have

q A
i,nl;i = σ A

i;nl, qB
i,nl;i = σ B

i;nl (5.37)

and

q A
i,nl; j ∈ Q f j , qB

i,nl; j ∈ Q f j (5.38)
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for all j �= i .
(d) For every pair (i, j) ∈ {1, . . . , k}2 with i �= j , there are

σ A
i j;lin ∈ QA

fi ;lin, τ A
i j;lin ∈ Q f j , σ B

i j;lin ∈ QB
fi ;lin, τ B

i j;lin ∈ Q f j , (5.39)

together with two sets

q A
i j,lin = (q A

i j,lin;1, . . . , q
A
i j,lin;k), qB

i j,lin = (qB
i j,lin;1, . . . , q

B
i j,lin;k) (5.40)

that are admissible for π , which have

q A
i j,lin;i = σ A

i j;lin, q A
i j,lin; j = τ A

i j;lin qB
i j,lin;i = σ B

i j;lin, qB
i j,lin; j = τ B

i j;lin
(5.41)

and

q A
i j,lin;k′ ∈ Q f ′

k
, qB

i j,lin;k′ ∈ Q f ′
k

(5.42)

for all k′ /∈ {i, j}.
Consider the map

P : �h;κ → 
2h, U �→ π [ f1(U ), . . . , fk(U )]. (5.43)

For any U ∈ �h;κ and V ∈ 
2h, write

Papx(U ) = π [ f1;apx(U ), . . . , fk;apx(U )]
Plin;U [V ] = π [ f1;lin;U [V ], f2;apx(U ), . . . , fk;apx(U )]

+π [ f1;apx(U ), f2;lin;U [V ], . . . , fk;apx(U )]
+ · · · + π

[
f1;apx(U ), . . . , fk−1;apx(U ), fk;lin;U [V ]]. (5.44)

In addition, for any U ∈ �h;κ and V ∈ 
2h for which U + V ∈ �h;κ , write

Pnl;U (V ) = P(U + V ) − P(U ) − Plin;U [V ]. (5.45)

Then there exists a constant K > 0 so that for any h > 0 and U ∈ �h;κ the bound

∥∥P(U ) − Papx(U )
∥∥


2h
≤ K

k∑

i=1

∥∥ fi (U ) − fi;apx(U )
∥∥
qπ;i (5.46)

holds, while for any h > 0, U ∈ �h;κ and V ∈ 
2h for which U + V ∈ �h;κ we have the
estimate

∥∥Pnl;U (V )
∥∥


2h
≤ KJnl;U (V ) + KJcross;U (V ) + KJapx;U (V ). (5.47)

Here we have introduced the expressions

Jnl;U (V ) =
k∑

i=1

[ ∥∥∥ f Ai;nl(V )

∥∥∥
σ A
i;nl

+
∥∥∥ f Bi;nl(V )

∥∥∥
σ B
i;nl

]
, (5.48)

together with

Jcross;U (V ) =
k∑

i=1

∑

j �=i

∥∥∥ f Ai;lin[V ]
∥∥∥

σ A
i j;lin

[V ] f j ;τ A
i j;lin,h
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+
k∑

i=1

∑

j �=i

∥
∥
∥ f Bi;lin[V ]

∥
∥
∥

σ B
i j;lin

[V ] f j ;τ B
i j;lin,h

(5.49)

and finally

Japx;U (V ) =
k∑

i=1

∑

j �=i

∥
∥
∥ f Ai;lin[V ]

∥
∥
∥

σ A
i j;lin

∥
∥ f j (U ) − f j;apx(U )

∥
∥

τ A
i j;lin

+
k∑

i=1

∑

j �=i

∥
∥
∥ f Bi;lin[V ]

∥
∥
∥

σ B
i j;lin

∥
∥ f j (U ) − f j;apx(U )

∥
∥

τ B
i j;lin

. (5.50)

Proof Pick 1 ≤ i ≤ k, any h > 0, U ∈ �h;κ and V ∈ 
2h for which U + V ∈ �h;κ . We
remark that all the primed constants below are independent of these specific choices.

By definition, the condition on V means that

V = V (a) − V (b) (5.51)

with V (#) ∈ Vh;κ for # ∈ {a, b}. Exploiting (5.26), this shows that we have the uniform
bound

[V ] fi ;q,h ≤ C ′
1 (5.52)

for any q ∈ Q fi . In addition, we may use (5.27) and (5.28) to obtain the rough estimate
∥∥ fi;nl(V )

∥∥


q
h

≤ ‖ fi (U + V ) − fi (U )‖q + ∥∥ fi;lin[V ]∥∥


q
h

≤ C ′
2[V ]i;q,h, (5.53)

which gives
∥∥ fi;lin;U [V ]∥∥



q
h

+ ∥∥ fi;nl;U (V )
∥∥



q
h

≤ C ′
3[V ]i;q,h . (5.54)

In addition, using (5.25) and (5.52), we obtain the uniform bound

‖ fi (U )‖

q
h

+ ∥∥ fi;lin;U [V ]∥∥


q
h

+ ∥∥ fi;nl;U (V )
∥∥



q
h

≤ C ′
4 + C ′

3[V ]i;q,h ≤ C ′
5. (5.55)

Observe that

P(U + V ) − P(U ) = π
[
f1(U + V ), . . . , fk(U + V )

] − π
[
f1(U ), . . . , fk(U )

]

= π
[
f1(U ) + f1;lin;U [V ] + f1;nl;U (V ), . . . , fk(U ) + fk;lin;U [V ] + fk;nl;U (V )

]

−π
[
f1(U ), . . . , fk(U )

]
. (5.56)

In particular, writing

Plin;U ;I [V ] = π
[
f1;lin;U [V ], f2(U ), . . . , fk(U )

]

+π
[
f1(U ), f2;lin;U [V ], . . . , fk(U )

]

+ · · · + π
[
f1(U ), . . . , fk−1(U ), fk;lin;U [V ]], (5.57)

together with

Pnl;U ;I (V ) = P(U + V ) − P(U ) − Plin;U ;I [V ], (5.58)

the bounds (5.54) and (5.55) allow us to expand out Pnl;U ;I [V ] and obtain
∥∥Pnl;U ;I [V ]∥∥


2h
≤ C ′

6Jnl;U (V ) + C ′
6Jcross;U (V ). (5.59)
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Upon writing

J1 = π[ f1;lin;U [V ], f2(U ), . . . , fk(U )] − π [ f1;lin;U [V ], f2;apx(U ), . . . , fk;apx(U )],
(5.60)

we see by multi-linearity that

J1 = π[ f1;lin;U [V ], f2(U ) − f2;apx(U ), . . . , fk(U )]
+π[ f1;lin;U [V ], f2;apx(U ), f3(U ) − f3;apx(U ), . . . , fk(U )]
+ · · · + π[ f1;lin;U [V ], f2;apx(U ), . . . , fk−1;apx(U ), fk(U ) − fk;apx(U )]. (5.61)

In particular, exploiting (5.25), we obtain the bound

‖J1‖
2h
≤ C ′

7Japx;U (V ). (5.62)

Repeating this computation for the remaining indices shows that also
∥
∥Plin;U [V ] − Plin;U ;I [V ]∥∥


2h
≤ C ′

8Japx;U (V ), (5.63)

which establishes (5.47). The estimate (5.46) can be obtained in a similar, but much easier
fashion. ��

6 The Full Nonlinearity

In this section we study the function

G(U ) = D�0(U )Y(U ) + D��0(U ) + g(U ), (6.1)

which contains all the terms on the right-hand side of our main reduced equation (2.25). In
addition, we study the discrete derivative

G+(U ) = ∂+[G(U )]. (6.2)

In principle the results in §3 and §4 provide explicit expressions for all these terms, but
the main issue here is that the expression (4.8) features a third order derivative that cannot
be controlled uniformly for U ∈ �h;κ and h > 0. This is particularly dangerous for many
types of bifurcation arguments, including the one that we develop in the sequel paper [32].
Indeed, we can only expect our unperturbed problem to generate two derivatives, in line with
the continuous theory discussed in §1.

This can be repaired by a discrete summation-by-parts procedure that we carry out in this
section. Naturally, the term G+(U ) will feature third derivatives, but as a consequence of the
discrete differentiation the relevant linear operator also generates an extra derivative.

In order to state our results, we need to introduce the three auxiliary functions

p�+
A (U ) = S+[1 + D�+(U )D�0(U )]

P+[1 + D�+(U )D�0(U )] ,

p�+
B (U ) = − S+[D�+(U )]S+[D�0(U )]

P+[1 + D�+(U )D�0(U )] ,

p�0(U ) = − S+[D�+(U )]S+[D�+(U )]
P+[1 + D�+(U )D�0(U )] , (6.3)

123



1538 Journal of Dynamics and Differential Equations (2022) 34:1505–1599

together with the convenient shorthand

p�+(U ) = p�+
A (U ) + p�+

B (U ). (6.4)

Our first main result here shows how these functions can be used to describe ∂+ p(U ); see
(4.2).

Proposition 6.1 Fix 0 < κ < 1
12 and h > 0. Then for any U ∈ �h;κ we have the inclusions

p�+
A (U ) ∈ 
∞(hZ;R), p�+

B (U ) ∈ 
2(hZ;R), p�0(U ) ∈ 
2(hZ;R). (6.5)

In addition, we have the identity

∂+ p(U ) = p�+(U )D�+;+(U ) + p�0(U )D�0;+(U ). (6.6)

We now have all the necessary ingredients to define the functions

Y1(U ) = D�0(U )Z−(U ),

Y2(U ) = D��0(U ) + g(U ), (6.7)

together with

XA(U ) = p(U )Z+(U ),

XB(U ) = S+[Z+(U )]p�+(U ),

XC (U ) = S+[Z+(U )]p�0(U ),

XD(U ) = S+[p(U )]Z+(U )p(U ). (6.8)

We note here that Y2 contains the most important terms and will therefore receive the most
attention. The X expressions play an auxiliary role, allowing for a relatively streamlined
decomposition of our nonlinearity. Indeed, our second main result shows that G(U ) can be
split into the four components

GA(U ) =
[
1 − Y1(U )T−[XA(U )

]]Y2(U ),

GB(U ) = Y1(U )
∑

−;h
Y2(U )T−[

XB(U )D�+;+(U )
]
,

GC (U ) = Y1(U )
∑

−;h
Y2(U )T−[

XC (U )D�0;+(U )
]
,

GD(U ) = Y1(U )
∑

−;h
Y2(U )T−[

XD(U )D�0;+(U )
]
. (6.9)

Proposition 6.2 Suppose that (Hg) is satisfied and fix 0 < κ < 1
12 and h > 0. Then for any

U ∈ �h;κ we have the identity

G(U ) = GA(U ) + GB(U ) + GC (U ) + GD(U ). (6.10)

Turning to G+(U ), we introduce the functions

Y+
1 (U ) = ∂+[Y1(U )], Y+

2 (U ) = ∂+[Y2(U )]. (6.11)

Recalling (4.2) and using (4.30), one obtains the identities

Y+
1 (U ) = p̃(U )D�0;+(U )T+[Z−(U )],
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Y+
2 (U ) = D��0;+(U ) + ∂+[g(U )]. (6.12)

In order to isolate the third derivative in Y+
2 , we write

Y+
2a(U ) = I��0;++ (U )∂+∂(2)U ,

Y+
2b(U ) =

[
D��0;+(U ) − I��0;++ (U )∂+∂(2)U

]
+ ∂+[g(U )]. (6.13)

Our third main result shows that G+(U ) can be decomposed into the components

G+
A′a(U ) =

[
1 − Y1(U )XA(U )

]
Y+
2a(U ),

G+
A′b(U ) =

[
1 − Y1(U )XA(U )

]
Y+
2b(U ),

G+
A′c(U ) = −Y+

1 (U )XA(U )T+[Y2(U )
]
, (6.14)

together with

G+
B′(U ) = Y+

1 (U )T+ ∑

−;h
Y2(U )T−[

XB(U )D�+;+(U )
]
,

G+
C ′(U ) = Y+

1 (U )T+ ∑

−;h
Y2(U )T−[

XC (U )D�0;+(U )
]
,

G+
D′(U ) = Y+

1 (U )T+ ∑

−;h
Y2(U )T−[

XD(U )D�0;+(U )
]
. (6.15)

Observe that the structure of these latter components strongly resembles those of their coun-
terparts GB through GD , which will be useful for the analysis in the sequel.

Proposition 6.3 Suppose that (Hg) is satisfied and fix 0 < κ < 1
12 and h > 0. Then for any

U ∈ �h;κ we have the identity

G+(U ) = G+
A′a(U ) + G+

A′b(U ) + G+
A′c(U ) + G+

B′(U ) + G+
C ′(U ) + G+

D′(U ). (6.16)

Our final main result links our decompositions for G and G+ to the framework developed
in §5. In particular, we define the set of nonlinearities

Snl = {D�0 , p, p�0 , p�+ ,D��0 ,D�0;+,D�−;+,Z+,Z−, g}, (6.17)

which all appear in the decomposition (6.10) for G. In addition, for each f ∈ Snl we define
a set of preferred exponents Q f ;pref ⊂ {2,∞} via

Q f ;pref =
⎧
⎨

⎩

{2} for f ∈ {D��0 ,D�0;+,D�−;+, g},
{∞} for f ∈ {p, p�0 , p�+ ,Z+,Z−},
{2,∞} for f ∈ {D�0}.

(6.18)

These can be interpreted as the preferred set of norms that we wish to apply to our nonlin-
earities, which in most (but not all!) cases lead to benign contributions to our final errors; see
§7.2.

We now turn to the decomposition (6.16) for G+. Introducing the notation g+(U ) =
∂+g(U ), we also define

Snl = Snl ∪ { p̃, I��0;+
0s , I��0;+

ss , g+, ∂(2)}, (6.19)

123



1540 Journal of Dynamics and Differential Equations (2022) 34:1505–1599

together with the preferred exponent sets

Q f ;pref =
⎧
⎨

⎩

{2} for f ∈ {D��0 ,D�−;+, g, g+},
{∞} for f ∈ { p̃, p, p�0 , p�+ , I��0;+

0s , I��0;+
0s ,Z+,Z−},

{2,∞} for f ∈ {D�0 , ∂(2),D�0;+}.
(6.20)

Comparing with (6.18), we remark that ∞ was added to QD�0;+;pref . This is motivated by

the fact that the G+
A′c(U ) term contains a product of this nonlinearity with D��0 , forcing us

to evaluate one of the two in 
∞
h . In any case, we note that for any f ∈ Snl we have

Q f ;pref ⊂ Q f ;pref . (6.21)

Notice that we are excluding the third derivative from the set Snl. Recalling the identity

Z−(U )Z+(U ) = 1 (6.22)

and using (4.32), we obtain the simplification

G+
A′a(U ) = [1 − D�0(U )p(U )]I��0;++ (U )∂+∂(2)U

= p̃(U )I��0;++ (U )∂+∂(2)U . (6.23)

The third derivative requires special attention, but appears here in a relatively straightforward
fashion. For this reason, we exclude it from our general statements here and analyze it directly
in the sequel.

The following result states that G(U ) and G+(U ) − G+
A′a(U ) can be decomposed into

products of the two types discussed in §5.1. In addition, every product can be estimated in

2h by only using norms ‖ f (U )‖


q
h
for which q ∈ Q f ;pref respectively q ∈ Q f ;pref .

Corollary 6.4 Fix 0 < κ < 1
12 and h > 0. There exists an integer N > 1 together with

integers ki ≥ 1, sequences of integers

qπi = (qπi ;1, . . . , qπi ;ki ) ∈ {2,∞}ki ,
qπ i

= (qπ i ;1, . . . , qπ i ;ki ) ∈ {2,∞}ki , (6.24)

sequences of functions

fi = ( fi;1, . . . , fi;ki ) ∈ Ski
nl

f i = ( f i;1, . . . , f i;ki ) ∈ Ski
nl (6.25)

and maps

πi : 

qπi
h → 
2h, π i : 


qπ i
h → 
2h, (6.26)

each defined for 1 ≤ i ≤ N, so that the following properties hold true.

(i) For each U ∈ �h;κ we have the decomposition

G(U ) =
N∑

i=1

πi
[
fi;1(U ), . . . , fi;ki (U )

]

G+(U ) − G+
A′a(U ) =

N∑

i=1

π i
[
f i;1(U ), . . . , f i;ki (U )

]
. (6.27)
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(ii) For each 1 ≤ i ≤ N the pairs (qπi , πi ) and (qπ i
, π i ) both satisfy the conditions of either

Lemma 5.1 or Lemma 5.2.
(iii) For each 1 ≤ i ≤ N and 1 ≤ j ≤ ki we have the inclusions

qπi ; j ∈ Q fi; j ;pref , qπ i ; j ∈ Q f i; j ;pref , (6.28)

Proof of Corollary 6.4 The desired decomposition can be read off directly from the structure
of the terms defined in (6.9), (6.14) and (6.15). ��

6.1 Summation by Parts

Our goal here is to establish Propositions 6.1–6.3 by using a summation by parts procedure
to transfer the discrete derivative in (4.8) from the dangerous second-order term D��0 to
the better-behaved product XA(U ) = p(U )Z+(U ); see (4.2) and (4.4). Lemma 6.5 shows
how the auxiliary functions XB , XC and XD introduced in (6.8) arise naturally through this
process.

Proof of Proposition 6.1 The inclusions follow directly from Lemma’s D.5 and D.7 . In addi-
tion, we may use (3.8) to compute

∂+ p(U ) = ∂+[ D�+(U )

1 + D�+(U )D�0(U )

]

= S+[1 + D�+(U )D�0(U )]∂+[D�+(U )]
P+[1 + D�+(U )D�0(U )] − S+[D�+(U )]∂+[D�+(U )D�0(U )]

P+[1 + D�+(U )D�0(U )]
= [P+ p̃(U )]−1S+[

1 + D�+(U )D�0(U )
]D�+;+(U )

−[P+ p̃(U )]−1S+[D�+(U )
]
∂+[D�+(U )D�0(U )

]
. (6.29)

Applying (3.8) once more we obtain the desired decomposition

∂+ p(U ) = [P+ p̃(U )]−1S+[
1 + D�+(U )D�0(U )

]D�+;+(U )

−[P+ p̃(U )]−1S+[D�+(U )
]
S+[D�0(U )]D�+;+(U )

−[P+ p̃(U )]−1S+[D�+(U )
]
S+[D�+(U )]D�0;+(U ). (6.30)

��
Lemma 6.5 Fix 0 < κ < 1

12 and h > 0. Then for any U ∈ �h;κ we have the identity

∂+[XA(U )] = XB(U )D�+;+(U ) + XC (U )D�0;+(U ) + XD(U )D�0;+(U ). (6.31)

Proof Applying (3.8) and (4.26), we compute

∂+[XA(U )] = ∂+[p(U )Z+(U )]
= ∂+[p(U )]S+[Z+(U )] + S+[p(U )]∂+[Z+(U )]
= [p�+

A (U ) + p�+
B (U )]D�+;+(U )S+[Z+(U )]

+p�0(U )D�0;+(U )S+[Z+(U )]
+S+[p(U )]p(U )Z+(U )D�0;+(U ), (6.32)

which yields the desired result. ��
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Proof of Proposition 6.2 Applying the discrete summation-by-parts formula (3.13) to the
expression (4.8) for Y , we obtain

Y(U ) = −Z−(U )T−[
p(U )Z+(U )

][D��0(U ) + g(U )
]

+Z−(U )
∑

−;h

[D��0(U ) + g(U )
]
∂−[

p(U )Z+(U )
]
. (6.33)

Exploiting the definitions (6.7)–(6.8), this allows us to write

G(U ) = −Y1(U )Y2(U )T−[XA(U )
] + Y1(U )

∑

−;h
Y2(U )∂−XA(U ) + Y2(U ). (6.34)

Applying (6.31), we find

G(U ) =
[
1 − Y1(U )T−[XA(U )

]]Y2(U )

+Y1(U )
∑

−;h
Y2(U )T−[

XB(U )D�+;+(U )
]

+Y1(U )
∑

−;h
Y2(U )T−[

XC (U )D�0;+(U ) + XD(U )D�0;+(U )
]
, (6.35)

as desired. ��
Proof of Proposition 6.3 We use the preliminary expression (6.34) together with (3.5) to com-
pute

∂+[G(U )] = −Y+
1 (U )T+[Y2(U )]XA(U ) − Y1(U )Y+

2 (U )XA(U ) − Y1(U )Y2(U )∂−[XA(U )]
+Y+

1 (U )T+ ∑

−;h
Y2(U )∂−XA + Y1(U )Y2(U )∂−XA

+Y+
2 (U )

= −Y+
1 (U )XA(U )T+Y2(U ) + (

1 − Y1(U )XA(U )
)Y+

2 (U )

+Y+
1 (U )T+ ∑

−;h
Y2(U )∂−XA. (6.36)

Applying (6.31) now yields the desired decomposition. ��

7 Component Estimates

Our goal in this section is to introduce the terminology that allows the conditions (h f ), (h f )lin
and (h f )nl in §5.2 to be verified for the nonlinearities f ∈ Snl ∪ Snl introduced in (6.17)
and (6.19). In particular, we construct suitable approximants fapx and flin that are accurate
to leading order in h, but also tractable to use in our subsequent computations.

In order to apply Proposition 5.4 in a streamlined fashion, we state our estimates that are
relevant for (5.49) in terms of the quantities

Sfull(V ) = ‖V ‖


2;2
h

+ ∥∥∂+V
∥∥


∞
h

,

Sfull(V ) = Sfull(V ) + ∥∥∂+∂+V
∥∥


∞
h

,

S2;fix(V ) = ‖V ‖


2;2
h

,

S2;fix(V ) = S2;fix(V ) (7.1)
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related to the seminorms in condition (h f ). Roughly speaking, Sfull correpondswith thewhole
set of seminorms that we need to use, while S2;fix reflects the contribution of nonlinearities
where we only want to apply (5.26) and (5.27) with the exponent q = 2. In addition, we
introduce the expressions

Tsafe(V ) = ‖V ‖


2;2
h

, T safe(V ) = Tsafe(V ),

T∞;opt(V ) = ∥
∥∂+V

∥
∥


∞
h

, T∞;opt(V ) = T∞;opt(V ) + ∥
∥∂+∂+V

∥
∥


∞
h

(7.2)

associated to the linear terms in condition (h f )lin. Here T∞;opt represents the contributions
of

∥
∥
∥ f Alin;U [V ]

∥
∥
∥


∞
h

and
∥
∥
∥ f Blin;U [V ]

∥
∥
∥


∞
h

where the use of the supremum norm is optional, in the

sense that they could also be measured in 
2h . The remaining contributions are all reflected
in Tsafe. Finally, we use the functions

Enl(V ) = (‖V ‖


2;2
h

+ ‖V ‖


∞;1
h

+ h) ‖V ‖


2;2
h

,

Enl(V ) = Enl(V ) (7.3)

to control the nonlinear terms (5.48), while enforcing the approximate bound
∥∥ f (U ) − fapx(U )

∥∥


q
h

≤ Kh for all (q,U , h) ∈ Q f × �h;κ × R>0. (7.4)

We divide our nonlinearities into five distinct groups that are fully described by Proposi-
tions 7.1–7.5 in §7.1. In §7.2 we subsequently discuss a number of bookkeeping issues that
in §8 will allow us to control the cross-terms (5.49) for G(U ) by

Jcross;U (V ) = Tsafe(V )Sfull(V ) + T∞;opt(V )S2;fix(V ). (7.5)

Naturally, the related estimate for G+(U ) − G+
A′a(U ) will also hold. The reader should keep

in mind that products of 
∞
h bounds will turn out to be very dangerous in [32], which is

why we go to such great lengths here to avoid them. More specifically, we want to exclude
contributions of the form T∞;opt(V )Sfull(V ) to the cross-terms.

7.1 Estimates

In order to simplify the notation and break the directional biases associated to the ∂+ and ∂−
terms that appear in the definitions (3.16) for the gridspace functions r±

U , we introduce the
sequence

γU =
√
1 − (∂0U )2. (7.6)

Most of the approximants fapx(U ) thatwe introduce belowarise from the simple replacements
∂±U �→ ∂0U and r±

U �→ γU , but we have to carefully track shifted second derivatives. In
addition, flin;U can almost always be interpreted as a direct linearization of fapx(U ), but
the terms Z± require special care. We note that the point of the results below is not only to
provide the actual estimates, but also to catalog in which spaces the estimates are available;
see §7.2.

The first set of nonlinearities is given by the singleton

Snl;I = {D�0}, (7.7)

see (3.17). We define

D�0
apx(U ) = γ −1

U ∂0U , D�0
lin;U [V ] = γ −3

U ∂0V . (7.8)
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For any f ∈ Snl;I , we write
Q f = {2,∞}, QA

f ;lin = QB
f ;lin = {2,∞}, QA

f ;nl = QB
f ;nl = {2} (7.9)

and recall that Q f ;pref = Q f ;pref = {2,∞}.
Proposition 7.1 (see §F.2) Assume that (Hg) is satisfied, fix 0 < κ < 1

12 and pick any
nonlinearity f ∈ Snl;I . Then there exists a constant K > 0 so that (7.4) holds and the
following properties are true.

(i) Upon introducing the seminorms

[V ] f ;2,h = ∥
∥∂+V

∥
∥


2h
≤ Sfull(V ),

[V ] f ;∞,h = ∥
∥∂+V

∥
∥


∞
h

≤ Sfull(V ), (7.10)

the conditions in (h f ) are all satisfied.
(ii) Upon writing f Blin;U = 0, the conditions in (h f )lin are satisfied. In addition, the bounds

∥
∥
∥ f Alin;U [V ]

∥
∥
∥


2h

≤ K
∥
∥∂+V

∥
∥


2h
≤ KTsafe(V ),

∥∥∥ f Alin;U [V ]
∥∥∥


∞
h

≤ K
∥∥∂+V

∥∥

∞
h

≤ KT∞;opt(V )
(7.11)

hold for all U ∈ �h;κ , h > 0 and V ∈ 
2h.
(iii) Upon writing f Bnl;U = 0, the conditions in (h f )nl are satisfied. In addition, we have the

bound
∥∥∥ f Anl;U (V )

∥∥∥

2h

≤ K
∥∥∂+V

∥∥∞
∥∥∂+V

∥∥

2h

+ Kh
[ ∥∥∂+V

∥∥

2h

+ ∥∥∂+∂+V
∥∥


2h

]

≤ KEnl(V )
(7.12)

for all U ∈ �h;κ , h > 0 and V ∈ 
2h.

The second set of nonlinearities is given by

Snl;I I = { p̃, p, p�0 , p�+ , I��0;+
0s , I��0;+

ss , I��0;++ }, (7.13)

see (3.28), (4.2) and (6.3). We remark that I��0;++ /∈ Snl, but we do need the bounds stated
below in order to estimate G+

A′a . We write

p̃apx(U ) = γ 2
U , p̃lin;U [V ] = −2∂0U∂0V ,

papx(U ) = γU ∂0U , plin;U [V ] = γ −1
U (2γ 2

U − 1)∂0V ,

p�0
apx(U ) = γ 2

U (γ 2
U − 1), p�0

lin;U [V ] = (2 − 4γ 2
U )∂0U∂0V ,

p�+
apx(U ) = γ 4

U , p�+
lin;U [V ] = −4γ 2

U ∂0U∂0V ,

I��0;+
0s;apx(U ) = 2γ −6

U ∂0U , I��0;+
0s;lin;U [V ] = 2[6γ −8

U − 5γ −6
U ]∂0V ,

I��0;+
ss;apx (U ) = 2γ −6

U ∂0U , I��0;+
ss;lin;U [V ] = 2[6γ −8

U − 5γ −6
U ]∂0V ,

I��0;+
+;apx (U ) = γ −4

U , I��0;+
+;lin;U [V ] = 4γ −6

U ∂0U∂0V .

(7.14)

In addition, we write

Q f = {∞}, QA
f ;lin = QB

f ;lin = {2,∞}, QA
f ;nl = QB

f ;nl = {2} (7.15)

for each f ∈ Snl;I I . We recall that Q f ;pref = {∞} for f ∈ Snl;I I ∩ Snl and Q f ;pref = {∞}
for f ∈ Snl;I I ∩ Snl.
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For later use, we recall the definitions (3.29) and remark that we can formally write

D��0;+
a;apx (U ) = γ −4

U ∂+∂(2)U ,

D��0;+
b;apx (U ) = 2γ −6

U ∂0US+[∂(2)U ]T+[∂(2)U ], (7.16)

together with

D��0;+
a;lin;U [V ] = 4γ −6

U ∂0U [∂+∂(2)U ]∂0V + γ −4
U ∂+∂(2)V ,

D��0;+
b;lin;U [V ] = 4[6γ −8

U − 5γ −6
U ]S+[∂(2)U ]T+[∂(2)U ]∂0V

+4γ −6
U ∂0U

[
T+[∂(2)U ]S+[∂(2)V ] + S+[∂(2)U ]T+[∂(2)V ]

]
. (7.17)

Proposition 7.2 (see §F.5) Assume that (Hg) is satisfied, fix 0 < κ < 1
12 and pick any

nonlinearity f ∈ Snl;I I . Then there exists a constant K > 0 so that (7.4) holds and the
following properties are true.

(i) Upon introducing the seminorm

[V ] f ;∞,h = ∥
∥∂+V

∥
∥


∞
h

≤ Sfull(V ), (7.18)

the conditions in (h f ) are all satisfied.
(ii) Upon writing f Blin;U = 0, the conditions in (h f )lin are satisfied. In addition, the bounds

∥∥∥ f Alin;U [V ]
∥∥∥


2h

≤ K
∥∥∂+V

∥∥

2h

≤ KTsafe(V ),
∥∥∥ f Alin;U [V ]

∥∥∥

∞
h

≤ K
∥∥∂+V

∥∥

∞
h

≤ KT∞;opt(V )
(7.19)

hold for all U ∈ �h;κ , h > 0 and V ∈ 
2h.
(iii) Upon writing f Bnl;U = 0, the conditions in (h f )nl are satisfied. In addition, we have the

bound
∥∥∥ f Anl;U (V )

∥∥∥

2h

≤ K
∥∥∂+V

∥∥

∞
h

∥∥∂+V
∥∥


2h
+ Kh

[ ∥∥∂+V
∥∥


2h
+ ∥∥∂+∂+V

∥∥

2h

]

≤ KEnl(V )
(7.20)

for all U ∈ �h;κ , h > 0 and V ∈ 
2h.

The third set of nonlinearities is given by

Snl;I I I = {D��0 ,D�0;+,D�−;+, ∂(2)}, (7.21)

see (3.21) and (3.26). We write

D��0
apx (U ) = γ −4

U ∂(2)U , D��0
lin;U [V ] = 4γ −6

U ∂0U [∂(2)U ]∂0V + γ −4
U ∂(2)V ,

D�0;+
apx (U ) = γ −3

U S+[∂(2)U ], D�0;+
lin;U [V ] = 3γ −5

U ∂0US+[∂(2)U ]∂0V + γ −3
U S+[∂(2)V ],

D�−;+
apx (U ) = γ −3

U ∂(2)U , D�−;+
lin;U [V ] = 3γ −5

U ∂0U [∂(2)U ]∂0V + γ −3
U ∂(2)V ,

[∂(2)]apx(U ) = ∂(2)U , [∂(2)]lin;U [V ] = ∂(2)V .

(7.22)

In addition, for each f ∈ Snl;I I I we write
Q f = {2,∞}, QA

f ;lin = QB
f ;lin = {2,∞}, QA

f ;nl = QB
f ;nl = {2}. (7.23)

We recall that Q f ;pref = Q f ;pref = {2} for f ∈ {D��0 ,D�−;+} . For f = D�0;+ we have
Q f ;pref = {2} and for f ∈ {D�0;+, ∂(2)} we have Q f ;pref = {2,∞}.
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Proposition 7.3 (see §F.3) Assume that (Hg) is satisfied, fix 0 < κ < 1
12 and pick any

nonlinearity f ∈ Snl;I I I . Then there exists a constant K > 0 so that (7.4) holds and the
following properties are true.

(i) Upon introducing the seminorms

[V ] f ;2,h = ∥∥∂+V
∥∥


2h
+ ∥∥∂+∂+V

∥∥

2h

≤ min{Sfull(V ), S2;fix(V )},
[V ] f ;∞,h = ∥

∥∂+V
∥
∥


∞
h

+ ∥
∥∂+∂+V

∥
∥


∞
h

≤ Sfull(V ), (7.24)

the conditions in (h f ) are all satisfied.
(ii) Upon writing f Blin;U = 0, the conditions in (h f )lin are satisfied. In addition, the bounds

∥
∥
∥ f Alin;U [V ]

∥
∥
∥


2h

≤ K
[ ∥
∥∂+V

∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h

] ≤ KTsafe(V ),
∥
∥
∥ f Alin;U [V ]

∥
∥
∥


∞
h

≤ K
[ ∥
∥∂+V

∥
∥


∞
h

+ ∥
∥∂+∂+V

∥
∥


∞
h

] ≤ KT∞;opt(V )
(7.25)

hold for all U ∈ �h;κ , h > 0 and V ∈ 
2h.
(iii) Upon writing f Bnl;U = 0, the conditions in (h f )nl are satisfied. In addition, we have the

bound
∥∥∥ f Anl;U (V )

∥∥∥

2h

≤ K
∥∥∂+V

∥∥∞
[ ∥∥∂+V

∥∥

2h

+ ∥∥∂+∂+V
∥∥


2h

]

+Kh
[ ∥∥∂+V

∥∥

2h

+ ∥∥∂+∂+V
∥∥


2h

]

≤ KEnl(V )

(7.26)

for all U ∈ �h;κ , h > 0 and V ∈ 
2h.

The fourth set of nonlinearities is given by

Snl;I V = {Z+,Z−}. (7.27)

Here the approximations are considerably more delicate on account of the sum in the defini-
tions (4.4); see §G for the details. Upon introducing the function

Esm(U ) = h∂−[
γ −4
U (2 − γ 2

U )S+[∂(2)U ]
]
, (7.28)

which measures the smoothness of U in some sense, we write

Z+
apx(U ) = γ −1

U , Z+
lin;U [V ] = γ −3

U ∂0U∂0V + γ −1
U

∑
−;h Esm(U )∂0V ,

Z−
apx(U ) = γU , Z−

lin;U [V ] = −γ −1
U ∂0U∂0V − γU

∑
−;h Esm(U )∂0V .

(7.29)

In addition, for every f ∈ Snl;I V we write

Q f = {∞}, QA
f ;lin = {∞}, QB

f ;lin = {2,∞}, QA
f ;nl = {∞}, QB

f ;nl = {2} (7.30)

and recall that Q f ;pref = Q f ;pref = {∞}.

Proposition 7.4 (see §G) Assume that (Hg) is satisfied, fix 0 < κ < 1
12 and pick any

nonlinearity f ∈ Snl;I V . Then there exists a constant K > 0 so that (7.4) holds and the
following properties are true.
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(i) Upon introducing the seminorm

[V ] f ;∞,h = ∥
∥∂+V

∥
∥


2h
+ ∥

∥∂+V
∥
∥


∞
h

+ ∥
∥∂+∂+V

∥
∥


2h
≤ Sfull(V ), (7.31)

the conditions in (h f ) are all satisfied.
(ii) The conditions in (h f )lin are satisfied. In addition, the bounds

∥
∥
∥ f Alin;U [V ]

∥
∥
∥


∞
h

≤ K
∥
∥∂+V

∥
∥


2h
≤ KTsafe(V ),

∥
∥
∥ f Blin;U [V ]

∥
∥
∥


2h

≤ K
∥
∥∂+V

∥
∥


2h
≤ KTsafe(V ),

∥
∥
∥ f Blin;U [V ]

∥
∥
∥


∞
h

≤ K
∥
∥∂+V

∥
∥


∞
h

≤ KT∞;opt(V )

(7.32)

hold for all U ∈ �h;κ , h > 0 and V ∈ 
2h.
(iii) The conditions in (h f )nl are satisfied. In addition, we have the bounds

∥
∥
∥ f Anl;U (V )

∥
∥
∥


∞
h

≤ K
[ ∥
∥∂+V

∥
∥2


2h
+ ∥

∥∂+∂+V
∥
∥2


2h

]

+Kh
[ ∥
∥∂+V

∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h

]

≤ KEnl(V ),∥∥∥ f Bnl;U (V )

∥∥∥

2h

≤ Kh
∥∥∂+V

∥∥

2h

≤ KEnl(V )

(7.33)

for all U ∈ �h;κ , h > 0 and V ∈ 
2h.

Recalling the notation g+(U ) = ∂+g(U ), the final set of nonlinearities is given by

Snl;V = {g, g+}. (7.34)

We write

gapx(U ) = g(U ), glin;U [V ] = g′(U )V ,

g+
apx(U ) = g′(U )∂0U , g+

lin;U [V ] = g′′(U )[∂0U ]V + g′(U )∂0V .
(7.35)

In addition, for every f ∈ Snl;V we write

Q f = {2,∞}, QA
f ;lin = QB

f ;lin = {2}, QA
f ;nl = QB

f ;nl = {2}. (7.36)

We recall that Qg;pref = Qg;pref = {2} and Qg+;pref = {2}.
Proposition 7.5 (see §F.6) Assume that (Hg) is satisfied, fix 0 < κ < 1

12 and pick any
nonlinearity f ∈ Snl;V . Then there exists a constant K > 0 so that (7.4) holds and the
following properties are true.

(i) Upon introducing the seminorms

[V ] f ;2,h = ‖V ‖
2h
+ ∥∥∂+V

∥∥

2h

≤ min{Sfull(V ), S2;fix(V )},
[V ] f ;∞,h = ‖V ‖
∞

h
+ ∥∥∂+V

∥∥

∞
h

,
(7.37)

the conditions in (h f ) are all satisfied.
(ii) Upon writing f Blin;U = 0, the conditions in (h f )lin are satisfied. In addition, the bound

∥∥∥ f Alin;U [V ]
∥∥∥


2h

≤ K
[ ‖V ‖
2h

+ ∥∥∂+V
∥∥


2h

] ≤ KTsafe(V ) (7.38)

holds for all U ∈ �h;κ , h > 0 and V ∈ 
2h.
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(iii) Upon writing f Bnl;U = 0, the conditions in (h f )nl are satisfied. In addition, we have the
bound

∥
∥
∥ f Anl;U (V )

∥
∥
∥


2h

≤ K
[
‖V ‖
∞

h
+ ∥

∥∂+V
∥
∥


∞
h

][ ‖V ‖
2h
+ ∥

∥∂+V
∥
∥


2h

]

Kh
[ ‖V ‖
2h

+ ∥
∥∂+V

∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h

]

≤ KEnl(V ) (7.39)

for all U ∈ �h;κ , h > 0 and V ∈ 
2h.

7.2 Bookkeeping

Our task here is to interpret the raw estimates from §7.1 and formulate some observations that
will help us to apply Proposition 5.4 in a structured fashion. Our first result in combination
with Proposition 6.4 ensures that the admissable sequences q A

i,lin and qB
i,lin appearing in (d)

of Proposition 5.4 can always be sampled from the set of preferred exponents Q f ;pref . In
principle, this allows us to only consider the contributions to the cross-term (5.49) that arise
from these preferred exponents. However, the inclusion ∞ ∈ Q f allows us to strategically
depart from these exponents at times when evaluating (5.49) using the exponent-swapping
procedure described in Lemma 5.3. Indeed, this requires one of the relevant exponents to be
flipped to infinity.

Corollary 7.6 For every f ∈ Snl we have ∞ ∈ Q f together with Q f ;pref ⊂ Q f ∩ QA
f ;lin ∩

QB
f ;lin. The same properties hold upon replacing (Snl, Q f ;pref ) by (Snl, Q f ;pref ).

Proof The result can be verified by inspecting the definitions (6.18), (6.20), (7.9), (7.15),
(7.23), (7.30) and (7.36). ��

The following two results formalize the interpretation of the terms S2;fix and T∞;opt that
we proposed at the start of this section. We emphasize that the (b) properties will be used to
deviate from the preferred exponents strategically in order to prevent products of supremum
bounds; see the proof of Lemma 8.1 below.

Corollary 7.7 Assume that (Hg) is satisfied and fix 0 < κ < 1
12 . For every f ∈ Snl and

q ∈ Q f ;pref we have

[V ] f ;q,h ≤ Sfull(V ) (7.40)

for any h > 0 and V ∈ 
2h. In addition, if 2 ∈ Q f ;pref then at least one of the following two
properties hold true.

(a) We have

[V ] f ;2,h ≤ S2;fix(V ) (7.41)

for every h > 0 and V ∈ 
2h.
(b) We have

[V ] f ;∞,h ≤ Sfull(V ) (7.42)

for every h > 0 and V ∈ 
2h.

The same properties hold upon replacing (Snl, Q f ;pref , Sfull, S2;fix) by (Snl, Q f ;pref , Sfull,
S2;fix).
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Proof The result can be verified by inspecting the bounds in item (i) of Propositions 7.1–7.5.
��

Corollary 7.8 Assume that (Hg) is satisfied and fix 0 < κ < 1
12 . For any f ∈ Snl, any

# ∈ {A, B} and any q ∈ Q f ;pref , at least one of the following two properties hold true.

(a) There exists K > 0 so that
∥
∥ f #lin;U [V ]∥∥



q
h

≤ KTsafe(V ) (7.43)

holds for every h > 0, U ∈ �h;κ and V ∈ 
2h.
(b) We have q = ∞ and there exists K > 0 so that the bounds

∥
∥ f #lin;U [V ]∥∥


2h
≤ KTsafe(V ),

∥
∥ f #lin;U [V ]∥∥


∞
h

≤ KT∞;opt(V ) (7.44)

hold for every h > 0, U ∈ �h;κ and V ∈ 
2h.

The same properties hold upon replacing (Snl, Q f ;pref , Tsafe, T∞;opt) by (Snl, Q f ;pref , T safe,

T∞;opt).

Proof The result can be verified by inspecting the bounds in item (ii) of Propositions 7.1–7.5.
��

Our final result will be used to control the nonlinear contributions described in (5.48).
The main point here is that at least one of the two possible norms on f #nl;U will lead to the
desired bound Enl(V ) and that this can be arranged by exponent-swapping if necessary. The
full details can again be found in the proof of Lemma 8.1 below.

Corollary 7.9 Assume that (Hg) is satisfied and fix 0 < κ < 1
12 . Consider any f ∈ Snl and

any # ∈ {A, B}. Then if 2 ∈ Q f ;pref , there exists a constant K > 0 so that
∥∥ f #nl;U (V )

∥∥

2h

≤ KEnl(V ) (7.45)

holds for all h > 0, U ∈ �h;κ and V ∈ 
2h for which U + V ∈ �h;κ .
Otherwise, there exists q ∈ {2,∞} together with a constant K > 0 so that

∥∥ f #nl;U (V )
∥∥



q
h

≤ KEnl(V ) (7.46)

holds for all h > 0, U ∈ �h;κ and V ∈ 
2h for which U + V ∈ �h;κ . The same properties
hold upon replacing (Snl, Q f ;pref , Enl) by (Snl, Q f ;pref , Enl).

Proof The result can be verified by inspecting the bounds in item (iii) of Propositions 7.1–7.5.
��

8 Approximations forG andG+

In this section we set out to apply Proposition 5.4 to the decompositions (6.10) and (6.16)
for G(U ) respectively G+(U ), using the approximate expressions introduced in §7.1. The
estimates here are more than sufficient to establish our well-posedness result Proposition 2.4.
Their primary purpose will become clear in the sequel paper [32], where our approximants
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will be simplified even further in order to construct travelling wave solutions to our adaptive
grid problem. As we explain in the sequel, the main distinction is that we focus on nonlinear
issues here, leaving a further analysis of the linear terms to [32].

Exploiting the definitions (6.7) and (6.11), we define the standard approximants

Y1;apx(U ) = D�0
apx(U )Z−

apx(U ),

Y2;apx(U ) = D��0
apx (U ) + g(U ),

Y+
1;apx(U ) = p̃apx(U )D�0;+

apx (U )T+[Z−
apx(U )],

Y+
2a;apx(U ) = D��0;+

a;apx (U ),

Y+
2b;apx(U ) = D��0;+

b;apx (U ) + g+
apx(U ), (8.1)

together with

Y1;lin;U [V ] = D�0
lin;U [V ]Z−

apx(U ) + D�0
apx(U )Z−

lin;U [V ],
Y2;lin;U [V ] = D��0

lin;U [V ] + g′(U )V ,

Y+
1;lin;U [V ] = p̃lin;U [V ]D�0;+

apx (U )T+[Z−
apx(U )] + p̃apx(U )D�0;+

lin;U [V ]T+[Z−
apx(U )]

+ p̃apx(U )D�0;+
apx (U )T+[Z−

lin;U [V ]],
Y+
2a;lin;U [V ] = D��0;+

a;lin;U [V ],
Y+
2b;lin;U [V ] = D��0;+

b;lin;U [V ] + g+
lin;U [V ]. (8.2)

In addition, exploiting the definitions (6.8), we write

XA;apx(U ) = papx(U )Z+
apx(U ),

XB;apx(U ) = S+[Z+
apx(U )]p�+

apx(U ),

XC;apx(U ) = S+[Z+
apx(U )]p�0

apx(U ),

XD;apx(U ) = S+[papx(U )]Z+
apx(U )papx(U ), (8.3)

together with

XA;lin;U [V ] = plin;U [V ]Z+
apx(U ) + papx(U )Z+

lin;U [V ],
XB;lin;U [V ] = S+[Z+

lin;U [V ]]p�+
apx(U ) + S+[Z+

apx(U )]p�+
lin;U [V ],

XC;lin;U [V ] = S+[Z+
lin;U [V ]]p�0

apx(U ) + S+[Z+
apx(U )]p�0

lin;U [V ],
XD;lin;U [V ] = S+[

plin;U [V ]]Z+
apx(U )papx(U ) + S+[papx(U )]Z+

lin;U [V ]papx(U )

+S+[
papx(U )

]Z+
apx(U )plin;U [V ]. (8.4)

Using the expressions introduced in §7.1 all these approximants can in principle be explicitly
evaluated, although we refrain from doing this in the present paper. They can be used as
building blocks for the expressions Papx and Plin;U defined in (5.44) that arise when applying
Proposition 5.4 to G and G+.

8.1 Estimates forG

Applying the expressions (5.44) to the terms (6.9), we obtain the initial expressions

GA;apx;I (U ) =
[
1 − Y1;apx(U )T−[XA;apx(U )

]]Y2;apx(U ),
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GB;apx;I (U ) = Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

XB;apx(U )
]
D�−;+
apx (U ),

GC;apx;I (U ) = Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

XC;apx(U )D�0;+
apx (U )

]
,

GD;apx;I (U ) = Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

XD;apx(U )D�0;+
apx (U )

]
, (8.5)

together with

GA;lin;U ;I [V ] = −Y1;lin;U [V ]T−[XA;apx(U )
]Y2;apx(U )

−Y1;apx(U )T−[XA;lin;U [V ]]Y2;apx(U )

+
[
1 − Y1;apx(U )T−[XA;apx(U )

]]Y2;lin;U [V ],
GB;lin;U ;I [V ] = Y1;lin;U [V ]

∑

−;h
Y2;apx(U )T−[

XB;apx(U )
]
D�−;+
apx (U )

+Y1;apx(U )
∑

−;h
Y2;lin;U [V ]T−[

XB;apx(U )
]
D�−;+
apx (U )

+Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

XB;lin;U [V ]
]
D�−;+
apx (U )

+Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

XB;apx(U )
]
D�−;+
lin;U [V ] (8.6)

and finally

G#;lin;U ;I [V ] = Y1;lin;U [V ]
∑

−;h
Y2;apx(U )T−[

X#;apx(U )D�0;+
apx (U )

]

+Y1;apx(U )
∑

−;h
Y2;lin;U [V ]T−[

X#;apx(U )D�0;+
apx (U )

]

+Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

X#;lin;U [V ]D�0;+
apx (U )

]

+Y1;apx(U )
∑

−;h
Y2;apx(U )T−[

X#;apx(U )D�0;+
lin;U [V ]

]
(8.7)

for # ∈ {C, D}. Combining these expressions, we introduce the initial approximants

Gapx;I (U ) = GA;apx;I (U ) + GB;apx;I (U ) + GC;apx;I (U ) + GD;apx;I (U ),

Glin;U ;I [V ] = GA;lin;U ;I [V ] + GB;lin;U ;I [V ] + GC;lin;U ;I [V ] + GD;lin;U ;I [V ] (8.8)

and write

Gnl;U ;I (V ) = G(U + V ) − G(U ) − Glin;U ;I [V ]. (8.9)

These expressions are sufficient for our purposes here, but will be expanded and simplified
further in [32]. In particular, we obtain a crucial bound on the nonlinear residual here, which
is then improved further in [32] by manipulating the linear terms Glin;U ;I . We recall that the
higher-order sequence spaces 


2;2
h and 


∞;1
h were defined in (3.34) and (3.35).
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Lemma 8.1 Suppose that (Hg) is satisfied and fix 0 < κ < 1
12 . Then there exists K > 0 so

that the approximation estimate
∥
∥G(U ) − Gapx;I (U )

∥
∥


2h
≤ Kh (8.10)

and the residual bound
∥
∥Gnl;U ;I (V )

∥
∥


2h
≤ K ‖V ‖



2;2
h

[ ‖V ‖


2;2
h

+ ‖V ‖


∞;1
h

+ h
]

(8.11)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Our strategy is to apply Proposition 5.4 to each of the products in the decomposition
of G(U ) obtained in Corollary 6.4. Let us therefore consider a single element of the sum
(6.27), which we characterize by the set (π,qπ , f, k).

Recalling (7.3), we first claim that

Jnl;U (V ) ≤ C ′
1Enl(V ). (8.12)

Indeed, consider any 1 ≤ i ≤ k and any # ∈ {A, B}. If qπ;i = 2, then certainly 2 ∈ Q fi ;pref
by item (iii) of Corollary 6.4, which allows us to take

q#i,nl = qπ (8.13)

for the sequences in item (c) of Proposition 5.4. This allows us to apply (7.45), as desired.
Suppose therefore that qπ;i = ∞ and consider the integer q defined in Corollary 7.9. If
q = ∞, then we can again take q#i,nl = qπ and apply (7.46). If q = 2, then we choose q#i,nl
to be the admissable sequence defined by the swapping Lemma 5.3, which has

q#i,nl;i = 2, q#i,nl; j∗[i] = ∞. (8.14)

Corollary 7.6 shows that ∞ ∈ Q f j∗[i] , which now again allows us to apply (7.46).
Our second claim is that

Jcross;U (V ) ≤ C ′
2

[
Tsafe(V )Sfull(V ) + T∞;opt(V )S2;fix(V )

]

≤ C ′
3Enl(V ). (8.15)

Indeed, consider any # ∈ {A, B} and any pair (i, j) ∈ {1, . . . , k}2 with i �= j . If item (a)
in Corollary 7.8 holds for fi and q = qπ;i , then the claim follows from (7.40). Suppose
therefore that item (b) in Corollary 7.8 holds for fi and q = qπ;i = ∞.

Write qsw for the admissable sequence defined by the swapping Lemma 5.3. If j∗[i] �= j ,
then we have qsw; j = qπ; j . Writing q#i j,lin = qsw for the sequence in item (d) of Proposition
5.4, the contribution from the pair (i, j) can be absorbed by Tsafe(V )Sfull(V ). On the other
hand, if j∗[i] = j , then qsw; j = ∞ and qπ; j = 2. If item (b) of Corollary 7.7 holds, then we
again write q#i j,lin = qsw, noting that the contribution can be bounded by Tsafe(V )Sfull(V ).

However, we write q#i j,lin = qπ if item (a) of Corollary 7.7 holds. In this case the contribution
from the pair (i, j) can be bounded by T∞;opt(V )S2;fix(V ).

Our final claim is that

Japx;U (V ) ≤ C ′
4hTsafe(V ) = C ′

4h ‖V ‖


2;2
h

. (8.16)

This follows directly from the fact that
∥∥ f (U ) − fapx(U )

∥∥


q
h

≤ Kh for every f ∈ Snl and
q ∈ Q f , together with the swapping technique described above.We note that this observation
also implies the bound (8.10). ��
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Proof of Proposition 2.4 On account of Proposition 3.2, it is possible to pick constants 0 <

κ < 1
12 and ε0 such that for any

V ∈ Ṽε0 := {V ∈ 
2h : ‖V ‖
2h
< ε0}, (8.17)

we have U0 + V ∈ �h;κ .
Recalling the continuous embedding 
2h ⊂ 
∞

h and inspecting the explicit expressions in
§7, the identity

G(U0 + V (2)) − G(U0 + V (1)) = G(
U0 + V (1) + (V (2) − V (1))

) − G(U0 + V (1))

= Glin;U0+V (1);I [V (2) − V (1)] + Gnl;U0+V (1);I (V (2) − V (1))

(8.18)

together with the estimate (8.11) imply that the map

V �→ G(U0 + V ) ∈ 
2h (8.19)

is Lipschitz smooth on the set Ṽε0 . The result now follows from standard ODE theory. ��

8.2 Estimates forG+.

Although results concerning G+ were not needed to establish Proposition 2.4, we conclude
this paper by applying the expressions (5.44) to this discrete derivative, in preparation for the
sequel paper [32]. Starting with the term

G+
A′a(U ) = p̃(U )I��0;++ (U )∂+∂(2)U (8.20)

defined in (6.23), we obtain the initial approximants

G+
A′a;apx;I (U ) = p̃apx(U )I��0;+

+;apx (U )∂+∂(2)U ,

G+
A′a;lin;U ;I [V ] = p̃lin;U [V ]I��0;+

+;apx (U )∂+∂(2)U + p̃apx(U )I��0;+
+;lin;U [V ]∂+∂(2)U

+ p̃apx(U )I��0;+
+;apx (U )∂+∂(2)V (8.21)

and write

G+
A′a;nl;U ;I (V ) = G+

A′a(U + V ) − G+
A′a(U ) − G+

A′a;lin;U ;I [V ]. (8.22)

It is essential to carefully track the appearance of third differences, which we achieve in the
bounds below.

Lemma 8.2 Suppose that (Hg) is satisfied and fix 0 < κ < 1
12 . Then there exists K > 0 so

that the approximation estimate
∥∥∥G+

A′a(U ) − G+
A′a;apx;I (U )

∥∥∥

2h

≤ Kh
∥∥∂+∂+∂+U

∥∥

2h

(8.23)

and the residual bound
∥∥∥G+

A′a;nl;U ;I (V )

∥∥∥

2h

≤ K
[ ∥∥∂+V

∥∥

∞
h

+ h
] ∥∥∂+∂+∂+V

∥∥

2h

+K
∥∥∂+V

∥∥

∞
h

∥∥∂+V
∥∥


2h

∥∥∂+∂+∂+U
∥∥


∞
h

+Kh
[ ∥∥∂+V

∥∥

2h

+ ∥∥∂+∂+V
∥∥


2h

] ∥∥∂+∂+∂+U
∥∥


∞
h

(8.24)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .
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Proof The first estimate follows immediately from Proposition 7.2. To obtain the second
estimate, we observe that the uniform bound in item (i) of this proposition shows that

∥
∥
∥G+

A′a;nl;U ;I (V )

∥
∥
∥


2h

≤ C ′
1

∥
∥∂+∂+∂+V

∥
∥


2h

[ ∥
∥ p̃lin;U [V ]∥∥


∞
h

+ ∥
∥ p̃nl;U (V )

∥
∥


∞
h

+
∥
∥
∥I��0;+

+;lin;U [V ]
∥
∥
∥


∞
h

+
∥
∥
∥I��0;+

+;nl;U (V )

∥
∥
∥


∞
h

]

+C ′
1

∥
∥∂+∂+∂+U

∥
∥


∞
h

[ ∥
∥ p̃nl;U (V )

∥
∥


2h
+

∥
∥
∥I��0;+

+;nl;U (V )

∥
∥
∥


2h

+ ∥
∥ p̃lin;U [V ]∥∥


2h

∥
∥
∥I��0;+

+;lin;U [V ]
∥
∥
∥


∞
h

]
. (8.25)

We note that Lemma’s F.6 and F.8 yield the preliminary estimates
∥
∥ p̃nl;U (V )

∥
∥


∞
h

+
∥
∥
∥I��0;+

+;nl;U (V )

∥
∥
∥


∞
h

≤ C ′
2

∥
∥∂+V

∥
∥2


∞
h

+ C ′
2h

[ ∥
∥∂+V

∥
∥2


∞
h

+ ∥
∥∂+∂+V

∥
∥


∞
h

]

≤ C ′
3

[ ∥
∥∂+V

∥
∥


∞
h

+ h
]
. (8.26)

In addition, Proposition 7.2 yields the bounds
∥∥ p̃lin;U [V ]∥∥


2h
≤ C ′

4

∥∥∂+V
∥∥


2h
,

∥∥ p̃lin;U [V ]∥∥

∞
h

+
∥∥∥I��0;+

+;lin;U [V ]
∥∥∥


∞
h

≤ C ′
4

∥∥∂+V
∥∥


∞
h

, (8.27)

together with
∥∥ p̃nl;U (V )

∥∥

2h

+
∥∥∥I��0;+

+;nl;U (V )

∥∥∥

2h

≤ C ′
6

∥∥∂+V
∥∥


∞
h

∥∥∂+V
∥∥


2h
+ C ′

6h
[ ∥∥∂+V

∥∥

2h

+ ∥∥∂+∂+V
∥∥


2h

]
. (8.28)

Substituting these bounds into (8.25) yields the desired estimate. ��
We now apply (5.44) to the terms (6.14) to obtain the initial approximants

G+
A′b;apx;I (U ) =

[
1 − Y1;apx(U )XA;apx(U )

]
Y+
2b;apx(U ),

G+
A′c;apx;I (U ) = −Y+

1;apx(U )XA;apx(U )T+[Y2;apx(U )
]
, (8.29)

together with

G+
A′b;lin;U ;I [V ] = −Y1;lin;U [V ]XA;apx(U )Y+

2b;apx(U )
]

−Y1;apx(U )XA;lin;U [V ]Y+
2b;apx(U )

]

[
1 − Y1;apx(U )XA;apx(U )

]Y+
2b;lin;U [V ]],

G+
A′c;lin;U ;I [V ] = −Y+

1;lin;U [V ]XA;apx(U )T+[Y2;apx(U )
]

−Y+
1;apx(U )XA;lin;U [V ]T+[Y2;apx(U )

]

−Y+
1;apx(U )XA;apx(U )T+[Y2;lin;U [V ]]. (8.30)

Applying the expressions (5.44) one final time to the terms (6.15), we also obtain

G+
B′;apx;I (U ) = Y+

1;apx(U )T+ ∑

−;h
Y2;apx(U )T−[

XB;apx(U )
]
D�−;+
apx (U )

]
,
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G+
B′;lin;U ;I [V ] = Y+

1;lin;U [V ]T+ ∑

−;h
Y2;apx(U )T−[

XB;apx(U )
]
D�−;+
apx (U )

+Y+
1;apx(U )T+ ∑

−;h
Y2;lin;U [V ]T−[

XB;apx(U )
]
D�−;+
apx (U )

+Y+
1;apx(U )T+ ∑

−;h
Y2;apx(U )T−[

XB;lin;U [V ]
]
D�−;+
apx (U )

+Y+
1;apx(U )T+ ∑

−;h
Y2;apx(U )T−[

XB;apx(U )
]
D�−;+
lin;U [V ] (8.31)

together with

G+
#′;apx;I (U ) = Y+

1;apx(U )T+ ∑

−;h
Y2;apx(U )T−[

X#;apx(U )D�0;+
apx (U )

]
,

G+
#′;lin;U ;I [V ] = Y+

1;lin;U [V ]T+ ∑

−;h
Y2;apx(U )T−[

X#;apx(U )D�0;+
apx (U )

]

+Y+
1;apx(U )T+ ∑

−;h
Y2;lin;U [V ]T−[

X#;apx(U )D�0;+
apx (U )

]

+Y+
1;apx(U )T+ ∑

−;h
Y2;apx(U )T−[

X#;lin;U [V ]D�0;+
apx (U )

]

+Y+
1;apx(U )T+ ∑

−;h
Y2;apx(U )T−[

X#;apx(U )D�0;+
lin;U [V ]

]
(8.32)

for # ∈ {C, D}.
Writing

G+
low(U ) = G+(U ) − G+

A′a(U ) (8.33)

we use the expressions above to introduce the initial approximants

G+
low;apx;I (U ) = G+

A′b;apx;I (U ) + G+
A′c;apx;I (U )

+G+
B′;apx;I (U ) + G+

C ′;apx;I (U ) + G+
D′;apx;I (U ),

G+
low;lin;U ;I [V ] = G+

A′b;lin;U ;I [V ] + G+
A′c;lin;U ;I [V ]

+G+
B′;lin;U ;I [V ] + G+

C ′;lin;U ;I [V ] + G+
D′;lin;U ;I [V ] (8.34)

and write

G+
low;nl;U ;I (V ) = G+

low(U + V ) − G+
low(U ) − G+

low;lin;U ;I [V ]. (8.35)

Again, these expressions will be further analyzed and simplified in [32] using a different
estimation procedure on the linear terms. For now, we apply Proposition 5.4 to obtain an
initial estimate on the nonlinear residual, which will play an important role in the sequel
[32].

Lemma 8.3 Suppose that (Hg) is satisfied and fix 0 < κ < 1
12 . Then there exists K > 0 so

that the approximation estimate
∥∥∥G+

low(U ) − G+
low;apx;I (U )

∥∥∥

2h

≤ Kh (8.36)
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and the residual bound
∥
∥
∥G+

low;nl;I (V )

∥
∥
∥


2h

≤ K ‖V ‖


2;2
h

[ ‖V ‖


2;2
h

+ ‖V ‖


∞;2
h

+ h
]

(8.37)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Following the strategy developed in the proof of Lemma 8.1, the error terms in Propo-
sition 5.4 can be controlled by

Jnl;U (V ) ≤ C ′
1Enl(V )

≤ C ′
2 ‖V ‖



2;2
h

[ ‖V ‖


2;2
h

+ ‖V ‖


∞;2
h

+ h
]
,

Jcross;U (V ) ≤ C ′
1

[
T safe(V )Sfull(V ) + T∞;opt(V )S2;fix(V )

]

≤ C ′
2 ‖V ‖



2;2
h

[ ‖V ‖


2;2
h

+ ‖V ‖


∞;2
h

]
,

Japx;U (V ) ≤ C ′
1hT safe(V )

= C ′
1h ‖V ‖



2;2
h

, (8.38)

which yields the desired bounds. ��
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A Sequence Sampling

In order to link classical continuum theory to the discrete setting of the adaptive grid, we
often need to extract sequences from continuous functions and relate discrete derivatives to
their continuous counterparts. To facilitate this, we obtain several useful results here that
relate the 


q
h -norms of sequences v(hZ + ϑ) sampled from a function v back to Lq -norms

of v and its derivatives.
For any f ∈ L2 and h > 0, we formally write

[∂+
h f ](τ ) = h−1[ f (τ + h) − f (τ )], [∂−

h f ](τ ) = h−1[ f (τ ) − f (τ − h)],(A.1)
which obviously satisfy ∂±

h f ∈ L2. In addition, for any bounded continuous function f , any
ϑ ∈ R and any h > 0, we write evϑ f ∈ 
∞

h for the sequence

[evϑ f ] jh = f (ϑ + jh). (A.2)

When the context is clear, we often simply write f to refer to the sampled sequence ev0 f .
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Lemma A.1 Pick q ∈ {2,∞} and consider any u ∈ W 1,q . Then the estimates
∥
∥∂±

h u
∥
∥



q
h

≤ ∥
∥u′∥∥

Lq (A.3)

hold for any h > 0. If q = 2, then we also have
∥
∥∂±

h u
∥
∥


∞
h

≤ h−1/2
∥
∥u′∥∥

L2 (A.4)

for all h > 0.

Proof For q = ∞ the statement is immediate, so assume that q = 2. We may then compute

∥
∥∂+

h u
∥
∥2


2h
= h

∑

j∈Z

(
u
(
( j + 1)h

) − u( jh)
)2

h2

= h
∑

j∈Z
h−2[

∫ h

0
u′( jh + s) ds

]2

≤ h
∑

j∈Z
h−2h

∫ h

0
u′( jh + s)2 ds

=
∑

j∈Z

∫ h

0
u′( jh + s)2 ds

= ∥∥u′∥∥2
L2 . (A.5)

In addition, the identity (A.4) follows directly from (3.33). ��
Lemma A.2 For any u ∈ H1 and any h > 0 we have

‖u‖
2h
≤ (2 + h) ‖u‖H1 . (A.6)

Proof We compute

‖u‖2

2h

= h
∑

j∈Z
u( jh)2

=
∑

j∈Z

∫ h

0
u( jh)2 ds

=
∑

j∈Z

∫ h

0

[
u( jh + s) −

∫ s

0
u′( jh + σ) dσ

]2
ds. (A.7)

Using the standard bound (a − b)2 ≤ 2(a2 + b2) we hence obtain

‖u‖2

2h

≤ 2
∑

j∈Z

∫ h

0
u( jh + s)2 ds

+2
∑

j∈Z

∫ h

0

[ ∫ s

0
u′( jh + σ)2 dσ

]2
ds

≤ 2 ‖u‖2L2 + 2
∑

j∈Z

∫ h

0
s
∫ s

0
u′( jh + σ)2 dσ ds
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= 2 ‖u‖2L2 + 2
∑

j∈Z

∫ h

0
u′( jh + σ)2

∫ h

σ

s ds dσ

≤ 2 ‖u‖2L2 + h2
∑

j∈Z

∫ h

0
u′( jh + σ)2 dσ

= 2 ‖u‖2L2 + h2
∥
∥u′∥∥2

L2 . (A.8)

��
Corollary A.3 There exists K > 0 so that for any ϑ ∈ R, any v ∈ H1 and any 0 < h < 1,
we have the bounds

‖evϑv‖
∞
h

≤ K ‖v‖H1 ,

‖evϑv‖


∞;1
h

≤ K
[ ‖v‖H1 + ∥

∥∂+
h v

∥
∥
H1

]
,

‖evϑv‖


∞;2
h

≤ K
[ ‖v‖H1 + h−1/2

∥
∥∂+

h v
∥
∥
H1

]
, (A.9)

together with

‖evϑv‖


2;1
h

≤ K ‖v‖H1 ,

‖evϑv‖


2;2
h

≤ K
[ ‖v‖H1 + ∥∥∂+

h v
∥∥
H1

]
. (A.10)

Proof For convenience, pick ϑ = 0. Using Lemma A.1 and the standard Sobolev bound
‖v‖∞ ≤ C1 ‖v‖H1 for some C1 > 0, we find

‖v‖
∞
h

≤ C1 ‖v‖H1 ,
∥∥∂+

h v
∥∥


∞
h

≤ C1
∥∥∂+

h v
∥∥
H1 ,

∥∥∂+
h ∂+

h v
∥∥


∞
h

≤ h−1/2
∥∥∂+

h v′∥∥
L2

≤ h−1/2
∥∥∂+

h v
∥∥
H1 . (A.11)

In addition, using (A.6) we find

‖v‖
2h
≤ 3 ‖v‖H1 ,

∥∥∂+
h v

∥∥

2h

≤ ∥∥v′∥∥
L2

≤ ‖v‖H1 ,
∥∥∂+

h ∂+
h v

∥∥

2h

≤ ∥∥∂+
h v′∥∥

L2

≤ ∥∥∂+
h v

∥∥
H1 . (A.12)

��
We remark that the results above show that we automatically have evϑu ∈ 
2h whenever

u ∈ H1. We exploit this in the next result, which shows how to recover L2 norms from the
individual grid evaluations. We note that a direct consequence of (A.3) and (i) below is that
we have

∥∥∂±
h u

∥∥
Lq ≤ ∥∥u′∥∥

Lq (A.13)

for any u ∈ H1 and q ∈ {2,∞}.
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Lemma A.4 Consider any f ∈ C(R;R) and any g ∈ H1. Then the following properties hold
for all h > 0.

(i) If the bound

‖evϑ f ‖
2h
≤ ‖g‖∞ (A.14)

holds for all ϑ ∈ [0, h], then f ∈ L2 with

‖ f ‖L2 ≤ ‖g‖∞ . (A.15)

(ii) If the bound

‖evϑ f ‖
2h
≤ ‖evϑg‖
2h

(A.16)

holds for all ϑ ∈ [0, h], then f ∈ L2 with

‖ f ‖L2 ≤ ‖g‖L2 . (A.17)

(iii) If the bound

‖evϑ f ‖
2h
≤ ‖evϑg‖


2;2
h

(A.18)

holds for all ϑ ∈ (0, h), then f ∈ L2 with

‖ f ‖L2 ≤ ‖g‖H1 + ∥∥∂+
h ∂+

h g
∥∥
L2 . (A.19)

(iv) If the bound

‖evϑ f ‖
2h
≤ ‖evϑg‖


2;3
h

(A.20)

holds for all ϑ ∈ [0, h], then f ∈ L2 with

‖ f ‖L2 ≤ ‖g‖H1 + ∥∥∂+
h g

∥∥
H1 + ∥∥∂+

h ∂+
h ∂+

h g
∥∥ . (A.21)

Proof We first note that

‖ f ‖2L2 =
∫

R

f (x)2 dx

=
∑

k∈Z

∫ h

0
f (kh + ϑ)2 dϑ

= h−1
∫ h

0
‖evϑ f ‖2


2h
dϑ. (A.22)

Item (i) and (ii) follow immediately from this.
For (iii), we note

‖ f ‖2L2 ≤ h−1
∫ h

0
‖evϑg‖2



2;2
h

dϑ

= h−1
∫ h

0

[ ‖evϑg‖2
2h + ∥∥evϑ∂+
h g

∥∥2

2h

+ ∥∥evϑ∂+
h ∂+

h g
∥∥2


2h

]
dϑ

= ‖g‖2L2 + ∥∥∂+
h g

∥∥2
L2 + ∥∥∂+

h ∂+
h g

∥∥2
L2 . (A.23)

Exploiting (A.13), we obtain

‖ f ‖2L2 ≤ ‖g‖2H1 + ∥∥∂+
h ∂+

h g
∥∥2
L2 (A.24)
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as desired.
To see (iv), we apply (A.13) to ∂+

h g to obtain
∥
∥∂+

h ∂+
h g

∥
∥
L2 ≤ ∥

∥∂+
h g′∥∥

L2 . (A.25)

This yields the desired bound

‖ f ‖2L2 ≤ ‖g‖2L2 + ∥
∥∂+

h g
∥
∥2
L2 + ∥

∥∂+
h ∂+

h g
∥
∥2
L2 + ∥

∥∂+
h ∂+

h ∂+
h g

∥
∥2
L2

≤ ‖g‖2L2 + ∥
∥∂+

h g
∥
∥2
L2 + ∥

∥∂+
h g′∥∥2

L2 + ∥
∥∂+

h ∂+
h ∂+

h g
∥
∥2
L2

≤ ‖g‖2H1 + ∥
∥∂+

h g
∥
∥2
H1 + ∥

∥∂+
h ∂+

h ∂+
h g

∥
∥2
L2 . (A.26)

��

B The State Space Äh;�

In this section we provide the proofs for Propositions 3.1–3.3. The main idea is to use the
sampling estimates from §A to exploit the following key scaling result.

Lemma B.1 For any 0 < κ < 1 and h > 0, we have the bounds
∥∥Uref;κ

∥∥

∞
h

≤ 1,
∥∥∂+Uref;κ

∥∥

∞
h

≤ κ,
∥∥∂+∂+Uref;κ

∥∥

∞
h

≤ κ2, (B.1)

together with
∥∥∂+Uref;κ

∥∥

2h

≤ 2κ1/2,
∥∥∂+∂+Uref;κ

∥∥

2h

≤ 2κ3/2 (B.2)

and finally
∥∥Uref;κ − H

∥∥

2h

≤ 2
√
2κ−1/2. (B.3)

Proof The uniform bound onUref;κ follows directly from the definition (3.36)–(3.37). Upon
computing

U ′
ref;κ (ξ) = κU ′

ref;∗(κξ), U ′′
ref;κ (ξ) = κ2U ′′

ref;∗(κξ), (B.4)

the properties (3.37) immediately yield
∥∥U ′

ref;κ
∥∥
L∞ ≤ κ,

∥∥U ′′
ref;κ

∥∥
L∞ ≤ κ2. (B.5)

The bounds (B.1) now follow from (A.3) and (A.13).
We first observe that

∥∥U ′
ref;∗

∥∥2
L2 ≤ 4,

∥∥U ′′
ref;∗

∥∥2
L2 ≤ 4. (B.6)

This allows us to compute

∥∥U ′
ref;κ

∥∥2
L2 =

∫
κ2[U ′

ref;∗(κτ)]2 dτ

= κ

∫ [
U ′
ref;∗(τ

′)]2 dτ ′

= κ
∥∥U ′

ref;∗
∥∥2
L2

≤ 4κ. (B.7)
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In a similar fashion, we obtain
∥
∥U ′′

ref;κ
∥
∥2
L2 = κ3

∥
∥U ′

ref;∗
∥
∥2
L2 ≤ 4κ3. (B.8)

We may now apply (A.3) and (A.13) once more to obtain (B.2).
Since Uref;κ is an increasing function, we see that

h
∑

j<0

Uref;κ ( jh)2 ≤
∫ 0

−∞
Uref;κ (τ + h)2 dτ

=
∫ 0

−∞
Uref;∗

(
κ(τ + h)

)2
dτ

= κ−1
∫ κh

−∞
Uref;∗(τ ′)2 dτ ′

≤ κ−1
∫ 2

−2
Uref;∗(τ ′)2 dτ ′

≤ 4κ−1. (B.9)

In a similar fashion, we find

h
∑

j≥0

(Uref;κ ( jh) − 1)2 ≤ 4κ−1 (B.10)

and hence
∥∥Uref;κ − H

∥∥

2h

≤ 2
√
2κ−1/2, (B.11)

as desired. ��
Proof of Proposition 3.1 WriteU = Uref;κ +V with V ∈ Vh;κ . Note that Lemma B.1 implies
that

∥∥Uref;κ
∥∥


∞
h

+ ∥∥∂+Uref;κ
∥∥


2h
+ ∥∥∂+∂+Uref;κ

∥∥

2h

+ ∥∥∂+∂+Uref;κ
∥∥


∞
h

≤ 6. (B.12)

In particular, we see that

‖U‖
∞
h

+ ∥∥∂+U
∥∥


2h
+ ∥∥∂+∂+U

∥∥

2h

+ ∥∥∂+∂+U
∥∥


∞
h

< 6 + 1

2
κ−1 ≤ κ−1 (B.13)

since 0 < κ ≤ 1
12 . In addition, we see that

∥∥∂+U
∥∥


∞
h

≤ ∥∥∂+Uref;κ
∥∥


∞
h

+ ∥∥∂+V
∥∥


∞
h

< κ + 1 − 2κ = 1 − κ, (B.14)

as desired.
Finally, we note that

g(U ) = g(H) + g(Uref;κ ) − g(H) + g(Uref;κ + V ) − g(Uref;κ ). (B.15)

Writing

M = sup|u|≤κ−1

∣∣g′(u)
∣∣ , (B.16)

we see that
∥∥g(Uref;κ ) − g(H)

∥∥

2h

≤ M
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∥
∥Uref;κ − H

∥
∥


2h
≤ 2

√
2Mκ−1/2,

∥
∥g(Uref;κ + V ) − g(Uref;κ )

∥
∥


2h
≤ M ‖V ‖
2h

≤ 1

2
Mκ−1. (B.17)

The desired bound now follows from g(H) = 0. ��
Proof of Proposition 3.2 Notice first that ∂+H ∈ 
2h , which with U − H ∈ 
2h implies that
∂+U ∈ 
2h . Pick κ > 0 to be so small that

∥
∥∂+U

∥
∥


∞
h

< 1 − 4κ (B.18)

and also

‖U‖
∞
h

+ ∥
∥∂+U

∥
∥


2h
+ ∥

∥∂+∂+U
∥
∥


2h
+ ∥

∥∂+∂+U
∥
∥


∞
h

+ 6 <
1

8
κ−1. (B.19)

In addition, pick ε0 > 0 to be so small that
∥
∥∂+Ũ

∥
∥


∞
h

< 1 − 3κ (B.20)

and also
∥∥Ũ

∥∥

∞
h

+ ∥∥∂+Ũ
∥∥


2h
+ ∥∥∂+∂+Ũ

∥∥

2h

+ ∥∥∂+∂+Ũ
∥∥


∞
h

+ 6 <
1

4
κ−1 (B.21)

whenever
∥∥Ũ −U

∥∥

2h

< ε0, which is possible because of the continuous embedding 
2h ⊂

∞
h .
For any such Ũ , we write

Vκ = Ũ −Uref;κ . (B.22)

We immediately see
∥∥∂+Vκ

∥∥

∞
h

≤ ∥∥∂+Ũ
∥∥


∞
h

+ ∥∥Uref;κ
∥∥


∞
h

< 1 − 3κ + κ = 1 − 2κ. (B.23)

In addition, we have

‖Vκ‖
∞
h

+ ∥∥∂+Vκ

∥∥

2h

+ ∥∥∂+∂+Vκ

∥∥

2h

+ ∥∥∂+∂+Vκ

∥∥

∞
h

<
1

4
κ−1 − 6 + 6 = 1

4
κ−1.

(B.24)

Finally, we note that

‖Vκ‖
2h
= ∥∥Ũ −Uref;κ

∥∥

2h

≤ ∥∥Ũ −U
∥∥


2h
+ ‖U − H‖
2h

+ ∥∥Uref;κ − H
∥∥


2h

≤ ε0 + ‖U − H‖
2h
+ 2

√
2κ−1/2. (B.25)

By decreasing κ > 0 even further, which does not destroy the estimates above, we can hence
obtain

‖Vκ‖
2h
<

1

4
κ−1. (B.26)

This shows that Vκ ∈ Vh;κ , as desired. ��
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Proof of Proposition 3.3 Pick κ > 0 to be so small that
∥
∥u′∥∥

L∞ < 1 − 4κ (B.27)

and also

‖u‖H1 + ∥
∥u′∥∥

L2 + ∥
∥u′′∥∥

L2 + ∥
∥u′′∥∥

H1 + 6 < 1
8κ

−1. (B.28)

Using Lemma A.1 and the inequality (A.13), we obtain
∥
∥evϑ∂+

h u
∥
∥


∞
h

≤ ∥
∥u′∥∥

L∞ < 1 − 4κ (B.29)

together with

‖evϑu‖
∞
h

+ ∥
∥evϑ∂+

h u
∥
∥


2h
+ ∥

∥evϑ∂+
h ∂+

h u
∥
∥


2h
+ ∥

∥evϑ∂+
h ∂+

h u
∥
∥


∞
h

+ 6 <
1

8
κ−1(B.30)

for any ϑ ∈ R.
Corollary A.3 implies that we can pick a small constant ε0 > 0 in such a way that

‖evϑv‖


∞;2
h

+ ‖evϑv‖


2;2
h

< min{κ,
1

8
κ−1} (B.31)

holds for every ϑ ∈ R and any v ∈ H1 that satisfies (3.46). Upon writing w = u + v for any
such v, we see that

‖evϑw‖
∞
h

< 1 − 4κ + κ < 1 − 3κ (B.32)

together with

‖evϑw‖
∞
h

+ ∥∥evϑ∂+
h w

∥∥

2h

+ ∥∥evϑ∂+
h ∂+

h w
∥∥


2h
+ ∥∥evϑ∂+

h ∂+
h w

∥∥

∞
h

+ 6 <
1

4
κ−1(B.33)

for any ϑ ∈ R.
For any such w, we write

Vκ;ϑ = evϑw −Uref;κ . (B.34)

We immediately see
∥∥∂+Vκ;ϑ

∥∥

∞
h

≤ ∥∥evϑ∂+
h w

∥∥

∞
h

+ ∥∥∂+
h Uref;κ

∥∥

∞
h

< 1 − 3κ + κ = 1 − 2κ. (B.35)

In addition, we have

∥∥Vκ;ϑ
∥∥


∞
h

+ ∥∥∂+Vκ;ϑ
∥∥


2h
+ ∥∥∂+∂+Vκ;ϑ

∥∥

2h

+ ∥∥∂+∂+Vκ;ϑ
∥∥


∞
h

<
1

4
κ−1 − 6 + 6 = 1

4
κ−1.

(B.36)

Finally, we note that
∥∥Vκ;ϑ

∥∥

2h

= ∥∥evϑw −Uref;κ
∥∥


2h

≤ ‖evϑw − evϑu‖
2h
+ ∥∥evϑu − evϑUref;∗

∥∥

2h

+ ∥∥evϑUref;∗ −Uref;∗
∥∥


2h
+ ∥∥Uref;∗ − H

∥∥

2h

+ ∥∥Uref;κ − H
∥∥


2h

≤ ε0 + 3
∥∥u −Uref;∗

∥∥
H1 + 3

∥∥Uref;∗(· + ϑ) −Uref;∗(·)
∥∥
H1 + 2

√
2 + 2

√
2κ−1/2.

(B.37)
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By decreasing κ > 0 even further, which does not destroy the estimates above, we can hence
obtain

∥
∥Vκ;ϑ

∥
∥


2h
<

1

4
κ−1 (B.38)

for all ϑ ∈ [0, h]. This shows that Vκ;ϑ ∈ Vh;κ for all ϑ ∈ [0, h], as desired. ��

C Preliminary Identities

Our goal here is to obtain a number of useful preliminary identities for the gridspace functions
r±
U , r0U and γU defined in (3.16) and (7.6). In addition, we verify the representations (3.23) and
(3.29) for the discrete derivativesD�−;+,D�0;+ andD��0;+. The computations are relatively
direct, based on the discrete calculus outlined in §3.1.

Lemma C.1 Consider any U ∈ 
∞(hZ;R) for which
∥
∥∂+U

∥
∥∞ < 1. Then we have the

identities

∂+r−
U = −[r0U ]−1∂0U∂(2)U ,

∂+r0U = −S+
[
[r0U ]−1∂0U∂(2)U

]
.

(C.1)

Proof We compute

r+
U − r−

U =
√
1 − (∂+U )2 −

√
1 − (∂−U )2

= (∂−U )2 − (∂+U )2

r+ + r−

= −(∂+U − ∂−U )(∂+U + ∂−U )

2r0U

= −h∂(2)U (2∂0U )

2r0U
, (C.2)

from which the first identity follows. In addition, we see that

h∂+[r0U ] = T+r0U − r0U

= 1

2

[
T+r+

U + T+r−
U − r+

U − r−
U

]

= 1

2

[
T+r+

U + r+
U − T+r−

U − r−
U

]

= 1

2
T+[

r+
U − r−

U

] + 1

2

[
r+
U − r−

U

]

= S+[
r+
U − r−

U

]
. (C.3)

Using (3.19) we conclude ∂+[r0U ] = S+[∂+r−
U ], which yields the second identity. ��

Recalling (7.6), a short computation shows that

γU (b) − γU (a) =
√
1 − (∂0U (b))2 −

√
1 − (∂0U (a))2

= − (∂0U (b))2 − (∂0U (a))2
√
1 − (∂0U (a))2 + √

1 − (∂0U (b))2
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= −[γU (a) + γU (b) ]−1(∂0U (a) + ∂0U (b))(∂0U (b) − ∂0U (a)), (C.4)

which allows us to compute several useful discrete derivatives.

Lemma C.2 Consider any U ∈ 
∞(hZ;R) for which
∥
∥∂+U

∥
∥∞ < 1. Then we have the

identities

∂+[γ −4
U ] = 4S+[∂0U ]S+[∂(2)U ]

P+[γ 2
U ]

S+[γ 2
U ]

P+[γ 2
U ] ,

∂+[γ −2
U ] = 2S+[∂0U ]S+[∂(2)U ]

P+[γ 2
U ] ,

∂+[γ −1
U ] = S+[∂0U ]S+[∂(2)U ]

S+[γU ]P+[γU ] ,

∂+[γU ] = − S+[∂0U ]S+[∂(2)U ]
S+γU

,

∂+[γ 2
U ] = −2S+[∂0U ]S+[∂(2)U ]. (C.5)

Proof Writing U (2) = T+U and U (1) = U , we use (C.4) to compute

h∂+γU = −[S+γU ]−1S+[∂0U ]h∂+∂0U (C.6)

which yields the desired identity for ∂+γU upon remembering (3.4). We can now use the
general identities

∂+[a−1] = −[P+a]−1∂+a,

∂+[a2] = [∂+a]T+a + a∂+a = 2[∂+a]S+a, (C.7)

together with

S+[a−1] = S+a
P+a

(C.8)

to obtain the remaining expressions. ��
Lemma C.3 Consider any U ∈ 
∞(hZ;R) for which

∥∥∂+U
∥∥∞ < 1 and recall the expres-

sions (3.22). Then the second derivatives defined in (3.21) satisfy the identities

D�−;+(U ) = I�−;+
0 (U )∂(2)U ,

D�0;+(U ) = I�0;+
0 (U )∂(2)U + I�0;+

s (U )T+[∂(2)U ]. (C.9)

Proof Using (3.4), (3.7) and (3.20) we compute

D�−;+(U ) = [P+r−
U ]−1

[
r−
U ∂+∂−U − ∂−U∂+r−

U

]

= [r−
U r

+
U ]−1

[
r−
U ∂(2)U + ∂−UD�0(U )∂(2)U

]

= [r+
U ]−1

[
∂(2)U + D�−(U )D�0(U )∂(2)U

]
, (C.10)

together with

D�0;+(U ) = [P+r0U ]−1[r0U ∂+∂0U − ∂0U∂+r0U
]

= [r0UT+r0U ]−1
[
r0U S+∂(2)U + ∂0US+[D�0(U )∂(2)U

]]
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= [T+r0U ]−1
[
S+∂(2)U + D�0(U )S+[D�0(U )∂(2)U

]]
, (C.11)

from which the desired identities follow. ��
Lemma C.4 Consider any U ∈ 
∞(hZ;R) for which

∥
∥∂+U

∥
∥∞ < 1 and recall the expres-

sions (3.28)–(3.29). Then the third derivative (3.27) satisfies the identity

D��0;+(U ) = D��0;+
a (U ) + D��0;+

b (U ). (C.12)

Proof Using (3.26) we may compute

∂+D��0(U ) = ∂+[ 1

r0Ur
+
U

(
1 + D�−(U )D�0(U )

)
∂(2)U

]

= IA + IB + IC , (C.13)

in which

IA = ∂+[ 1

r0Ur
+
U

]T+[(
1 + D�−(U )D�0(U )

)
∂(2)U

]
,

IB = 1

r0Ur
+
U

(D�−;+(U )T+D�0(U ) + D�−(U )D�0;+(U )
)
T+[

∂(2)U
]
,

IC = 1

r0Ur
+
U

(
1 + D�−(U )D�0(U )

)
∂+∂(2)U . (C.14)

We immediately see that

IC = I��0;++ (U )∂+∂(2)U . (C.15)

In addition, we may use (3.7) and (3.20) to compute

∂+[ 1

r0Ur
+
U

] = −[P+r0U P+r+
U ]−1

[
∂+r0UT+r+ + r0U ∂+r+]

= [P+r0U P+r+
U ]−1

[
S+[D�0(U )∂(2)U ]T+r+

U + 1

2
r0UT

+[D�0(U )∂(2)U ]
]

=
[ 1

2r+
U P+r0U

D�0(U )
]
∂(2)U +

[ 2r0U + T+r+
U

2P+r0U P+r+
U

]
T+[D�0(U )∂(2)U

]
. (C.16)

Finally, Lemma C.3 allows us to expand

IB = [r0Ur+
U r

+
U ]−1[1 + D�−(U )D�0(U )

][∂(2)U ]T+[D�0(U )∂(2)U
]

+[2r+
U P+r0U ]−1[1 + D�0(U )D�0(U )

]D�−(U )[∂(2)U ]T+[∂(2)U ]
+[2r+

U P+r0U ]−1[1 + D�0(U )T+D�0(U )
]D�−(U )T+[∂(2)U ]T+[∂(2)U ].

(C.17)

The splitting (C.12) can now be read off directly. ��

D Preliminary Estimates

In this section we exploit the bounds in Proposition 3.1 to obtain a number of technical
estimates on the gridpoint spacing functions and discrete derivatives that were introduced in
§3. These bounds will help to streamline the computations in the rest of the appendices.
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D.1 Gridpoint Spacing Estimates

Our first result here is crucial as it shows that the inverse functions [r±
U ]−1 and γ −1

U can be
uniformly bounded on�h;κ for all h > 0 simultaneously.Weuse it to simplify the expressions
for γ −k

U defined in Lemma C.2 at the cost of an O(h) error term.

Lemma D.1 Fix h > 0 and 0 < κ < 1
12 . Then for any U ∈ �h;κ , we have the pointwise

estimates
√

κ < r±
U ≤ 1,

√
κ < γU ≤ 1. (D.1)

Proof We compute

1 ≥
√
1 − (∂±U )2 >

√
1 − (1 − κ)2 =

√
1 − 1 + 2κ − κ2 ≥ √

κ. (D.2)

��

Corollary D.2 Fix 0 < κ < 1
12 . Then there exists K > 0 so that for any h > 0 and any pair

(U (a),U (b)) ∈ �2
h;κ , we have the estimates

∥∥γU (a) − γU (b)

∥∥

∞
h

≤ K
∥∥∥∂+U (b) − ∂+U (a)

∥∥∥

∞
h

,

∥∥γU (a) − γU (b)

∥∥

2h

≤ K
∥∥∥∂+U (b) − ∂+U (a)

∥∥∥

2h

. (D.3)

Proof These bounds are a direct consequence of the lower bounds in (D.1) and the represen-
tation (C.4). ��

Corollary D.3 Fix 0 < κ < 1
12 . Then there exists K > 0 so that for any h > 0 and any

U ∈ �h;κ we have the bounds

∣∣∂+r−
U

∣∣ ≤ K
∣∣∣∂(2)U

∣∣∣ ,
∣∣∂+r0U

∣∣ ≤ K
[ ∣∣∣∂(2)U

∣∣∣ + T+
∣∣∣∂(2)U

∣∣∣
]
. (D.4)

Proof These estimates follow directly from Lemma C.1. ��

Lemma D.4 Fix 0 < κ < 1
12 . Then there exists K > 0 so that for any h > 0 and any

U ∈ �h;κ , we have the pointwise estimates
∣∣∣∂+[γ 2

U ] + 2∂0US+[∂(2)U ]
∣∣∣ ≤ Kh

[ ∣∣∣∂(2)U
∣∣∣
2 + T+

∣∣∣∂(2)U
∣∣∣
2 ]

,

∣∣∣∂+[γU ] + γ −1
U ∂0US+[∂(2)U ]

∣∣∣ ≤ Kh
[ ∣∣∣∂(2)U

∣∣∣
2 + T+

∣∣∣∂(2)U
∣∣∣
2 ]

,

∣∣∣∂+[γ −1
U ] − γ −3

U ∂0US+[∂(2)U ]
∣∣∣ ≤ Kh

[ ∣∣∣∂(2)U
∣∣∣
2 + T+

∣∣∣∂(2)U
∣∣∣
2 ]

,

∣∣∣∂+[γ −2
U ] − 2γ −4

U ∂0US+[∂(2)U ]
∣∣∣ ≤ Kh

[ ∣∣∣∂(2)U
∣∣∣
2 + T+

∣∣∣∂(2)U
∣∣∣
2 ]

,

∣∣∣∂+[γ −4
U ] − 4γ −6

U ∂0US+[∂(2)U ]
∣∣∣ ≤ Kh

[ ∣∣∣∂(2)U
∣∣∣
2 + T+

∣∣∣∂(2)U
∣∣∣
2 ]

. (D.5)
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Proof Using the representation in Lemma C.2, we see that

∣
∣∂+γU

∣
∣ ≤ C ′

1

[ ∣
∣
∣∂(2)U

∣
∣
∣ + T+

∣
∣
∣∂(2)U

∣
∣
∣
]
, (D.6)

together with

∣
∣∂+∂0U

∣
∣ =

∣
∣
∣S+[∂(2)U ]

∣
∣
∣ ≤

∣
∣
∣∂(2)U

∣
∣
∣ + T+

∣
∣
∣∂(2)U

∣
∣
∣ . (D.7)

This implies that

∣
∣S+[∂0U ] − ∂0U

∣
∣ ≤ C ′

2h
[ ∣
∣
∣∂(2)U

∣
∣
∣ + T+

∣
∣
∣∂(2)U

∣
∣
∣
]
,

∣
∣S+[γU ] − γU

∣
∣ + ∣

∣S+[γ 2
U ] − γ 2

U

∣
∣ ≤ C ′

2h
[ ∣
∣
∣∂(2)U

∣
∣
∣ + T+

∣
∣
∣∂(2)U

∣
∣
∣
]
,

∣
∣P+[γU ] − γ 2

U

∣
∣ + ∣

∣P+[γ 2
U ] − γ 4

U

∣
∣ ≤ C ′

2h
[ ∣
∣
∣∂(2)U

∣
∣
∣ + T+

∣
∣
∣∂(2)U

∣
∣
∣
]
. (D.8)

Since the explicit expressions on the left hand side in (D.5) can be obtained from Lemma C.2
by making the replacements

S+[∂0U ] �→ ∂0U , S+γU �→ γU , S+γ 2
U �→ γ 2

U , P+γU �→ γ 2
U P+γ 2

U �→ γ 4
U , (D.9)

the desired estimates follow from the lower bounds for γU stated in (D.1). ��

D.2 Discrete Derivative Estimates

In this subsection we obtain several preliminary estimates concerning the discrete derivatives
introduced in §3.2 and the mixed expressions γ −k

U ∂0U . We also consider an approximation
for a sum that can be seen as the discrete version of the integral identity

∫ τ

−∞
u′(τ̃ )u′′(τ̃ )

1 − u′(τ̃ )2
d τ̃ = 1

2
ln[1 − u′(τ )2]. (D.10)

Lemma D.5 Fix h > 0 and 0 < κ < 1
12 . Then for any U ∈ �h;κ , we have the inclusions

{D�±(U ),D�0(U ),D��0(U ),D�0;+(U ),D�−;+(U ),D��0;+(U )
} ⊂ 
2h . (D.11)

Proof Proposition 3.1 implies that ∂±U ∈ 
2h , Together with Lemma D.1 and the identity
(3.17), this implies the inclusions

D�±(U ) ∈ 
2h, D�0(U ) ∈ 
2h . (D.12)

Since ∂±(
2h) ⊂ 
2h , the remaining inclusions can be read off from the definitions (3.21),
(3.26) and (3.27). ��
Corollary D.6 Fix 0 < κ < 1

12 . Then there exists K > 0 so that for any h > 0 and any
U ∈ �h;κ , we have the pointwise bounds

∣∣∂+D�−(U )
∣∣ ≤ K

∣∣∣∂(2)U
∣∣∣ ,

∣∣∂+D�0(U )
∣∣ ≤ K

[ ∣∣∣∂(2)U
∣∣∣ + T+

∣∣∣∂(2)U
∣∣∣
]
. (D.13)

Proof This follows directly from Lemma C.3. ��
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Lemma D.7 Fix h > 0 and 0 < κ < 1
12 . Then for any U ∈ �h;κ , we have the pointwise

bounds

1

2
κ < D�0(U )D�±(U ) + 1 <

3

2
κ−1. (D.14)

Proof We compute

D�0(U )D�+(U ) + 1 = 1 + ∂+U + ∂−U
r−
U + r+

U

∂+U
r+
U

= r+
U (r−

U + r+
U ) + (∂+U )2 + ∂−U∂+U
r+
U (r−

U + r+
U )

. (D.15)

Since (r+
U )2 + (∂+U )2 = 1, we obtain

D�0(U )D�+(U ) + 1 = r+
U r

−
U

r+
U (r−

U + r+
U )

+ 1 + ∂−U∂+U
r+
U (r−

U + r+
U )

. (D.16)

Observe that
∣∣∂−U

∣∣ ∣∣∂+U
∣∣ < 1. In addition, Lemma D.1 implies

2κ < r+
U (r−

U + r+
U ) ≤ 2, κ < r+

U r
−
U ≤ 1. (D.17)

We hence find

κ

2
< D�0(U )D�+(U ) + 1 <

3

2κ
, (D.18)

as desired. The estimate involving D�−(U ) can be obtained in the same fashion. ��

Lemma D.8 Fix 0 < κ < 1
12 . Then there exists K > 0 so that for any h > 0 and any

U ∈ �h;κ , we have the pointwise estimate
∣∣∣∣∣
∂+[∂0U

γ 2
U

] − γ −4
U (2 − γ 2

U )S+∂(2)U

∣∣∣∣∣
≤ Kh

[ ∣∣∣∂(2)U
∣∣∣ + T+

∣∣∣∂(2)U
∣∣∣
]
. (D.19)

Proof Using ∂+∂0U = S+∂(2)U and the definition (7.6) for γU , we compute

∂+[∂0U

γ 2
U

] = ∂+[γ −2
U ]T+∂0U + γ −2

U ∂+∂0U

= ∂+[γ −2
U ]∂0U + E1(U ) + γ −2

U ∂+∂0U

= 2γ −4
U ∂0US+[∂(2)U ]∂0U + E1(U ) + E2(U ) + γ −2

U S+[∂(2)U ]
= γ −4

U (2 − γ 2
U )S+[∂(2)U ] + E1(U ) + E2(U ), (D.20)

in which

E1(U ) = h∂+[γ −2
U ]∂+∂0U ,

E2(U ) =
[
∂+[γ −2

U ] − 2γ −4
U ∂0US+[∂(2)U ]

]
∂0U . (D.21)

The desired estimate now follows from the bounds (D.5). ��

123



1570 Journal of Dynamics and Differential Equations (2022) 34:1505–1599

Lemma D.9 Fix 0 < κ < 1
12 . Then there exists K > 0 so that for any h > 0 and any

U ∈ �h;κ , we have the pointwise estimate
∣
∣
∣∣
∣
∣

∑

−;h
γ −2
U ∂0US+[∂(2)U ] + ln[γU ]

∣
∣
∣∣
∣
∣
≤ Kh. (D.22)

Proof We first compute

∂+[ln γU ] = 1
h ln T

+γU − 1
h ln γU = 1

h ln
T+γU

γU
. (D.23)

The bounds in Lemma D.1 imply that

T+γU

γU
≥ √

κ. (D.24)

We recall that

|ln(1 + x) − x | ≤ C ′
1 |x |2 (D.25)

holds for all x ∈ R that have 1 + x ≥ √
κ > 0. Applying this estimate with

x = T+γU

γU
− 1 = hγ −1

U ∂+[γU ], (D.26)

we conclude that the sequence

I1 = ∂+[ln γU ] − γ −1
U ∂+[γU ] (D.27)

satisfies the pointwise bound

|I1| ≤ C ′
1h

−1
[
hγ −1

U

∣∣∂+[γU ]∣∣
]2

. (D.28)

Using the explicit expression for ∂+[γU ] in Lemma C.2, we conclude

|I1| ≤ C ′
2h

[ ∣∣∣∂(2)U
∣∣∣
2 + T+

∣∣∣∂(2)U
∣∣∣
2 ]

. (D.29)

Writing

I2 = ∂+[ln γU ] + γ −2
U ∂0US+[∂(2)U ], (D.30)

the estimate (D.5) implies that also

|I2| ≤ C ′
3h

[ ∣∣∂(2)U
∣∣2 + T+ ∣∣∂(2)U

∣∣2
]
. (D.31)

In particular, we see that
∣∣∣∣∣∣

∑

−;h
I2

∣∣∣∣∣∣
≤ 2C ′

3h,

∥∥∂+∂+U
∥∥2


2h
≤ C ′

4h. (D.32)

Since [γU ] jh → 1 as j → −∞, we conclude that

ln[γU ] =
∑

−;h
∂+[

ln γU
]

(D.33)

must hold pointwise. The desired estimate follows directly from this identity and the bound
(D.32). ��
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E Approximate Substitution

In this section we provide the framework that we use throughout the remainder of the appen-
dices to establish the approximation results in §7.1. The setting is similar to that of §5, but
now we consider composite functions f ◦ φ in situations where it is convenient to approxi-
mate φ and Dφ by φapx and φlin. These two approximants should be thought of as simplified
versions of φ and Dφ that are much easier to handle in computations, while still accurate to
leading order in h. Our typical setup is described in the following assumption.

(hφ) The set K f ⊂ R
n is compact and we have the inclusion �φ ⊂ B, in which B is a

Banach space. In addition, the function

φ : �φ ⊂ B → K f (E.1)

is Lipschitz continuous in the sense that there is Klip > 1 so that

|φ(ω1) − φ(ω2)| ≤ Klip ‖ω1 − ω2‖B (E.2)

holds for all ω1, ω2 ∈ �φ . Finally, we have the inclusions

φapx(ω) ∈ K f , φlin;ω ∈ L(B;Rn) (E.3)

for every ω ∈ �φ , together with the uniform bound

supω∈�φ

∥∥φlin;ω
∥∥L(B;Rn)

< ∞. (E.4)

Lemma E.1 Consider two triplets (φ, φapx, φlin) and (�φ,B, K f ) and suppose that (hφ) is
satisfied. Suppose furthermore that there exists an open set O f ⊂ R

n and a compact set
K f ⊂ R

n for which

K f ⊂ O f ⊂ K f . (E.5)

Pick any f ∈ C2(K f ;R) and consider the map

P : �φ ⊂ B → R, ω �→ f
(
φ(ω)

)
. (E.6)

For any ω ∈ �φ and β ∈ B, write

Papx(ω) = f
(
φapx(ω)

)
,

Plin;ω[β] = Df
(
φapx(ω)

)
φlin;ω[β]. (E.7)

In addition, for any ω ∈ �φ and β ∈ B for which ω + β ∈ �φ , write

φnl;ω(β) = φ(ω + β) − φ(ω) − φlin;ω[β],
Pnl;ω(β) = P(ω + β) − P(ω) − Plin;ω[β]. (E.8)

Then there exists a constant K > 0 so that for any ω ∈ �φ the bound
∣∣P(ω) − Papx(ω)

∣∣ ≤ K
∣∣φ(ω) − φapx(ω)

∣∣ (E.9)

holds, while for any ω ∈ �φ and β ∈ B for which ω + β ∈ �φ we have the estimate

∣∣Pnl;ω(β)
∣∣ ≤ K

[
‖β‖2B + ∣∣φnl;ω(β)

∣∣ + ∣∣φ(ω) − φapx(ω)
∣∣ ‖β‖B

]
. (E.10)
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Proof The geometric condition (E.5) implies that f and Df are Lipschitz on K f and that
there is C1 > 0 for which

| f (y) − f (x) − Df (x)(y − x)|
|y − x |2 ≤ C1 (E.11)

holds for all (x, y) ∈ K f × K f with x �= y. Indeed, we can cover K f completely with open
balls in which the local versions of these properties follow from the C2-smoothness of f on
the larger set K f .

The inequality (E.9) follows directly from the fact that f is Lipschitz. Turning to (E.10),
we decompose

Pnl;ω(β) = J1 + J2 + J3 (E.12)

in which

J1 = f
(
φ(ω + β)

) − f
(
φ(ω)

) − Df
(
φ(ω)

)[φ(ω + β) − φ(ω)],
J2 = Df

(
φ(ω)

)
φnl;ω(β),

J3 = [
Df

(
φ(ω)

) − Df
(
φapx(ω)

)]
φlin;ω[β]. (E.13)

The bounds (E.2) and (E.11) imply

|J1| ≤ C1 |φ(ω + β) − φ(ω)|2 ≤ C1K
2
lip ‖β‖2B , (E.14)

while the Lipschitz smoothness of Df yields

|J3| ≤ C2
∣∣φ(ω) − φapx(ω)

∣∣ ∥∥φlin;ω
∥∥L(B;Rn)

‖β‖B (E.15)

for some C2 > 0. The desired estimate (E.10) now follows from the uniform bound (E.4). ��
Corollary E.2 Consider two triplets (φ, φapx, φlin) and (�φ,B, K f ) and suppose that (hφ)

is satisfied. Suppose furthermore that there exists an open set O f ⊂ R
n and a compact set

K f ⊂ R
n for which

K f ⊂ O f ⊂ K f . (E.16)

Pick any f ∈ C2(K f ;R), any Banach space BL , any L ∈ L(BL ;R) and consider the map

P : �φ × BL → R, (ω, ωL) �→ f
(
φ(ω)

)
L[ωL ]. (E.17)

For any (ω, ωL) ∈ �φ × BL and (β, βL ) ∈ B × BL , write

Papx(ω, ωL) = f
(
φapx(ω)

)
L[ωL ],

Plin;ω,ωL [β, βL ] = Df
(
φapx(ω)

)
L[ωL ]φlin;ω[β] + f

(
φapx(ω)

)
L[βL ]. (E.18)

In addition, for any (ω, ωL) ∈ �φ ×BL and (β, βL ) ∈ B×BL for which ω+β ∈ �φ , write

Pnl;ω,ωL (β, βL ) = P(ω + β, ωL + βL) − P(ω, ωL) − Plin;ω,ωL [β, βL ]. (E.19)

Then there exists a constant K > 0 so that for any (ω, ωL) ∈ �φ × BL we have the bound
∣∣P(ω, ωL) − Papx(ω, ωL)

∣∣ ≤ K
∣∣φ(ω) − φapx(ω)

∣∣ ‖ωL‖BL
, (E.20)

while for any for any (ω, ωL) ∈ �φ × BL and (β, βL ) ∈ B × BL for which ω + β ∈ �φ we
have the bound

∣∣Pnl;ω,ωL (β, βL )
∣∣ ≤ K

[
‖β‖2B ‖ωL‖BL

+ ‖β‖B ‖βL‖BL
+ ∣∣φnl;ω(β)

∣∣ ‖ωL‖BL

+ ∣∣φ(ω) − φapx(ω)
∣∣ [ ‖β‖B ‖ωL‖BL

+ ‖βL‖BL

]]
. (E.21)
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Proof The bound (E.20) follows immediately from (E.9) together with the fact that L ∈
L(BL ;R). Upon writing P(ω, ωL) = P̃(ω)L[ωL ], we see that

Pnl;ω,ωL (β, βL) = P̃nl;ω(β)L[ωL ] + [
f
(
φ(ω + β)

) − f
(
φapx(ω)

)]
L[βL ]

= P̃nl;ω(β)L[ωL ] + [
f
(
φ(ω + β)

) − f
(
φ(ω)

)]
L[βL ]

+[
f
(
φ(ω)

) − f
(
φapx(ω)

)]
L[βL ].

(E.22)

In particular, exploiting the Lipschitz continuity of f and φ, we can find a constant C1 > 0
for which

∣
∣Pnl;ω,ωL (β, βL )

∣
∣ ≤ C1

∣
∣P̃nl;ω(β)

∣
∣ ‖ωL‖BL

+ C1 ‖β‖B ‖βL‖BL

+C1
∣
∣φ(ω) − φapx(ω)

∣
∣ ‖βL‖BL

.
(E.23)

Substituting the estimate (E.10) for P̃nl;ω(β) yields the desired bound (E.21). ��

F Component Estimates I

In this section we establish the technical estimates that were summarized in Propositions 7.1,
7.2, 7.3 and 7.5. The main idea is to apply the substitution techniques from §E to the explicit
identities derived in §3. This leads to a large number of tedious but relatively straightforward
calculations.

F.1 Gridpoint Spacing

Recalling (3.16), we define the approximate derivative

rlin;U [V ] = −γ −1
U ∂0U∂0V (F.1)

together with the nonlinear residuals

r±
nl;U (V ) = r±

U+V − r±
U − rlin;U [V ],

r0nl;U (V ) = r0U+V − r0U − rlin;U [V ]. (F.2)

Lemma F.1 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise bounds

∣∣r0U − γU
∣∣ + ∣∣r+

U − γU
∣∣ + ∣∣r−

U − γU
∣∣ ≤ Kh

∣∣∣∂(2)U
∣∣∣ ,

∣∣r0nl;U (V )
∣∣ +

∣∣∣r+
nl;U (V )

∣∣∣ +
∣∣∣r+
nl;U (V )

∣∣∣ ≤ K
[ ∣∣∂+V

∣∣2 + ∣∣∂−V
∣∣2

]

+Kh
[ ∣∣∂+V

∣∣ + ∣∣∂−V
∣∣ +

∣∣∣∂(2)V
∣∣∣
]

(F.3)

hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof We consider only the statements concerning r+
U as the functions r−

U and r0U can be

treated in a similar fashion. Writing f (x) = √
1 − x2 and φ(∂−U , ∂+U ) = ∂+U , we see

that

r+
U = f

(
φ(∂−U , ∂+U )

)
. (F.4)
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We include the redundant variable ∂−U here because it will be used for our approximate
function

φapx(∂
−U , ∂+U ) = 1

2∂
+U + 1

2∂
−(U ) = ∂0U (F.5)

and our approximate derivative

φlin;U [∂−V , ∂+V ] = ∂0V . (F.6)

A short computation shows that

φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U ) = ∂+U − ∂0U = 1

2
h∂(2)U , (F.7)

together with

φnl;U (∂−V , ∂+V ) = ∂+(U + V ) − ∂+U − ∂0V

= ∂+V − ∂0V

= 1

2
h∂(2)V . (F.8)

The a-priori estimate (3.42) ensures that the geometric condition (E.5) can be satisfied. In
particular, the bounds now follow directly from Lemma E.1 and the observations

f
(
φapx(∂

−U , ∂+U )
) = γU ,

Df
(
φapx(∂

−U , ∂+U )
) = −γ −1

U ∂0U . (F.9)

��

F.2 First Order Discrete Derivatives

Recalling (3.17), we write

D�+
apx(U ) = D�−

apx(U ) = D�0
apx(U ) = γ −1

U ∂0U ,

D�+
lin;U [V ] = D�−

lin;U [V ] = D�0
lin;U [V ] = γ −3

U ∂0V
(F.10)

and introduce the nonlinear residuals

D�±
nl;U (V ) = D�±(U + V ) − D�±(U ) − D�±

lin;U [V ],
D�0
nl;U (V ) = D�0(U + V ) − D�0(U ) − D�0

lin;U [V ]. (F.11)

Lemma F.2 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise bounds

∣∣∣D�0(U ) − D�0
apx(U )

∣∣∣ + ∣∣D�+(U ) − D�+
apx(U )

∣∣ + ∣∣D�−(U ) − D�−
apx(U )

∣∣ ≤ Kh
∣∣∣∂(2)U

∣∣∣

(F.12)

and
∣∣∣D�0

nl;U (V )

∣∣∣ +
∣∣∣D�+

nl;U (V )

∣∣∣ +
∣∣∣D�−

nl;U (V )

∣∣∣ ≤ K
[ ∣∣∂−V

∣∣2 + ∣∣∂+V
∣∣2

]

+Kh
[ ∣∣∂−V

∣∣ + ∣∣∂+V
∣∣ +

∣∣∣∂(2)V
∣∣∣
]

(F.13)

hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .
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Proof We consider only the statements concerning D�+ as the functions D�− and D�0 can
be treated in a similar fashion. Recalling the fact that r+

U depends only on ∂+U , we abuse
notation slightly to write

φ(∂−U , ∂+U ) = (∂+U , r+
U ). (F.14)

Upon introducing f (x, y) = x/y, we see that

D�+(U ) = f
(
φ(∂−U , ∂+U )

)
. (F.15)

We now define the approximants

φapx(∂
−U , ∂+U ) = (∂0U , γU ),

φlin;U [∂−V , ∂+V ] = (∂0V ,−γ −1
U ∂0U∂0V ) (F.16)

and compute

φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U ) = (

∂+U − ∂0U , r+
U − γU

)

= (h
2
∂(2)U , r+

U − γU
)

(F.17)

together with

φnl;U (∂−V , ∂+V ) = (
∂+V − ∂0V , r+

nl;U (V )
)

= (h
2
∂(2)V , r+

nl;U (V )
)
. (F.18)

In particular, Lemma F.1 provides the bound
∣∣φ(∂−U , ∂+U ) − φapx(∂

−U , ∂+U )
∣∣ ≤ C ′

1h
∣∣∣∂(2)U

∣∣∣ (F.19)

together with
∣∣φnl;U (∂−V , ∂+V )

∣∣ ≤ C ′
1

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2
]

+ C ′
1h

[ ∣∣∂−V
∣∣ + ∣∣∂+V

∣∣ +
∣∣∣∂(2)V

∣∣∣
]
.

(F.20)

Upon computing

f
(
φapx(∂

−U , ∂+U )
) = γ −1

U ∂0U ,

Df
(
φapx(∂

−U , ∂+U )
)
φlin;U [∂−V , ∂+V ] = γ −1

U ∂0V − ∂0Uγ −2
U (−γ −1

U ∂0U∂0V )

= [
γ −1
U + (∂0U )2γ −3

U

]
∂0V

= γ −3
U ∂0V , (F.21)

the desired bounds follow directly from Lemma E.1. ��
Proof of Proposition 7.1 The results follow directly from Lemma F.2. ��

F.3 Second Order Discrete Derivatives

Turning to second derivatives, we recall (3.21) together with the definitions

D�−;+
apx (U ) = γ −3

U ∂(2)U ,

D�−;+
lin;U [V ] = 3γ −5

U ∂0U [∂(2)U ]∂0V + γ −3
U ∂(2)V (F.22)
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and write

D�−;+
nl;U (V ) = D�−;+(U + V ) − D�−;+(U ) − D�−;+

lin;U [V ]. (F.23)

Lemma F.3 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣
∣
∣D�−;+(U ) − D�−;+

apx (U )

∣
∣
∣ ≤ Kh

∣
∣
∣∂(2)U

∣
∣
∣ (F.24)

and the residual bound
∣
∣
∣D�−;+

nl;U (V )

∣
∣
∣ ≤ K

[ ∣
∣∂−V

∣
∣2 + ∣

∣∂+V
∣
∣2 + ∣

∣∂−V
∣
∣
∣
∣
∣∂(2)V

∣
∣
∣ + ∣

∣∂+V
∣
∣
∣
∣
∣∂(2)V

∣
∣
∣
]

+Kh
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ +

∣
∣
∣∂(2)V

∣
∣
∣
]

(F.25)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Motivated by the identity

D�−;+(U ) = 1

r+
U

[
1 + D�−(U )D�0(U )

]
∂(2)U (F.26)

derived in Lemma C.3, we write

f (y, z−, z0) = 1

y

[
1 + z−z0

]
(F.27)

together with

φ(∂−U , ∂+U ) = (
r+
U ,D�−(U ),D�0(U )

)
(F.28)

and finally

P(∂−U , ∂+U , ∂(2)U ) = f
(
φ(∂−U , ∂+U )

)
∂(2)U . (F.29)

This allows us to verify that

D�−;+(U ) = P(∂−U , ∂+U , ∂(2)U ). (F.30)

We now define the approximants

φapx(∂
−U , ∂+U ) = (

γU , γ −1
U ∂0U , γ −1

U ∂0U
)
,

φlin;U [∂−V , ∂+V ] = ( − γ −1
U [∂0U ]∂0V , γ −3

U ∂0V , γ −3
U ∂0V

)
(F.31)

and compute

φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U ) = (

r+
U − γ −1

U ,D�−(U ) − D�
apx(U ),D�0(U ) − D�

apx(U )
)

(F.32)

together with

φnl;U (∂−V , ∂+V ) = (
r+
nl;U (V ),D�−

nl;U (V ),D�0
nl;U (V )

)
. (F.33)

In particular, Lemma’s F.1 and F.2 provide the bound

∣∣φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U )

∣∣ ≤ C ′
1h

∣∣∣∂(2)U
∣∣∣ , (F.34)
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together with
∣
∣φnl;U (∂−V , ∂+V )

∣
∣ ≤ C ′

1

[ ∣
∣∂−V

∣
∣2 + ∣

∣∂+V
∣
∣2

]

+C ′
1h

[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ +

∣
∣
∣∂(2)V

∣
∣
∣
]
. (F.35)

Introducing the compressed nonlinearity

f (y, z) = f (y, z, z) = 1

y
(1 + z2) (F.36)

together with the compressed approximants

φapx(∂
−U , ∂+U ) = (γU , γ −1

U ∂0U ),

φlin;U [∂−V , ∂+V ] = ( − γ −1
U ∂0U∂0V , γ −3

U ∂0V
)
, (F.37)

we see that

f
(
φapx(∂

−U , ∂+U )
) = f

(
φapx(∂

−U , ∂+U )
)
,

Df
(
φapx(∂

−U , ∂+U )
)
φlin;U [∂−V , ∂+V ] = D f

(
φapx(∂

−U , ∂+U )
)
φlin;U [∂−V , ∂+V ].

(F.38)

Upon computing

D f (y, z) = ( − 1

y2
(1 + z2), 2

z

y

)
, (F.39)

we hence see that the functions defined in (E.18) satisfy

Papx(U ) = γ −1
U

(
1 + (∂0U )2γ −2

U

)
∂(2)U = γ −3

U ∂(2)U , (F.40)

together with

Plin;U [V ] = −γ −2
U

(
1 + (∂0U )2γ −2

U

)
(−γ −1

U ∂0U )∂0V (∂(2)U )

+2γ −2
U ∂0U (γ −3

U ∂0V )(∂(2)U )

+γ −1
U

(
1 + (∂0U )2γ −2

U

)
∂(2)V

= 3γ −5
U ∂0U [∂(2)U ]∂0V + γ −3

U ∂(2)V . (F.41)

The desired estimates now follow directly from Corollary E.2. ��
We also recall (3.26), together with the definitions

D��0
apx (U ) = γ −4

U ∂(2)U ,

D��0
lin;U [V ] = 4γ −6

U ∂0U [∂(2)U ]∂0V + γ −4
U ∂(2)V (F.42)

and write

D��0
nl;U (V ) = D��0(U + V ) − D��0(U ) − D��0

lin;U [V ]. (F.43)

Lemma F.4 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣∣D��0(U ) − D��0

apx (U )

∣∣∣ ≤ Kh
∣∣∣∂(2)U

∣∣∣ (F.44)
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and the residual bound
∣
∣
∣D��0

nl;U (V )

∣
∣
∣ ≤ K

[ ∣
∣∂−V

∣
∣2 + ∣

∣∂+V
∣
∣2 + ∣

∣∂−V
∣
∣
∣
∣
∣∂(2)V

∣
∣
∣ + ∣

∣∂+V
∣
∣
∣
∣
∣∂(2)V

∣
∣
∣
]

+Kh
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ +

∣∣
∣∂(2)V

∣∣
∣
]

(F.45)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Motivated by the identity

D��0(U ) = 1

r+
U r

0
U

[
1 + D�−(U )D�0(U )

]
∂(2)U (F.46)

derived in Lemma C.3 and (3.26), we write

f (y+, y0, z−, z0) = 1

y+y0

[
1 + z−z0

]
(F.47)

together with

φ(∂−U , ∂+U ) = (
r+
U , r0U ,D�−(U ),D�0(U )

)
(F.48)

and finally

P(∂−U , ∂+U , ∂(2)U ) = f
(
φ(∂−U , ∂+U )

)
∂(2)U . (F.49)

This allows one to verify that

D��0(U ) = P(∂−U , ∂+U , ∂(2)U ). (F.50)

We now define the approximants

φapx(∂
−U , ∂+U ) = (

γU , γU , γ −1
U ∂0U , γ −1

U ∂0U
)
,

φlin;U [∂−V , ∂+V ] = ( − γ −1
U [∂0U ]∂0V ,−γ −1

U [∂0U ]∂0V , γ −3
U ∂0V , γ −3

U ∂0V
)
.

(F.51)

This allows us to compute

φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U )

= (
r+
U − γ −1

U , r0U − γ −1
U ,D�−(U ) − D�

apx,D�0(U ) − D�
apx

)
, (F.52)

together with

φnl;U (∂−V , ∂+V ) = (
r+
nl;U (V ), r0nl;U (V )D�−

nl;U (V ),D�0
nl;U (V )

)
. (F.53)

In particular, the bounds (F.34)–(F.35) remain valid.
This allows us to repeat the procedure in the proof of Lemma F.3 with the compressed

approximants (F.37) and the compressed nonlinearity

f (y, z) = f (y, y, z, z) = 1

y2
(1 + z2), (F.54)

for which we have

D f (y, z) = ( − 2

y3
(1 + z2), 2

z

y2
)
. (F.55)
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The functions defined in (E.18) hence satisfy

Papx(U ) = γ −2
U

(
1 + (∂0U )2γ −2

U

)
∂(2)U = γ −4

U ∂(2)U , (F.56)

together with

Plin;U [V ] = −2γ −3
U

(
1 + (∂0U )2γ −2

U

)
(−γ −1

U ∂0U )∂0V (∂(2)U )

+2γ −3
U ∂0U (γ −3

U ∂0V )(∂(2)U )

+γ −2
U

(
1 + (∂0U )2γ −2

U

)
∂(2)V

= 4γ −6
U ∂0U [∂(2)U ]∂0V + γ −4

U ∂(2)V . (F.57)

The desired estimates again follow directly from Corollary E.2. ��
Finally, we recall (3.21) together with the definitions

D�0;+
apx (U ) = γ −3

U S+[∂(2)U ],
D�0;+
lin;U [V ] = 3γ −5

U ∂0US+[∂(2)U ]∂0V + γ −3
U S+[∂(2)V ] (F.58)

and write

D�0;+
nl;U (V ) = D�0;+(U + V ) − D�0;+(U ) − D�0;+

lin;U [V ]. (F.59)

Lemma F.5 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣∣D�0;+(U ) − D�0;+

apx (U )

∣∣∣ ≤ Kh
[ ∣∣∣∂(2)U

∣∣∣ + T+
∣∣∣∂(2)U

∣∣∣
]

(F.60)

and the residual bound
∣∣∣D�0;+

nl;U (V )

∣∣∣ ≤ K
[ ∣∣∂−V

∣∣2 + ∣∣∂+V
∣∣2 + T+ ∣∣∂+V

∣∣2
]

+K
[ ∣∣∂−V

∣∣ + ∣∣∂+V
∣∣ + T+ ∣∣∂+V

∣∣
][ ∣∣∣∂(2)V

∣∣∣ + T+
∣∣∣∂(2)V

∣∣∣
]

+Kh
[ ∣∣∂−V

∣∣ + ∣∣∂+V
∣∣ + T+ ∣∣∂+V

∣∣ +
∣∣∣∂(2)V

∣∣∣ + T+
∣∣∣∂(2)V

∣∣∣
]
(F.61)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Motivated by the identity

D�0;+(U ) = 1

2T+r0U

[
1 + D�0(U )D�0(U )

]
[∂(2)U ]

+ 1

2T+r0U

[
1 + D�0(U )T+[D�0(U )]

]
T+[∂(2)U ] (F.62)

derived in Lemma C.3, we write

f1(ys, z, zs) = 1

2ys

[
1 + z2

]
,

f2(ys, z, zs) = 1

2ys

[
1 + zzs

]
(F.63)

together with

φ(∂−U , ∂+U , T+∂+U ) = (
T+r0U ,D�0(U ), T+D�0(U )

)
(F.64)
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and finally

P1(∂
−U , ∂+U , T+∂+U , ∂(2)U ) = f1

(
φ(∂−U , ∂+U , T+∂+U )

)
∂(2)U ,

P2(∂
−U , ∂+U , T+∂+U , T+∂(2)U ) = f2

(
φ(∂−U , ∂+U , T+∂+U )

)
T+∂(2)U . (F.65)

For convenience, we introduce the shorthand

ωU = (∂−U , ∂+U , T+∂+U ). (F.66)

This allows one to verify that

D�0;+(U ) = P1(ωU , ∂(2)U ) + P2(ωU , T+∂(2)U ). (F.67)

We now define the approximants

φapx(ωU ) = (
γU , γ −1

U ∂0U , γ −1
U ∂0U

)
,

φlin;U [ωV ] = ( − γ −1
U [∂0U ]∂0V , γ −3

U ∂0V , γ −3
U ∂0V

)
. (F.68)

This allows us to compute

φ(ωU ) − φapx(ωU ) = (
T+r0U − γU ,D�0(U ) − D�

apx(U ), T+D�0(U ) − D�
apx(U )

)

= (
r0U − γU ,D�0(U ) − D�0

apx(U ),D�0(U ) − D�0
apx(U )

)

+(
h∂+[r0U ], 0, hD�0;+(U )

)
, (F.69)

together with

φnl;U (ωV ) =
(
T+r0nl;U (V ),D�0

nl;U (V ), T+D�0
nl;U (V )

)

+h
(

− ∂+[γ −1
U ∂0U∂0V ], 0, ∂+[γ −3

U ∂0V ]
)
. (F.70)

In particular, Lemma’s F.1 and F.2 together with Corollaries D.3 and D.6 provide the bound
∣∣φ(ωU ) − φapx(ωU )

∣∣ ≤ C ′
1h

[ ∣∣∣∂(2)U
∣∣∣ + T+

∣∣∣∂(2)U
∣∣∣
]
, (F.71)

together with
∣∣φnl;U (ωV )

∣∣ ≤ C ′
1

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2 + T+ ∣∣∂+V
∣∣2

]

+C ′
1h

[ ∣∣∂−V
∣∣ + ∣∣∂+V

∣∣ + T+ ∣∣∂+V
∣∣ +

∣∣∣∂(2)V
∣∣∣ + T+

∣∣∣∂(2)V
∣∣∣
]
.

(F.72)

Introducing the compressed nonlinearity

f (y, z) = f1(y, z, z) = f2(y, z, z) = 1

2y
(1 + z2), (F.73)

together with the compressed approximants

φapx(ωU ) = (γU , γ −1
U ∂0U ),

φlin;U [ωV ] = ( − γ −1
U ∂0U∂0V , γ −3

U ∂0V
)
, (F.74)

we see that the identities

fi
(
φapx(ωU )

) = f
(
φapx(ωU )

)
,

Dfi
(
φapx(ωU )

)
φlin;U [ωV ] = D f

(
φapx(ωU )

)
φlin;U [ωV ] (F.75)

123



Journal of Dynamics and Differential Equations (2022) 34:1505–1599 1581

hold for i = 1, 2. Upon computing

D f (y, z) = ( − 1

2y2
(1 + z2),

z

y

)
, (F.76)

we hence see that the functions defined in (E.18) satisfy

P1;apx(ωU , ∂(2)U ) = 1

2
γ −1
U

(
1 + (∂0U )2γ −2

U

)
∂(2)U

= 1

2
γ −3
U ∂(2)U ,

P2;apx(ωU , T+∂(2)U ) = 1

2
γ −3
U T+∂(2)U , (F.77)

together with

P1;lin;U [ωV , ∂(2)V ] = −1

2
γ −2
U

(
1 + (∂0U )2γ −2

U

)
(−γ −1

U ∂0U )∂0V (∂(2)U )

+γ −2
U ∂0U (γ −3

U ∂0V )(∂(2)U )

+1

2
γ −1
U

(
1 + (∂0U )2γ −2

U

)
∂(2)V

= 3

2
γ −5
U ∂0U [∂(2)U ]∂0V + 1

2
γ −3
U ∂(2)V ,

P2;lin;U [ωV , T+∂(2)V ] = 3

2
γ −5
U ∂0UT+[∂(2)U ]∂0V + 1

2
γ −3
U T+[∂(2)V ]. (F.78)

The desired estimates again follow directly from Corollary E.2. ��
Proof of Proposition 7.3 The results follow directly from Lemma’s F.3, F.4 and F.5 . ��

F.4 Third Order Discrete Derivatives

We recall (3.28) together with the definitions

I��0;+
+;apx (U ) = γ −4

U , I��0;+
+;lin;U [V ] = 4γ −6

U ∂0U∂0V (F.79)

and write

I��0;+
+;nl;U (V ) = I��0;++ (U + V ) − I��0;++ (U ) − I��0;+

+;lin;U [V ]. (F.80)

Lemma F.6 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣∣I��0;++ (U ) − I��0;+

+;apx (U )

∣∣∣ ≤ Kh
∣∣∣∂(2)U

∣∣∣ (F.81)

and the residual bound
∣∣∣I��0;+

+;nl;U (V )

∣∣∣ ≤ K
[ ∣∣∂−V

∣∣2 + ∣∣∂+V
∣∣2

]
+ Kh

[ ∣∣∂−V
∣∣ + ∣∣∂+V

∣∣ + ∣∣∂(2)V
∣∣
]

(F.82)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Motivated by the identity

I��0;++ (U ) = 1

r+
U r

0
U

[
1 + D�−(U )D�0(U )

]
(F.83)
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derived in Lemma C.4, we may reuse the functions f , φ, φapx and φlin defined in the proof
of Lemma F.4. Writing

P(∂−U , ∂+U ) = f
(
φ(∂−U , ∂+U )

)
, (F.84)

we conclude that
I��0;++ (U ) = P(∂−U , ∂+U ). (F.85)

Reusing the computations in the proof of Lemma F.4, we see that the functions defined in
(E.7) satisfy

Papx(U ) = γ −2
U

(
1 + (∂0U )2γ −2

U

) = γ −4
U , (F.86)

together with
Plin;U [V ] = −2γ −3

U

(
1 + (∂0U )2γ −2

U

)
(−γ −1

U ∂0U )∂0V + 2γ −3
U ∂0U (γ −3

U ∂0V )

= 4γ −6
U [∂0U ]∂0V . (F.87)

The desired estimates now follow from Lemma E.1 and the bounds (F.34)–(F.35). ��
We again recall (3.28), but now together with the definitions

I��0;+
0s;apx(U ) = I��0;+

ss;apx (U ) = 2γ −6
U ∂0U ,

I��0;+
0s;lin;U [V ] = I��0;+

ss;lin;U [V ] = 2
[
6γ −8

U − 5γ −6
U

]
∂0V (F.88)

and write
I��0;+
0s;nl;U (V ) = I��0;+

0s (U + V ) − I��0;+
0s (U ) − I��0;+

0s;lin;U [V ],
I��0;+
ss;nl;U (V ) = I��0;+

ss (U + V ) − I��0;+
ss (U ) − I��0;+

ss;lin;U [V ]. (F.89)

Lemma F.7 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣∣I��0;+

0s (U ) − I��0;+
s;apx (U )

∣∣∣ +
∣∣∣I��0;+

ss (U ) − I��0;+
s;apx (U )

∣∣∣ ≤ Kh
[ ∣∣∣∂(2)U

∣∣∣ + T+
∣∣∣∂(2)U

∣∣∣
]

(F.90)

and the residual bound
∣
∣
∣I��0;+

0s;nl;U (V )

∣
∣
∣ +

∣
∣
∣I��0;+

ss;nl;U (V )

∣
∣
∣ ≤ K

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2 + T+ ∣∣∂+V
∣∣2

]

+Kh
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ + T+ ∣

∣∂+V
∣
∣ +

∣
∣∣∂(2)V

∣
∣∣ + T+

∣
∣∣∂(2)V

∣
∣∣
]

(F.91)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof For convenience, we introduce the shorthand

ωU = (∂−U , ∂+U , T+∂+U ). (F.92)

Motivated by the identities derived in Lemma C.4, we write

f0s(y0, y0s, y+, y+s, z0, z0s, z−, z+) = 1
2y+y0 y0s

z0(1 + z+z0s)
+ 1

y0 y+ y+ z0s(1 + z−z0) + 1
2y+y0 y0s

z−(1 + z20),

fss(y0, y0s, y+, y+s, z0, z0s, z−, z+) = 2y0+y+s
2y0 y0s y+y+s

z0s(1 + z+z0s)
+ 1

2y+y0 y0s
z−(1 + z0z0s),

(F.93)
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together with

φ(ωU ) = (
r0U , T+r0U , r+

U , T+r+
U ,D�0(U ), T+D�0(U ),D�−(U ),D�+(U )

)
(F.94)

and finally

P0s(ωU ) = f0s
(
φ(ωU )

)
, Pss(ωU ) = fss

(
φ(ωU )

)
. (F.95)

This allows one to verify that

I��0;+
0s (U ) = P0s(ωU ), I��0;+

ss (U ) = Pss(ωU ). (F.96)

We now define the approximants

φapx(ωU ) = (
γU , γU , γU , γU , γ −1

U ∂0U , γ −1
U ∂0U , γ −1

U ∂0U , γ −1
U ∂0U

)
,

φlin;U [ωV ] = ( − γ −1
U ∂0U∂0V ,−γ −1

U ∂0U∂0V ,−γ −1
U ∂0U∂0V ,−γ −1

U ∂0U∂0V ,

γ −3
U ∂0V , γ −3

U ∂0V , γ −3
U ∂0V , γ −3

U ∂0V
)
. (F.97)

This allows us to compute

φ(ωU ) − φapx(ωU ) =
(
r0U − γU , r0U − γU , r+

U − γU , r+
U − γU ,

D�0(U ) − D�0
apx(U ),D�0(U ) − D�0

apx(U ),

D�−(U ) − D�−
apx(U ),D�+(U ) − D�+

apx(U )
)

+h
(
0, ∂+[r0U ], 0, ∂+[r+

U ], 0,D�0;+(U ), 0, 0
)
, (F.98)

together with

φnl;U (ωV ) =
(
r0nl;U (V ), T+r0nl;U (V ), r+

nl;U (V ), T+r+
nl;U (V ),

D�0
nl;U (V ), T+D�0

nl;U (V ),D�−
nl;U (V ),D�+

nl;U (V )
)

+h
(
0,−∂+[γ −1

U ∂0U∂0V ], 0,−∂+[γ −1
U ∂0U∂0V ],

0, ∂+[γ −3
U ∂0V ], 0, 0

)
. (F.99)

In particular, Lemma’s F.1 and F.2 together with Corollaries D.3 and D.6 provide the bound
∣∣φ(ωU ) − φapx(ωU )

∣∣ ≤ C ′
1h

[ ∣∣∣∂(2)U
∣∣∣ + T+

∣∣∣∂(2)U
∣∣∣
]

(F.100)

together with
∣∣φnl;U (ωV )

∣∣ ≤ C ′
1

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2 + T+ ∣∣∂+V
∣∣2

]

+C ′
1h

[ ∣∣∂−V
∣∣ + ∣∣∂+V

∣∣ + T+ ∣∣∂+V
∣∣ +

∣∣∣∂(2)V
∣∣∣ + T+

∣∣∣∂(2)V
∣∣∣
]
.

(F.101)

Introducing the compressed nonlinearity

f (y, z) = f0s(y, y, y, y, z, z, z, z) = fss(y, y, y, y, z, z, z, z) = 2z

y3
+ 2z3

y3
, (F.102)

together with the compressed approximants

φapx(ωU ) = (γU , γ −1
U ∂0U ),
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φlin;U [ωV ] = ( − γ −1
U ∂0U∂0V , γ −3

U ∂0V
)
, (F.103)

we see that the identities

f#
(
φapx(ωU )

) = f
(
φapx(ωU )

)
,

Df#
(
φapx(ωU )

)
φlin;U [ωV ] = D f

(
φapx(ωU )

)
φlin;U [ωV ] (F.104)

hold for # ∈ {0s, ss}. Upon computing

D f (y, z) = ( − 6
z + z3

y4
,
2 + 6z2

y3
)
, (F.105)

we hence see that the functions defined in (E.7) satisfy

P0s;apx(ωU ) = Pss;apx(ωU )

= 2γ −4
U ∂0U + 2γ −6

U (∂0U )3

= 2γ −6
U ∂0U , (F.106)

together with

P0s;lin;U [ωV ] = Pss;lin;U [ωV ]
= −6γ −5

U ∂0U
(
1 + γ −2

U (∂0U )2
)
(−γ −1

U ∂0U∂0V )

+
(
2γ −3

U + 6γ −5
U (∂0U )2

)
γ −3
U ∂0V

=
[
6γ −8

U (1 − γ 2
U ) + 2γ −6

U + 6γ −8
U (1 − γ 2

U )
]
∂0V

=
[

− 10γ −6
U + 12γ −8

U

]
∂0V . (F.107)

The desired estimates now follow from Lemma E.1. ��

F.5 Auxiliary Functions

We recall (4.2) together with the definitions

p̃apx(U ) = γ 2
U ,

p̃lin;U [V ] = −2∂0U∂0V ,

papx(U ) = γU ∂0U ,

plin;U [V ] = γ −1
U (2γ 2

U − 1)∂0V (F.108)

and write

p̃nl;U (V ) = p̃(U + V ) − p̃(U ) − p̃lin;U [V ],
pnl;U (V ) = p(U + V ) − p(U ) − plin;U [V ]. (F.109)

Lemma F.8 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣ p̃(U ) − p̃apx(U )

∣∣ + ∣∣p(U ) − papx(U )
∣∣ ≤ Kh

∣∣∣∂(2)U
∣∣∣ (F.110)

and the residual bound
∣∣ p̃nl;U (V )

∣∣ + ∣∣pnl;U (V )
∣∣ ≤ K

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2 ]
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+Kh
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ +

∣
∣
∣∂(2)V

∣
∣
∣
]

(F.111)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof Motivated by the definitions (4.2), we write

f p̃(z0, z+) = 1
1+z+z0

, f p(z0, z+) = z+
1+z+z0

, (F.112)

together with

φ(∂−U , ∂+U ) = (D�0(U ),D�+(U )
)

(F.113)

and finally

P̃(∂−U , ∂+U ) = f p̃
(
φ(∂−U , ∂+U )

)
,

P(∂−U , ∂+U ) = f p
(
φ(∂−U , ∂+U )

)
.

(F.114)

This allows one to verify that

p̃(U ) = P̃(∂−U , ∂+U ), p(U ) = P(∂−U , ∂+U ). (F.115)

We now define the approximants

φapx(∂
−U , ∂+U ) = (

γ −1
U ∂0U , γ −1

U ∂0U
)
,

φlin;U [∂−V , ∂+V ] = (
γ −3
U ∂0V , γ −3

U ∂0V
)
.

(F.116)

This allows us to compute

φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U ) =

(
D�0(U ) − D�0

apx(U ),D�+(U ) − D�+
apx(U )

)
,

(F.117)

together with

φnl;U (∂−V , ∂+V ) =
(
D�0
nl;U (V ),D�+

nl;U (V )
)
. (F.118)

In particular, Lemma F.2 provides the bound

∣∣φ(∂−U , ∂+U ) − φapx(∂
−U , ∂+U )

∣∣ ≤ Kh
∣∣∣∂(2)U

∣∣∣ (F.119)

together with

∣∣φnl;U (∂−V , ∂+V )
∣∣ ≤ K

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2
]

+Kh
[ ∣∣∂−V

∣∣ + ∣∣∂+V
∣∣ +

∣∣∣∂(2)V
∣∣∣
]
. (F.120)

Introducing the compressed nonlinearities

f p̃(z) = f p̃(z, z) = 1

1 + z2
,

f p(z) = f p(z, z) = z

1 + z2
, (F.121)

together with the compressed approximants

φapx(∂
−U , ∂+U ) = γ −1

U ∂0U , φlin;U [∂−V , ∂+V ] = γ −3
U ∂0V , (F.122)
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we see that the identities

f#
(
φapx(∂

−U , ∂+U )
) = f #

(
φapx(∂

−U , ∂+U )
)
,

Df#
(
φapx(∂

−U , ∂+U )
)
φlin;U [∂−V , ∂+V ] = D f #

(
φapx(∂

−U , ∂+U )
)
φlin;U [∂−V , ∂+V ]

(F.123)

hold for # ∈ { p̃, p}. Upon computing

f
′
p̃(z) = − 2z

(1+z2)2
, f

′
p(z) = 1−z2

(1+z2)2
, (F.124)

we hence see that the functions defined in (E.7) satisfy

P̃apx(U ) = [1 + γ −2
U (∂0U )2]−1 = γ 2

U ,

Papx(U ) = γ −1
U ∂0U [1 + γ −2

U (∂0U )2]−1 = γU ∂0U , (F.125)

together with

P̃lin;U [V ] = −2γ −1
U ∂0U [1 + γ −2

U (∂0U )2]−2γ −3
U ∂0V

= −2[∂0U ]∂0V ,

Plin;U [V ] = (1 − γ −2
U (∂0U )2)[1 + γ −2

U (∂0U )2]−2γ −3
U ∂0V

= (2 − γ −2
U )γU ∂0V

= γ −1
U (2γ 2

U − 1)∂0V . (F.126)

The desired estimates now follow from Lemma E.1. ��

We recall (6.3) together with the definitions

p�0
apx(U ) = γ 2

U (γ 2
U − 1), p�0

lin;U [V ] = (2 − 4γ 2
U )∂0U∂0V ,

p�+
apx(U ) = γ 4

U , p�+
lin;U [V ] = −4γ 2

U ∂0U∂0V
(F.127)

and write

p�0
nl;U (V ) = p�0(U + V ) − p�0(U ) − p�0

lin;U [V ],
p�+
nl;U (V ) = p�+(U + V ) − p�+(U ) − p�+

lin;U [V ]. (F.128)

Lemma F.9 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣p�+(U ) − p�+

apx(U )
∣∣ +

∣∣∣p�0(U ) − p�0
apx(U )

∣∣∣ ≤ Kh
[ ∣∣∣∂(2)U

∣∣∣ + T+
∣∣∣∂(2)U

∣∣∣
]

(F.129)

and the residual bound
∣∣∣p�+

nl;U (V )

∣∣∣ +
∣∣∣p�0

nl;U (V )

∣∣∣ ≤ K
[ ∣∣∂−V

∣∣2 + ∣∣∂+V
∣∣2 + T+ ∣∣∂+V

∣∣2 ]

+Kh
[ ∣∣∂−V

∣∣ + ∣∣∂+V
∣∣ + T+ ∣∣∂+V

∣∣ +
∣∣∣∂(2)V

∣∣∣ + T+
∣∣∣∂(2)V

∣∣∣
]

(F.130)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .
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Proof For convenience, we introduce the shorthand

ωU = (∂−U , ∂+U , T+∂+U ). (F.131)

Motivated by the definitions (6.3), we write

f �+
A (z0, z0s, z+, z+s) = 2 + z+z0 + z+s z0s

2(1 + z+z0)(1 + z+s z0s)
,

f �+
B (z0, z0s, z+, z+s) = − (z+ + z+s)(z0 + z0s)

4(1 + z+z0)(1 + z+s z0s)
,

f �0(z0, z0s, z+, z+s) = − (z+ + z+s)
2

4(1 + z+z0)(1 + z+s z0s)
, (F.132)

together with
φ(ωU ) = (D�0(U ), T+D�0(U ),D�+(U ), T+D�+(U )

)
(F.133)

and finally
P�+
A (ωU ) = f �+

A

(
φ(ωU )

)
,

P�+
B (ωU ) = f �+

B

(
φ(ωU )

)
, P�0(ωU ) = f �0(φ(ωU )

)
. (F.134)

This allows one to verify that
p�+
A (U ) = P�+

A (ωU ),

p�+
B (U ) = P�+

B (ωU ), p�0(U ) = P�0(ωU ). (F.135)

We now define the approximants

φapx(ωU ) = (
γ −1
U ∂0U , γ −1

U ∂0U , γ −1
U ∂0U , γ −1

U ∂0U
)
,

φlin;U [ωV ] = (
γ −3
U ∂0V , γ −3

U ∂0V , γ −3
U ∂0V , γ −3

U ∂0V
)
. (F.136)

This allows us to compute

φ(ωU ) − φapx(ωU ) =
(
D�0(U ) − D�0

apx(U ),D�0(U ) − D�0
apx(U ),

D�+(U ) − D�+
apx(U ),D�+(U ) − D�+

apx(U )
)

+h
(
0,D�0;+(U ), 0,D�+;+(U )

)
, (F.137)

together with

φnl;U (ωV ) =
(
D�0
nl;U (V ), T+D�0

nl;U (V ),D�+
nl;U (V ), T+D�+

nl;U (V )
)

+h
(
0, ∂+[γ −3

U ∂0V ], 0, ∂+[γ −3
U ∂0V ]

)
. (F.138)

In particular, Lemma F.2 provides the bound
∣∣φ(ωU ) − φapx(ωU )

∣∣ ≤ Kh
[ ∣∣∣∂(2)U

∣∣∣ + T+
∣∣∣∂(2)U

∣∣∣
]
, (F.139)

together with
∣∣φnl;U (ωV )

∣∣ ≤ K
[ ∣∣∂−V

∣∣2 + ∣∣∂+V
∣∣2 + T+ ∣∣∂+V

∣∣2
]

+Kh
[ ∣∣∂−V

∣∣ + ∣∣∂+V
∣∣ + T+ ∣∣∂+V

∣∣ +
∣∣∣∂(2)V

∣∣∣ + T+
∣∣∣∂(2)V

∣∣∣
]
.

(F.140)
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Introducing the compressed nonlinearities

f
�+
A (z) = f �+

A (z, z, z, z) = 1

1 + z2
,

f
�+
B (z) = f �+

B (z, z, z, z)

= − 1

1 + z2
+ 1

(1 + z2)2
,

f
�0

(z) = f �0(z, z, z, z)
= f

�+
B (z), (F.141)

together with the compressed approximants

φapx(ωU ) = γ −1
U ∂0U , φlin;U [ωV ] = γ −3

U ∂0V , (F.142)

we see that the identities

f �+
#

(
φapx(ωU )

) = f
�+
#

(
φapx(ωU )

)
,

Df �+
#

(
φapx(ωU )

)
φlin;U [ωV ] = D f

�+
#

(
φapx(ωU )

)
φlin;U [ωV ] (F.143)

hold for # ∈ {A, B}, together with similar identities for f �0 . Upon computing

D f
�+
A (z) = −2z

(1 + z2)2
,

D f
�+
B (z) = 2z

(1 + z2)2
− 4z

(1 + z2)3
, (F.144)

we hence see that the functions defined in (E.7) satisfy

P�+
A;apx(U ) = [1 + γ −2

U (∂0U )2]−1

= γ 2
U ,

P�+
B;apx(U ) = P�0

apx(U )

= −γ −2
U (∂0U )2[1 + γ −2

U (∂0U )2]−2

= −γ 2
U (1 − γ 2

U )

= γ 4
U − γ 2

U , (F.145)

together with

P�+
A;lin;U [V ] = −2γ −1

U ∂0U [1 + γ −2
U (∂0U )2]−2γ −3

U ∂0V

= −2∂0U∂0V ,

P�+
B;lin;U [V ] = P�0

lin;U [V ]
= γ −1

U ∂0U
[
2[1 + γ −2

U (∂0U )2]−2 − 4[1 + γ −2
U (∂0U )2]−3

]
γ −3
U ∂0V

= [
2 − 4γ 2

U

]
∂0U∂0V . (F.146)

The desired estimates now follow from Lemma E.1. ��

Proof of Proposition 7.2 The results follow directly from Lemma’s F.6–F.9. ��
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F.6 Estimates for g

We recall the notation g+(U ) = ∂+g(U ) together with the definitions

gapx(U ) = g(U ), glin;U [V ] = g′(U )V ,

g+
apx(U ) = g′(U )∂0U , g+

lin;U [V ] = g′′(U )[∂0U ]V + g′(U )∂0V
(F.147)

and write

gnl;U (V ) = g(U + V ) − g(U ) − glin;U [V ],
g+
nl;U (V ) = g+(U + V ) − g+(U ) − g+

lin;U [V ]. (F.148)

Lemma F.10 Suppose that (Hg) is satisfied and fix 0 < κ < 1
12 . Then there exists K > 0 so

that the pointwise approximation estimate
∣
∣
∣g+(U ) − g+

apx(U )

∣
∣
∣ ≤ Kh

[ ∣
∣
∣∂(2)U

∣
∣
∣ + ∣

∣∂+U
∣
∣ ] (F.149)

and the residual bounds
∣∣gnl;U (V )

∣∣ ≤ K |V |2 ,
∣∣∣g+

nl;U (V )

∣∣∣ ≤ K
[ |V |2 + T+ |V |2 + ∣∣∂+V

∣∣2 ]

+Kh
[ |V | + T+ |V | + ∣∣∂+V

∣∣ +
∣∣∣∂(2)V

∣∣∣
]

(F.150)

all hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof We first note that

gnl;U (V ) = g(U + V ) − g(U ) − g′(U )V

=
∫ 1

0

∫ σ

0
g′′(U + σ ′V )V 2 dσ ′dσ, (F.151)

which yields the desired estimate for gnl. In addition, for any pair (U (1),U (2)) ∈ �2
h;κ , the

C3-smoothness of g implies the pointwise bound

∣∣gnl;U (1) (V ) − gnl;U (2) (V )
∣∣ ≤ C ′

1

∣∣∣U (1) −U (2)
∣∣∣ V 2. (F.152)

Finally, upon writing

g(1)
nl;U (V ) = g′(U + V ) − g′(U ) − g′′(U )V , (F.153)

the C3-smoothness of g implies the bound
∣∣∣g(1)

nl;U (V )

∣∣∣ ≤ C ′
2 |V |2 . (F.154)

We now compute

g+(U ) = h−1[g(T+U ) − g(U )
]

= g′(U )∂+U + h−1gnl;U (h∂+U )

= g′(U )∂0U + 1

2
hg′(U )∂(2)U + h−1gnl;U (h∂+U ), (F.155)
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which yields (F.149). In addition, we compute

g+(U + V ) = h−1[g(T+U + T+V ) − g(U + V )
]

= h−1[g(T+U + T+V ) − g(U + T+V )
]

+h−1[g(U + T+V ) − g(U + V )
]

= IA + IB , (F.156)

in which we have

IA = h−1[g′(U + T+V )h∂+U + gnl;U+T+V (h∂+U )
]
,

IB = h−1[g′(U + V )h∂+V + gnl;U+V (h∂+V )
]
. (F.157)

We compute

IA = g′(U )∂+U + [g′(U + T+V ) − g′(U )]∂+U + h−1gnl;U (h∂+U )

+h−1[gnl;U+T+V (h∂+U ) − gnl;U (h∂+U )
]

= g+(U ) + g(1)
nl;U (T+V )∂+U + g′′(U )∂+UT+V

+h−1[gnl;U+T+V (h∂+U ) − gnl;U (h∂+U )
]
, (F.158)

together with

IB = g′(U )∂+V + [g′(U + V ) − g′(U )]∂+V + h−1gnl;U+V (h∂+V ). (F.159)

In particular, we see that

g+
nl;U (V ) = g′′(U )

[
∂+UT+V − [∂0U ]V

]
+ g′(U )

[
∂+V − ∂0V

]

+g(1)
nl;U (T+V )∂+U + h−1[gnl;U+T+V (h∂+U ) − gnl;U (h∂+U )

]

+[g′(U + V ) − g′(U )]∂+V + h−1gnl;U+V (h∂+V ). (F.160)

Using (F.152) and (F.154), the desired estimate can now be read off from this identity. ��

Proof of Proposition 7.5 The results follow directly from Lemma F.10. ��

G Component Estimates II

In this section we establish the technical estimates for the nonlinearities Z± that were sum-
marized in Proposition 7.4. We treat these computations separately here as they require more
delicate techniques than those employed in §F. Indeed, we need to apply discrete summation-
by-parts identities to simplify the sums appearing in the definitions (2.16) and (4.4) for Q
and Z.

As a preparation, we recall (3.21) and (4.2), introduce the function

q̃(U ) = p(U )D�0;+(U ) (G.1)

and write

q̃apx(U ) = γ −2
U ∂0US+[∂(2)U ],

q̃lin;U [V ] = γ −4
U (2 − γ 2

U )S+[∂(2)U ]∂0V + γ −2
U ∂0US+[∂(2)V ], (G.2)
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together with

q̃nl;U (V ) = q̃(U + V ) − q̃(U ) − q̃lin;U [V ]. (G.3)

Lemma G.1 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣
∣̃q(U ) − q̃apx(U )

∣
∣ ≤ Kh

[ ∣
∣∂+U

∣
∣ + ∣

∣∂(2)U
∣
∣ ][

∣
∣∂(2)U

∣
∣ + T+ ∣

∣∂(2)U
∣
∣ ] (G.4)

and the residual bound
∣
∣̃qnl;U (V )

∣
∣ ≤ K

[ ∣
∣∂−V

∣
∣2 + ∣

∣∂+V
∣
∣2 + T+ ∣

∣∂+V
∣
∣2

]

+K
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ + T+ ∣

∣∂+V
∣
∣
][ ∣

∣∂(2)V
∣
∣ + T+ ∣

∣∂(2)V
∣
∣
]

+Kh
[ ∣
∣∂−U

∣
∣ + ∣

∣∂+U
∣
∣ + T+ ∣

∣∂+U
∣
∣ + ∣

∣∂(2)U
∣
∣ + T+ ∣

∣∂(2)U
∣
∣
]

×
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ + T+ ∣

∣∂+V
∣
∣ + ∣

∣∂(2)V
∣
∣ + T+ ∣

∣∂(2)V
∣
∣
]

(G.5)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof We first note that

papx(U )D�0;+
apx (U ) = γU ∂0Uγ −3

U S+[∂(2)U ]
= γ −2

U ∂0US+[∂(2)U ]
= q̃apx(U ),

(G.6)

while also

papx(U )D�0;+
lin;U [V ] + plin;U [V ]D�0;+

apx (U ) = γU ∂0U
[
3γ −5

U ∂0US+[∂(2)U ]∂0V + γ −3
U S+[∂(2)V ]

]

+γ −1
U (2γ 2

U − 1)∂0V γ −3
U S+[∂(2)U ]

= ( 2γ 2
U−1

γ 4
U

+ 3γ −4
U (∂0U )2

)
S+[∂(2)U ]∂0V

+γ −2
U ∂0US+[∂(2)V ]

= q̃lin;U [V ].

(G.7)

Lemma C.3 and the definition (4.2) yield the bound

|p(U )| +
∣∣∣D�0;+(U )

∣∣∣ ≤ C ′
1

[ ∣∣∂+U
∣∣ +

∣∣∣∂(2)U
∣∣∣ + T+

∣∣∣∂(2)U
∣∣∣
]
. (G.8)

Observing that
∣∣̃q(U ) − q̃apx(U )

∣∣ ≤ ∣∣p(U ) − papx(U )
∣∣ ∣∣D�0;+(U )

∣∣

+ ∣∣papx(U )
∣∣
∣∣∣D�0;+(U ) − D�0;+

apx (U )

∣∣∣ ,
(G.9)

we may hence exploit Lemma’s F.5 and F.8 to obtain the first desired estimate.
In addition, the computation

q̃nl;U (V ) = p(U + V )D�0;+(U + V ) − p(U )D�0;+(U ) − q̃lin;U [V ]
= [p(U ) + plin;U [V ] + pnl;U (V )][D�0;+(U ) + D�0;+

lin;U [V ] + D�0;+
nl;U (V )]

−p(U )D�0;+(U ) − q̃lin;U [V ]
= plin;U [V ]

(
D�0;+(U ) − D�0;+

apx (U )
)

+
(
p(U ) − papx(U )

)
D�0;+
lin;U [V ]

+pnl;U (V )D�0;+(U ) + p(U )D�0;+
nl;U (V )(

plin;U [V ] + pnl;U (V )
)(

D�0;+
lin;U [V ] + D�0;+

nl;U (V )
)

(G.10)

together with the bounds in Lemma’s F.5 and F.8 yields the second desired estimate. ��
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Recalling (4.3), we now write

qapx(U ) = q̃apx(U ), qlin;U [V ] = q̃lin;U [V ], (G.11)

together with

qnl;U (V ) = q(U + V ) − q(U ) − qlin;U [V ]. (G.12)

Lemma G.2 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣
∣q(U ) − qapx(U )

∣
∣ ≤ Kh

[ ∣
∣∂+U

∣
∣ + ∣

∣∂(2)U
∣
∣ ][ ∣

∣∂(2)U
∣
∣ + T+ ∣

∣∂(2)U
∣
∣ ] (G.13)

and the residual bound
∣
∣qnl;U (V )

∣
∣ ≤ K

[ ∣
∣∂−V

∣
∣2 + ∣

∣∂+V
∣
∣2 + T+ ∣

∣∂+V
∣
∣2

]

+K
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ + T+ ∣

∣∂+V
∣
∣
][ ∣

∣∂(2)V
∣
∣ + T+ ∣

∣∂(2)V
∣
∣ ]

]

+Kh
[ ∣
∣∂−U

∣
∣ + ∣

∣∂+U
∣
∣ + T+ ∣

∣∂+U
∣
∣ + ∣

∣∂(2)U
∣
∣ + T+ ∣

∣∂(2)U
∣
∣
]

×
[ ∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ + T+ ∣

∣∂+V
∣
∣ + ∣

∣∂(2)V
∣
∣ + T+ ∣

∣∂(2)V
∣
∣
]

(G.14)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .

Proof We recall that for every τ > 0 there exists Cτ > 0 so that the inequalities
∣∣∣ln(1 + x) − ln(1 + y) − 1

1+y (x − y)
∣∣∣ ≤ Cτ |x − y|2 ,

∣∣[1 + x]−1 − 1
∣∣ ≤ Cτ |x | (G.15)

hold whenever x + 1 ≥ τ and y + 1 ≥ τ .
We now write

I0 = q(U + V ) − q(U ) − q̃(U + V ) + q̃(U ). (G.16)

Recalling the definition

q(U ) = h−1 ln
[
1 + hp(U )D�0;+(U )

] = h−1 ln
[
1 + hq̃(U )

]
, (G.17)

we may compute

I0 = h−1
[
ln[1 + hq̃(U + V )] − ln[1 + hq̃(U )]

]
− h−1[1 + hq̃(U )]−1[hq̃(U + V ) − hq̃(U )]

+
[
[1 + hq̃(U )]−1 − 1

]
[̃q(U + V ) − q̃(U )]. (G.18)

The uniform estimate (4.15) allows us to apply (G.15) with τ = 1
3κ

2 to obtain

|I0| ≤ h−1C ′
2h

2 |̃q(U + V ) − q̃(U )|2
+C ′

2h |̃q(U )| |̃q(U + V ) − q̃(U )| . (G.19)

Exploiting Lemma G.1 and inspecting (G.1), we see that

|I0| ≤ C ′
3h

[ ∣∣∂−V
∣∣2 + ∣∣∂+V

∣∣2 + T+ ∣∣∂+V
∣∣2 + ∣∣∂(2)V

∣∣2 + T+ ∣∣∂(2)V
∣∣2

]

+C ′
3h

[ ∣
∣∂(2)U

∣
∣ + T+ ∣

∣∂(2)U
∣
∣ ][

∣
∣∂−V

∣
∣ + ∣

∣∂+V
∣
∣ + T+ ∣

∣∂+V
∣
∣ + ∣

∣∂(2)V
∣
∣ + T+ ∣

∣∂(2)V
∣
∣ ].
(G.20)

The bound (G.14) now follows from the observation

qnl;U (V ) = I0 + q̃(U + V ) − q̃(U ) − qlin;U [V ]
= I0 + q̃(U + V ) − q̃(U ) − q̃lin;U [V ]
= I0 + q̃nl;U (V ).

(G.21)
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Applying (G.15) with y = 0 and using

|̃q(U )| ≤ C ′
4 min{∣∣∂+U

∣
∣ ,

∣
∣∣∂(2)U

∣
∣∣ + T+

∣
∣∣∂(2)U

∣
∣∣}, (G.22)

we find

|q(U ) − q̃(U )| ≤ h−1C ′
5h

2 |̃q(U )|2
≤ hC ′

6

∣
∣∂+U

∣
∣ [

∣
∣∂(2)U

∣
∣ + T+ ∣

∣∂(2)U
∣
∣ ].

(G.23)

The desired bound (G.13) now follows from the identity

q(U ) − qapx(U ) = q(U ) − q̃apx(U ) = q(U ) − q̃(U ) + q̃(U ) − q̃apx(U ). (G.24)

��
We now turn our attention to the function

Q(U ) =
∑

−;h
q(U ). (G.25)

Recalling the definition (7.28), we write

Qapx(U ) = − ln γU ,

Qlin;U [V ] = γ −2
U [∂0U ]∂0V + ∑

−;h Esm(U )∂0V ,
(G.26)

together with

Qnl;U (V ) = Q(U + V ) − Q(U ) − Qlin;U [V ]. (G.27)

Lemma G.3 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣∣Q(U ) − Qapx(U )

∣∣ ≤ Kh (G.28)

holds for all h > 0 and all U ∈ �h;κ .

Proof Writing

Qapx;I (U ) = ∑
−;h qapx(U )

= ∑
−;h γ −2

U ∂0US+[∂(2)U ], (G.29)

Lemma G.2 implies that
∣∣Q(U ) − Qapx;I (U )

∣∣ ≤ ∑
−;h

∣∣q(U ) − qapx(U )
∣∣

≤ C ′
1h

[ ∥∥∂+U
∥∥


2h
+ ∥∥∂+∂+U

∥∥

2h

] ∥∥∂+∂+U
∥∥


2h≤ C ′
2h.

(G.30)

On the other hand, Lemma D.9 yields the bound
∣∣Qapx;I (U ) + ln[γU ]∣∣ = ∣∣Qapx;I (U ) − Qapx(U )

∣∣ ≤ C ′
3h, (G.31)

which completes the proof. ��
Lemma G.4 Fix 0 < κ < 1

12 . Then there exists K > 0 so that the the residual bound

∣∣Qnl;U (V )
∣∣ ≤ K

[ ∥∥∂+V
∥∥


2h
+ h

][ ∥∥∂+V
∥∥


2h
+ ∥∥∂+∂+V

∥∥

2h

]
+ Kh

∣∣∂0V
∣∣ (G.32)

holds for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .
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Proof Writing

Qlin;U ;I [V ] = ∑
−;h qlin;U [V ]

= ∑
−;h

[
γ −4
U (2 − γ 2

U )S+[∂(2)U ]∂0V + γ −2
U ∂0US+[∂(2)V ]

]
,

(G.33)

we compute
∣
∣Q(U + V ) − Q(U ) − Qlin;U ;I [V ]∣∣ ≤ ∑

−;h
∣
∣qnl;U (V )

∣
∣

≤ K
[ ∥
∥∂+V

∥
∥


2h
+ h

][ ∥
∥∂+V

∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h

]
.

(G.34)

Recalling the definition (7.28), we see that

Qlin;U ;I [V ] = ∑
−;h

[
T−[

γ −4
U (2 − γ 2

U )S+[∂(2)U ]]∂0V + γ −2
U ∂0US+[∂(2)V ]

]

+∑
−;h Esm(U )∂0V .

(G.35)

The summation-by-parts identity (3.13) implies that
∑

−;h γ −2
U ∂0US+[∂(2)V ] = ∑

−;h γ −2
U [∂0U ]∂+∂0V

= T−[
γ −2
U ∂0U

]
∂0V − ∑

−;h ∂−[
γ −2
U ∂0U

]
∂0V

= γ −2
U [∂0U ]∂0V − h∂−[

γ −2
U ∂0U

]
∂0V

−∑
−;h T−

[
∂+[

γ −2
U ∂0U

]]
∂0V .

(G.36)

In particular, upon writing

Qlin;U ;I I [V ] = ∑
−;h T−

[
γ −4
U (2 − γ 2

U )S+[∂(2)U ] − ∂+[
γ −2
U ∂0U

]]
∂0V

+γ −2
U ∂0U∂0V + ∑

−;h Esm(U )∂0V ,

(G.37)

we see that
∣∣Qlin;U ;I I [V ] − Qlin;U ;I [V ]∣∣ = h

∣∣∣∂−[
γ −2
U ∂0U

]
∂0V

∣∣∣ ≤ hC ′
1

∣∣∂0V
∣∣ . (G.38)

Observing that

Qlin;U ;I I [V ] − Qlin;U [V ] =
∑

−;h
T−[

γ −4
U (2 − γ 2

U )S+[∂(2)U ] − ∂+[
γ −2
U ∂0U

]]
∂0V ,

(G.39)

we may apply Lemma D.8 to conclude
∣∣Qlin;U ;I I [V ] − Qlin;U [V ]∣∣ ≤ hC ′

2

∥∥∂+V
∥∥


2h
, (G.40)

as desired. ��
We now recall (4.4) together with the definitions

Z+
apx(U ) = γ −1

U , Z+
lin;U [V ] = γ −3

U [∂0U ]∂0V + γ −1
U

∑
−;h Esm(U )∂0V ,

Z−
apx(U ) = γU , Z−

lin;U [V ] = −γ −1
U [∂0U ]∂0V − γU

∑
−;h Esm(U )∂0V

(G.41)

and write

Z±
nl;U (V ) = Z±(U + V ) − Z±(U ) − Z±

lin;U [V ]. (G.42)

123



Journal of Dynamics and Differential Equations (2022) 34:1505–1599 1595

Lemma G.5 Fix 0 < κ < 1
12 . Then there exists K > 0 so that the pointwise approximation

estimate
∣
∣
∣Z+(U ) − Z+

apx(U )

∣
∣
∣ +

∣
∣
∣Z−(U ) − Z−

apx(U )

∣
∣
∣ ≤ Kh (G.43)

and the residual bound
∣
∣Z+

nl (V )
∣
∣ + ∣

∣Z−
nl (V )

∣
∣ ≤ K

[ ∥
∥∂+V

∥
∥2


2h
+ ∥

∥∂+∂+V
∥
∥2


2h

]

+Kh
[ ∥
∥∂+V

∥
∥


2h
+ ∥

∥∂+∂+V
∥
∥


2h

]
+ Kh

∣
∣∂0V

∣
∣

(G.44)

both hold for any h > 0, any U ∈ �h;κ and any V ∈ 
2h for which U + V ∈ �h;κ .
Proof Motivated by the definitions (4.4), we write

f +(x) = exp[x], f −(x) = exp[−x], (G.45)

together with

φ(∂+U , ∂(2)U ) = Q(U ) (G.46)

and finally

P±(∂+U , ∂(2)U ) = f ±(
φ(∂+U , ∂(2)U )

)
. (G.47)

This allows one to verify that

Z±(U ) = P±(∂+U , ∂(2)U ). (G.48)

Recalling (7.28), we now define the approximants

φapx(∂
+U , ∂(2)U ) = − ln γU ,

φlin;U [∂+V , ∂(2)V ] = γ −2
U [∂0U ]∂0V + ∑

−;h Esm(U )∂0V .
(G.49)

Lemma G.4 provides the pointwise bound
∣∣φ(∂+U , ∂(2)U ) − φapx(∂

+U , ∂(2)U )
∣∣ = ∣∣Q(U ) − Qapx(U )

∣∣ ≤ C ′
1h, (G.50)

together with
∣∣φnl;U [V ]∣∣ = ∣∣Qnl;U (V )

∣∣

≤ C ′
1

[ ∥∥∂+V
∥∥


2h
+ h

][ ∥∥∂+V
∥∥


2h
+ ∥∥∂+∂+V

∥∥

2h

]
+ C ′

1h
∣∣∂0V

∣∣ .
(G.51)

Noting that Df ±(x) = ± f ±(x), we see that the functions defined in (E.7) satisfy

P±
apx(U ) = f ±(

φapx(∂
+U , ∂(2)U )

)

= exp
[ ∓ ln[γU ]]

= γ ∓1
U ,

(G.52)

together with

P±
lin;U [V ] = ± f ±(− ln[γU ])

[
φlin;U [V ]

]

= ±γ ∓1
U

[
γ −2
U [∂0U ]∂0V + ∑

−;h Esm(U )∂0V
]

= ±γ
−(2±1)
U [∂0U ]∂0V ± γ ∓1

U

∑
−;h Esm(U )∂0V .

(G.53)

The desired estimates now follow from Lemma E.1. ��
Proof of Proposition 7.4 The results follow directly from Lemma G.5. ��
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H List of Symbols

The tables below summarize the most important symbols that are introduced at various
locations in the main text. We have chosen to only include symbols that occur in multiple
sections.
Discrete calculus

∂±, ∂0 (2.12) First differences, scaled with h
∂(2) = ∂+∂− (3.3) Second difference, scaled with h2

T± (3.1) Translation of sequence by ±h
S±, P± (3.2) Sum and product with translated sequence∑

−;h ,
∑

+;h , (3.9) Left and right discrete integral

Sequence spaces



2;1
h , 
2;2h , 
2;3h (3.30) and (3.34) 
2(hZ;R) with scaled inner products


∞
h , 
∞;1

h , 
∞;2
h (3.32) and (3.35) 
∞(hZ;R) with scaled derivatives

Uref;∗, Uref;κ (3.36)–(3.38) Reference functions connecting 0 �→ 1
Vh;κ (3.39) Admissible perturbations from Uref;κ
�h;κ (3.40) State space for U

Main nonlinearities

G, G+ (6.1) and (6.2) Right-hand-side of main reduced system (2.25)
Y (2.17) and (4.8) Governs gridpoint speed, ie ẋ = Y
Q (2.16) and (4.7) Integrating factor for Y
Z± (4.4) Exponential of ±Q

Adaptive discrete derivatives

r0U , γU (3.16) and (7.6) Gridpoint spacing
D�± , D�0 (3.17) Adaptive first discrete derivatives
D�0;+, D�−;+, D�+;+ (3.21) Mixed second discrete derivatives

I�−;+
0 , I�0;+

0 , I�0;+
s (3.22) Supporting functions for D�−;+

D��0 (3.26) Adaptive second discrete derivative
D��0;+ (3.27) Mixed third discrete derivative

I��0;+
0s , I��0;+

ss , I��0;++ (3.28) Supporting functions for D��0;+
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Auxiliary functions

p̃, p, q (4.2) and (4.3) Supporting functions for Y
p
�+
A , p�+

B , p�0 (6.3) Used to compute ∂+ p

Decomposition of G and G+

GA , GB , GC , GD (6.9) Four components of G
G+
A′a (6.14) Component of G+ that contains third derivative

G+
A′b , G

+
A′c , GB′ , GC ′ , GD′ (6.14) and (6.15) Remaining 5 components of G+

Y1, Y+
1 , Y+

2b (6.7) and (6.11) Supporting functions for G# and G+
#

Y2, Y+
2 , Y+

2a (6.7), (6.11), (6.13) Contain highest derivatives in G# and G+
#

XA , XB , XC , XD (6.8) Appear only in corresponding G# and G+
#

Approximation framework

Sfull, Sfull, S2;fix, S2;fix (7.1) Bounds for the seminorms in condition (h f )
Tsafe, T safe, T∞;opt , T∞;opt (7.2) Bounds for the linear terms in condition (h f )lin
Enl, Enl (7.3) Bounds for the nonlinear terms in condition (h f )nl
Q f for f ∈ Snl §7.1 Exponents for which condition (h f ) holds
Q f ;pref for f ∈ Snl (6.18) Preferred exponents for G bounds; see §7.2
Q f ;pref for f ∈ Snl (6.20) Preferred exponents for G+ bounds; see §7.2
QA

f ;lin, QB
f ;lin for f ∈ Snl §7.1 Exponents for which condition (h f )lin holds

QA
f ;nl, QB

f ;nl for f ∈ Snl §7.1 Exponents for which condition (h f )nl holds

Approximants

fapx for f ∈ Snl §7.1 Simplification for f ; see condition (h f )
flin;U for f ∈ Snl §7.1 Simplification for Df (U ); see condition (h f )
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