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Abstract This paper deals with entire solutions of a nonlocal dispersal epidemic model.
Unlike local (random) dispersal problems, a nonlocal dispersal operator is not compact and
the solutions of nonlocal dispersal system studied here lack regularity in suitable spaces,
which affects the uniform convergence of the solution sequences and the technique details in
constructing the entire solutions. In the monostable case, some new types of entire solutions
are constructed by combining leftward and rightward traveling fronts with different speeds
and a spatially independent solution. In the bistable case, the existence of many different
entire solutions with merging fronts are proved by constructing different sub- and super-
solutions. Various qualitative features of the entire solutions are also investigated. A key idea
is to characterize the asymptotic behaviors of the traveling wave solutions at infinite in terms
of appropriate sub- and super-solutions. Finally, we also obtain the smoothness of the entire
solutions in space, i.e., the solutions established in our paper are global Lipschitz continuous
in space.

Keywords Entire solutions · Nonlocal dispersal · Epidemic model ·
Traveling wave solutions · Asymptotic behavior

Mathematics Subject Classification 35K57 · 37C65 · 92D30

1 Introduction and Main Results

The spatial spread of epidemics is an important subject in mathematical epidemiology. In
order to model the cholera epidemic which spread in the European Mediterranean regions in
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1973, Capasso and Paveri-Fontana [9] proposed a system of two ordinary differential equa-
tions. Furthermore, Capasso and Maddalena [7] considered the spatial mobile and assumed
that the bacteria disperse randomlywhile the smallmobility of the infective human population
is neglected, they obtained the following reaction-diffusion system{

∂u
∂t (x, t) = d ∂2u

∂x2
(x, t) − a11u(x, t) + a12v(x, t),

∂v
∂t (x, t) = −a22v(x, t) + g(u(x, t)),

(1.1)

where x ∈ R, t ∈ R, d, a11, a12 and a22 are all positive constants. The variables u(x, t) and
v(x, t) respectively stand for the spatial densities of the infectious agent and the infective
human population at location x and time t , the parameter d denotes the diffusion coefficient
of the agent, 1/a11 is themean lifetime of the agent in the environment, 1/a22 is the infectious
period of the infective human, a12 is the multiplicative factor of the infectious agent due to
the human populations, and g(u) is the infection rate of human under the assumption that
total susceptible human population is constant during the evolution of the epidemic.

Traveling wave solutions of the system (1.1) have been widely studied. For example, Zhao
and Wang [51] established the existence of monotone traveling waves and the minimal wave
speed of (1.1) withmonostable nonlinearity. Xu and Zhao [47] proved the existence, unique-
ness and global exponential stability of traveling waves of (1.1) with bistable nonlinearity.
For more related works, we refer to [5–8].

It is well known that traveling wave solutions are only special examples of the so-called
entire solutions which are defined in the whole space and for all time t ∈ R. The study
on entire solutions is crucial and significant in the following sense: (i) From the dynamical
system point of view, entire solutions can help us for the mathematical understanding of
transient dynamics, and has the implication that dynamics of two solutions can have distinct
histories in the configuration, though their asymptotic profiles as t → +∞ coincide [32].
Moreover, it can help us fully understand the structures of the global attractors which consist
of entire solutions. (ii) From the viewpoint of biology, the entire solutions provide some new
spread and invasion ways of the epidemic and species, see [29,32]. In the recent years, there
are many works devoted to the entire solutions of scalar reaction-diffusion equations with
and without delays [11,13,14,18,20,22,23,27,32,40,48], lattice differential equations [41],
nonlocal dispersal equations [26,38], reaction-advection-diffusion equations in cylinders
[28,30], and reaction-diffusion systems [21,29,33,39,44–46]. More recently, Wu [44] and
Wu et al [46] studied the entire solutions of system (1.1) with bistable and monostable
nonlinearity, respectively.

Note that the Laplacian operator which is used to describe the diffusion of the infectious
agent in (1.1) only depicts a local and short range diffusion process. However, in reality, the
migration or diffusion of the individuals are not just limited in a local or short range, see
e.g. Lee et al. [25] and Murray [34]. So it is not enough or very accurate to formulate the
diffusion of individuals in a long range by Laplacian operator. One method in overcoming
the shortcoming of the Laplacian operator is to describe these models concerning with the
spatial migration by the following nonlocal operator

(Du)(x, t) = (J ∗ u)(x, t) − u(x, t) =
∫
R

J (x − y)[u(u, t) − u(x, t)]dy.

Taking this fact into account,we propose the following nonlocal dispersal epidemic system:{
ut (x, t) = d(J ∗ u(x, t) − u(x, t)) − a11u(x, t) + a12v(x, t),

vt (x, t) = −a22v(x, t) + g(u(x, t)),
(1.2)
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The meaning of parameters here are same as in system (1.1), and (J ∗ u − u) is nonlocal
dispersal operator which is used to describe the diffusion of the infectious agent.

In view of the great significance of the entire solutions, it is a very interesting and impor-
tant problem to model the spread process of the epidemic. The dynamics of the process in
mathematically characterized by traveling wave solutions or entire solutions. So the first
purpose of this paper is to provide many different spread ways of the epidemic. That is to
say, we shall establish some different types of entire solutions of (1.2) with monostable and
bistable nonlinearity, respectively. The second purpose is to obtain a smooth property of the
entire solutions since a lack of regularizing effect occurs in nonlocal dispersal system (1.2).

Mathematically, it suffices to study the following rescaled system{
ut (x, t) = d(J ∗ u(x, t) − u(x, t)) − u(x, t) + αv(x, t),

vt (x, t) = −βv(x, t) + g(u(x, t)),
(1.3)

where α = a12/a211 and β = a22/a11.
We first list some assumptions on the functions J and g which are needed throughout this

paper.

(J1) J ∈ C1(R), J (x) = J (−x) ≥ 0,
∫
R
J (x)dx = 1, and

∫
R
J (x)e−λxdx <

+∞, ∀λ > 0.
(J2) J is compactly supported and M := sup

{ | y |: y ∈ supp(J )
}

> 0.
(GM) g ∈ C2(R,R) and there exists a constant K1 > 0 such that g(0) = αg(K1)−βK1 =

0.Moreover, g′(0) >
β
α

> g′(K1), g′(u) > 0 for u ≥ 0, β
α
u < g(u) for u ∈ (0, K1),

and g′(u) ≤ g′(0) for u ∈ [0,+∞) (Monostable).
(GB) g ∈ C2(R,R), g(0) = 0, g′(0) ≥ 0, g′(u) > 0 for u > 0, lim

u→+∞g(u) = 1, and

there is a u0 > 0 such that g′′(u) > 0 for u ∈ (0, u0) and g′′(u) < 0 for u > u0.
Furthermore, g′(0) <

β
α

< γ , where γ is a positive constant such that the equation
g(u) = γ u has one and only one positive root (Bistable).

If g satisfies (GM), we obtain a monostable case, then the diffusion-free system of (1.3)
admits only an unstable equilibrium E− = 0 = (0, 0) and a stable equilibrium E+ = K =
(K1, K2), where K1 = αK2. If g satisfies (GB), we obtain a bistable case, and the diffusion-
free system of (1.3) has three equilibria E0 = (0, 0), E1 = (u∗

1, v
∗
1) and E2 = (u∗

2, v
∗
2),

where g(u∗
i ) = (β/α)u∗

i and u
∗
i = αv∗

i , i = 1, 2. E1 is a saddle point, E0 and E2 are stable
nodes.

Hereafter, a solution w(x, t) := (u(x, t), v(x, t)) of (1.3) is called a traveling wave solu-
tion connecting Ei and E j (i 
= j) with speed c, if (u(x, t), v(x, t)) = (φc(ξ), ψc(ξ)), ξ =
x + ct for some function (φc, ψc) ∈ C1(R,R2) which satisfies{

cφ′
c(ξ) = d(J ∗ φc(ξ) − φc(ξ)) − φc(ξ) + αψc(ξ),

cψ ′
c(ξ) = −βψc(ξ) + g(φc(ξ)),

(1.4)

and
lim

ξ→−∞(φc(ξ), ψc(ξ)) = Ei , lim
ξ→+∞(φc(ξ), ψc(ξ)) = E j . (1.5)

Moreover, we say (φc, ψc) is a traveling (wave) front if (φc, ψc) is monotone.
Since system (1.4) can be decoupled by solving the second equation and transformed into

the following scalar integro-differential equation

cφ′
c(ξ) = d(J ∗ φc(ξ) − φc(ξ)) − φc(ξ) + α

c

∫ ξ

−∞
e− β

c (ξ−s)g(φc(s))ds. (1.6)
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In order to consider the traveling fronts of (1.3) satisfies (1.5), it suffices to consider the
monotone solutions of (1.6) subject to (1.5).

In the recent years, there are many works devoted to the traveling wave solutions for
variaties of nonlocal dispersal equations with monostable and bistable nonlinearity. For
monostable case, our Eq. (1.6) satisfies the conditions of Pan [35] under the assumptions
(J1) and (GM), so it is easy to prove that there exists a number c∗ > 0 such that (1.3) has
a traveling front 
c(·) = (φc(·), ψc(·)) connecting E− and E+ for any c ≥ c∗, also see
[49,50]. For bistable case, from the abstract theory established by Bates et al [3] and Chen
[12], see also Fang and Zhao [16], we know that under the assumptions (J1)–(J2) and (GB),
there exists a unique constant c ∈ R such that (1.3) has a traveling front 
(·) = (φ(·), ψ(·))
connecting E0 and E2 with speed c. Moreover, if we restrict g(u) in the interval [0, u∗

1] or[u∗
1, u

∗
2], then system (1.3) can be regarded as a monostable system in [0, u∗

1] × [0, v∗
1 ] or[u∗

1, u
∗
2] × [v∗

1 , v
∗
2 ]. Assume further the following

(GBS) g(u) ≤ g(u∗
1)+g′(u∗

1)(u−u∗
1) for u ∈ [u∗

1, u
∗
2] and g(u) ≥ g(u∗

1)+g′(u∗
1)(u−u∗

1)

for u ∈ [0, u∗
1].

Thus there exists c∗
1 < 0 and c∗

2 > 0 such that (1.3) has two families of travel-
ing fronts 
1(·) = (φ1(·), ψ1(·)) connecting (0, 0) with (u∗

1, v
∗
1) for any c1 ≤ c∗

1 and

2(·) = (φ2(·), ψ2(·)) connecting (u∗

1, v
∗
1) and (u∗

2, v
∗
2) for any c2 ≥ c∗

2, respectively.
In themonostable case, since (1.3) allows a continuous family of traveling fronts
c(x+ct)

with different speeds, we construct a family of entire solutions of (1.3) by a combination
of traveling fronts with different speeds and spatially independent solutions. In the bistable
case, we explore some new types of entire solutions to (1.3). The first type is characterized by
two monostable fronts 
1(x + c1t) and 
2(x + c2t) emerge from the left axis and right axis
respectively. The second type is constructed from a monostable front 
1(−x + c1t) merging
with a bistable front 
(x + ct) under the assumption c > −c1. The last type behaves like
two traveling fronts 
(−x + ct) and 
(x + ct) propagating from both sides of the x-axis
and annihilating at a finite time.

The basic idea is to use traveling fronts to build different sub and supersolutions of (1.3)
and then deduce the existence of entire solutions trapped between these sub and supersoutions.
Although the basic idea is similar to the works [21,29,30,32,33,44,46], the technique details
are different. For example, in our system (1.3), since a lack of regularizing effect occurs in u-
equation due to the nonlocal dispersal and in v-equation due to the zero diffusion coefficient,
the solution sequences {wn(x, t)} of theCauchy problem for (1.3) are not smooth enoughwith
respect to x , hence its uniform convergence is not ensured. In order to obtain the continuous
entire solutions with respect to t and x , we have to make {wn(x, t)} possess a property which
is similar to a global Lipschitz condition with respect to x (see Lemma 6.1). A similar method
was successfully applied in the work [46] to partially degenerate reaction-diffusion systems.

Now we state our main results as follows.

Theorem 1.1 Assume that (J1) and (GM) hold. Let 
ci = (φci , ψci ) be the traveling fronts
of (1.3) connecting 0 and K with ci ≥ c∗, i = 1, 2. Then for any θ1, θ2 ∈ R, system (1.3)
possesses an entire solution Wc1,c2,θ1,θ2(x, t) = (u(x, t), v(x, t)) : R2 → [0, K1] × [0, K2]
such that

(i) ∂
∂t Wc1,c2,θ1,θ2(x, t) > 0 for any (x, t) ∈ R

2.
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(ii)

lim
t→−∞ sup

x≥0
‖ Wc1,c2,θ1,θ2(x, t) − 
c1(x + c1t + θ1) ‖= 0,

lim
t→−∞ sup

x≤0
‖ Wc1,c2,θ1,θ2(x, t) − 
c2(−x + c2t + θ2) ‖= 0.

(iii) lim
t→+∞sup

x∈R
‖Wc1,c2,θ1,θ2(x, t) − K‖ = 0.

(iv) For any x1 < x2, lim
t→−∞ sup

x∈[x1,x2]
‖Wc1,c2,θ1,θ2(x, t)‖ = 0.

(v) For any t0 ∈ R, lim|x |→+∞ sup
t∈[t0,+∞)

‖Wc1,c2,θ1,θ2(x, t) − K‖ = 0.

We have construct some new entire solutions connecting two traveling fronts in Theorem
1.1. Next, we consider any combination of traveling fronts and the spatially independent
solutions to construct some new entire solutions. The existence of the spatially independent
solution of (1.3) follows from Wu [46, Theorem 2].

Proposition 1.2 Assume (GM) holds. Then system (1.3) has a spatially independent solution
�(t) = (�1(t), �2(t)) which satisfies

�(−∞) = 0, �(+∞)=K, �′(t) � 0, lim
t→−∞ �(t)e−λ∗t =(1, b∗), �(t) ≤ (1, b∗)eλ∗t ,

for all t ∈ R, where b∗ = g′(0)/(β + λ∗) and λ∗ is the positive real root of the equation
λ2 + (β + 1)λ + β − αg′(0) = 0.

For convenience, we define

max{w1, w2} = (max{u1, u2},max{v1, v2}),min{w1, w2} = (min{u1, u2},min{v1, v2}),
for w1 = (u1, v1) and w2 = (u2, v2).

Theorem 1.3 Assume (J1) and (GM) hold. Let 
ci = (φci , ψci ) be the traveling fronts of
(1.3) connecting 0 and K with ci ≥ c∗, i = 1, 2, and �(t) = (�1(t), �2(t)) be the spatially
independent solution of (1.3) described as in Proposition 1.2. Then for any given c1, c2 ≥ c∗,
θ1, θ2, θ3 ∈ R and χ1, χ2 ∈ {0, 1}with χ1+χ2 ≥ 1, system (1.3) possesses an entire solution
W�(x, t) = (u(x, t), v(x, t)) : R2 → [0, K1] × [0, K2] such that

max{χ1
c1(x + c1t + θ1), χ2
c2(−x + c2t + θ2), �(t + θ3)}
≤W�(x, t) ≤ min

{
χ1
c1(x + p1(t)) + χ2
c2(−x + p2(t)) + (1, b∗)eλ∗(t+θ3),K

}
for (x, t) ∈ R × (−∞, 0], where pi (t)(i = 1, 2) with 0 < pi (t) − ci t − θi ≤ R0eνt are
monotone increasing functions on (−∞, T ], T ≤ 0, R0 > 0, ν > 0 are constants. Moreover,
the assertions (i) and (iii)–(v) in Theorem 1.1 still hold for W�(x, t) as for Wc1,c2,θ1,θ2(x, t).

Remark 1 Notice that the entire solutions established inTheorem1.1 are completely different
from those of Theorem 1.3 since Wc1,c2,θ1,θ2(x, t) and W�(x, t) have different decay rate
when t → −∞ due to λ∗ < cλ1(c) for any c ≥ c∗ (see Lemma 3.2).

For bistable case, we obtain the following several different types of entire solutions by
considering a combination of the traveling fronts 
, 
1 and 
2.
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Theorem 1.4 Assume that (J1)–(J2) and (GB)–(GBS) hold. Let 
1(·) be the traveling front
connecting E0 and E1 with speed c1 ≤ c∗

1 ,
2(·) be the traveling front connecting E1 and E2
with speed c2 ≥ c∗

2 , and 
(·) be the traveling front connecting E0 and E2 with speed c > 0.
Then (1.3) has an entire solution W1(x, t) = (U1(x, t), V1(x, t)) : R2 → [0, u∗

2] × [0, v∗
2 ]

such that

lim
t→−∞

⎧⎨
⎩ sup

x≤ (c1+c2)t
2

‖ W1(x, t) − 
1(x + c1t) ‖ + sup
x≥ (c1+c2)t

2

‖ W1(x, t) − 
2(x + c2t) ‖
⎫⎬
⎭ = 0.

Theorem 1.5 Let all the assumptions of Theorem 1.4 be satisfied. Then (1.3) possesses an
entire solution W2(x, t) = (U2(x, t), V2(x, t)) : R2 → [0, u∗

2] × [0, v∗
2 ] such that

lim
t→−∞

⎧⎨
⎩ sup

x≤ (c1+c2)t
2

‖ W2(x, t) − 
2(−x + c2t) ‖ + sup
x≥ (c1+c2)t

2

‖ W2(x, t) − 
1(−x + c1t) ‖
⎫⎬
⎭ = 0,

Remark 2 Note that for this nonlocal dispersal system (1.3), there is no related results like
Theorem 3.1 of [17] and Theorem 3.5 of [36] which is similar to a stability property of the
traveling fronts. So we can not obtain the convergence of the entire solutions established in
Theorems 1.4 and 1.5 to the bistable front 
(x + ct) as t → +∞.

Theorem 1.6 Let all the assumptions of Theorem 1.4 be satisfied. If c > −c1, then (1.3)
admits an entire solution W3(x, t) = (U3(x, t), V3(x, t)) : R2 → [0, u∗

2]×[0, v∗
2 ] satisfying

lim
t→−∞

⎧⎨
⎩ sup

x≤ (c1+c)t
2

‖ W3(x, t) − 
1(−x + c1t) ‖ + sup
x≥ (c1+c)t

2

‖ W3(x, t) − 
(x + ct) ‖
⎫⎬
⎭ = 0.

Moreover, for any given a > 0,

lim
t→+∞ inf

x∈R ‖W3(x, t) − E1‖ = 0 and lim
t→+∞ sup

x∈[−a,+∞)

‖W3(x, t) − E2‖ = 0.

Theorem 1.7 Assume that (J1)–(J2) and (GB) hold. Let 
(·) be the traveling front of
(1.3) connecting E0 and E2 with c > 0. Then (1.3) admits an entire solution W4(x, t) =
(U4(x, t), V4(x, t)) : R2 → [0, u∗

2] × [0, v∗
2 ] satisfying

lim
t→−∞

{
sup
x≤0

‖ W4(x, t) − 
(−x + ct) ‖ + sup
x≥0

‖ W4(x, t) − 
(x + ct) ‖
}

= 0.

Moreover, the following properties hold:

(i) ∂W4
∂t (x, t) > 0 for all (x, t) ∈ R

2.
(ii) limt→−∞ ‖ W4(x, t) ‖= 0 locally in x ∈ R.
(iii) limt→+∞ ‖W4(x, t) − E2‖ = 0 for all (x, t) ∈ R

2.

Wewould like to point out that when the speed of the traveling fronts
(x+ct) connecting
E0 and E2 is negative, i.e. c < 0, we can obtain similar results on entire solutions as in
Theorems 1.4–1.7. We leave the details to the readers. However, we can not deal with the
case c = 0 in this paper.

Remark 3 From the viewpoint of diseases transmission, the entire solutions established in
Theorems 1.1–1.7 represent some different spread ways of the epidemic. For example, the
entire solution in Theorem 1.1 can be viewed as the infectious agent spread from the both
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sides of the living areas of human population as t → −∞, and then tends to the positive
stable state as t → +∞. That is to say, the disease spread from the both sides of the living
areas successfully. In addition, the entire solution established in Theorem 1.6 indicates that
the infectious agent and the infective human spread from the both sides of the x-axis in the
same directions and finally the faster one might catch the slower one.

Note that the entire solutions of (1.3) established in Theorems 1.1–1.7 are differentiable
with respect to t , but it is not smooth enough with respect to x since a lack of regularizing
effect occurs in nonlocal dispersal system (1.3). Thus we further prove a smooth property
of the entire solutions w(x, t) = (u(x, t), v(x, t)) established in Theorems 1.1–1.7 which is
similar to global Lipschitz continuous with respect to x under the following assumption.

(H) sup
u∈[0,K1]

g′(u) <
β
α
(1+d) if (GM) holds, and sup

u∈[0,u∗
2]
g′(u) <

β
α
(1+d) if (GB) holds.

Theorem 1.8 Assume that (J1)–(J2) and (H) hold. Let w(x, t) = (u(x, t), v(x, t)) be the
entire solutions of (1.3) established in Theorems 1.1–1.7. Then there exist positive constants
D1 and D2 such that for any (x, t) ∈ R

2 and η > 0,

‖w(x + η, t) − w(x, t)‖ ≤ D1η and

∥∥∥∥∂w

∂t
(x + η, t) − ∂w

∂t
(x, t)

∥∥∥∥ ≤ D2η. (1.7)

We remark that a similar result is firstly established by Li et al. [26] for scalar nonlocal
dispersal equations with monostable nonlinearity. See also [38] for the bistable nonlinearity.
We extend this result to nonlocal dispersal systems successfully.

The remainder of this paper is organized as follows. In Sect. 2, wemake some preparations
which are important and necessary in what follows. In Sect. 3, we study the asymptotic
behaviors of traveling fronts at infinity since they are essential in the proofs of the main
Theorems. Sections 4 and 5 focus on the existence of the desired entire solutions of system
(1.3) in monostable and bistable cases respectively by constructing appropriate super and
subsolutions. In Sect. 6, we prove Theorem 1.8 with the help of an ordinary differential
equation. At last, we finish this article by providing some interesting discussions.

2 Preliminaries

In this section, we will make some preparations for getting our main results latter.
In what follows, we use the usual notations for the standard ordering in R

2. That is, for
w1 = (u1, v1) and w2 = (u2, v2), we denote w1 ≤ w2 if u1 ≤ u2 and v1 ≤ v2, w1 < w2

if w1 ≤ w2 and w1 
= w2, and w1 
 w2 if u1 < u2 and v1 < v2. If w1 < w2, we
denote (w1, w2) = {w ∈ R

2 : w1 < w < w2}, (w1, w2] = {w ∈ R
2 : w1 < w ≤ w2},

[w1, w2) = {w ∈ R
2 : w1 ≤ w < w2}, and [w1, w2] = {w ∈ R

2 : w1 ≤ w ≤ w2}. Let ‖ · ‖
denotes the Euclidean norm in R

2.
Let X = BUC(R,R2) be the Banach space of all bounded and uniformly continuous

functions from R to R
2 with the supermum norm ‖ · ‖X . Let X+ = {w = (u, v) ∈ X :

u(x) ≥ 0, v(x) ≥ 0, x ∈ R}. It is easy to see that X+ is a closed cone of X . For any
w1, w2 ∈ X , we write w1 ≤X w2 if w2 − w1 ∈ X+, w1 <X w2 if w2 − w1 ∈ X+\{0},
and w1 
X w2 if w2 − w1 ∈ I nt (X+). For w1, w2 ∈ X with w1 ≤X w2, we denote
[w1, w2]X = {w ∈ X : w1 ≤X w ≤X w2}.
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Now, we consider the following Cauchy problem of (1.3):⎧⎪⎨
⎪⎩
ut (x, t) = d(J ∗ u(x, t) − u(x, t)) − u(x, t) + αv(x, t), (x, t) ∈ R × (0,+∞),

vt (x, t) = −βv(x, t) + g(u(x, t)), (x, t) ∈ R × (0,+∞),

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R.

(2.1)
For w = (u, v) ∈ X , we define T1(t)u = e−(d+1)t u, T2(t)v = e−βtv. Clearly, T (t) =

(T1(t), T2(t)) is a linear semigroup on X . Moreover, it is clear that (2.1) is equivalent to the
following integral equation

w(t) = T (t)w0 +
∫ t

0
T (t − s)B(w(s))ds,

where

w(t) =
(
u(t)
v(t)

)
, T (t) =

(
T1(t) 0
0 T2(t)

)
, w0(x) =

(
u0(x)
v0(x)

)
,

and

B(w) =
(
B1(w)

B2(w)

)
=

(
d(J ∗ u) + αv

g(u)

)
.

Definition 2.1 A continuous function w = (u, v) : [τ, T ) → X , τ < T , is called a
supersolution (subsolution) of (1.3) on [τ, T ) if

w(t) ≥ (≤)T (t − s)w(s) +
∫ t

s
T (t − r)B(w(r))dr

for any τ ≤ s < t < T . A functionw : (−∞, T ) → X is called a supersolution (subsolution)
of (1.3) on (−∞, T ), if for any τ < T , w is a supersolution (subsolution) of (1.3) on [τ, T ).

Fortunately, the function B(w) here satisfies the quasi-monotonicity in [31], so by [31,
Corollary 5] (taking delay as zero) and [31, Theorem 1], we obtain the following lemma. For
convenience, we denote 0 := (0, 0) and

K̃ =
{

(K1, K2) if (GM) holds,
(u∗

2, v
∗
2) if (GB) holds.

Lemma 2.2 Assume (J1) and (GM) or (GB).

(i) For any w0 ∈ [0, K̃]X , (1.3) has a unique classical solution w(x, t;w0) on (x, t) ∈
R × [0,∞) with w(x, 0;w0) = w0(x) and 0 ≤ w(x, t;w0) ≤ K̃ for x ∈ R, t ≥ 0.

(ii) For any pair of supersolutionw+(x, t) and subsolutionw−(x, t) of (1.3) on [0,∞) with
w+(x, 0) ≥ w−(x, 0) and 0 ≤ w−(x, t), w+(x, t) ≤ K̃ for (x, t) ∈ R × [0,∞), there
holds 0 ≤ w−(x, t) ≤ w+(x, t) ≤ K̃ for all (x, t) ∈ R × [0,∞).

3 Asymptotic Behavior of Traveling Fronts

In this section, we will use the method developed by Carr and Chamj [4] and Ikahara’s
Theorem to obtain the asymptotic behavior of traveling fronts of (1.3). We always assume
that J satisfies (J1).
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3.1 Monostable Case

In this subsection, we assume that g satisfies (GM). For c > 0 and λ ∈ C\{−β/c}, we define
two characteristic functions:

�1(λ, c) = d
∫ +∞

−∞
J (y)e−λydy − cλ − (d + 1) + αg′(0)

β + cλ
,

�2(λ, c) = d
∫ +∞

−∞
J (y)e−λydy − cλ − (d + 1) + αg′(K1)

β + cλ
.

By some simple computations, we obtain the following lemma.

Lemma 3.1 (i) There exist c∗, λ∗ > 0 such that�1(λ∗, c∗) = 0 and ∂
∂λ

�1(λ, c)|λ=λ∗ = 0.
Moreover, the equation �1(λ, c) = 0 has only two distinct positive real roots λ1 < λ2
for c > c∗ and has no real root for c < c∗.

(ii) Forany c > 0,�2(λ, c) = 0 has twodistinct real rootsλ3 ∈
(
−β

c , 0
)
andλ4 ∈ (0,+∞).

Lemma 3.2 For any c ≥ c∗, there holds cλ1(c) > λ∗, where c∗, λ1(c) and λ∗ are defined
as in Lemma 3.1 and Proposition 1.2.

Proof Note that

cλ1(c) − λ∗ = d

(∫
R

J (y)e−λ1 ydy − 1

)
− 1 + αg′(0)

β + cλ1(c)
− λ∗ > −1

+ αg′(0)
β + cλ1(c)

− λ∗.

If there exists c0 ≥ c∗ such that c0λ1(c0) ≤ λ∗, then

0 ≥ c0λ1(c0) − λ∗ > −1 + αg′(0)
β + c0λ1(c0)

− λ∗ ≥ −1 + αg′(0)
β + λ∗ − λ∗ = 0,

which is a contradiction. The proof is complete. ��
Next, we provide a technical lemma which is important to obtain the asymptotic behavior

of traveling fronts.

Lemma 3.3 (Ikehara [4]) Let u(ξ) be a positive decreasing function in R and F(λ) =∫ +∞
0 e−λξu(ξ)dξ , if F can be written as F(λ) = H(λ)/(λ + λ0)

k+1 for some constants
k > −1, λ0 > 0, and some analytic function H in the strip −λ0 ≤ Reλ < 0, then

lim
ξ→+∞

u(ξ)

ξ ke−λ0ξ
= H(−λ0)

�(λ0 + 1)
.

Theorem 3.4 Assume that (J1) and (GM) hold. Let 
c(ξ) = (φc(ξ), ψc(ξ)) be a monotone
increasing traveling wave solution of (1.3) connecting 0 and K with speed c ≥ c∗, then the
following statements hold:

(i) For c > c∗,

lim
ξ→−∞ 
c(ξ)e−λ1ξ = (1, A0)a0, lim

ξ→−∞ 
′
c(ξ)e−λ1ξ = (1, A0)a0λ1.

For c = c∗,

lim
ξ→−∞ 
c(ξ)ξ−1e−λ∗ξ = −(1, A0)a0, lim

ξ→−∞ 
′
c(ξ)ξ−1e−λ∗ξ = −(1, A0)a0λ∗.
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(ii) For c ≥ c∗,

lim
ξ→+∞(K − 
c(ξ))e−λ3ξ = (1, A1)a1, lim

ξ→+∞ 
′
c(ξ)e−λ3ξ = −(1, A1)a1λ3,

where a0, a1 are positive constants which determined by c, A0 = g′(0)
β+cλ1

for c > c∗, A0 =
g′(0)

β+cλ∗ for c = c∗, and A1 = g′(K1)
β+cλ3

.

Proof We only prove the assertion (i), since the assertion (ii) can be shown similarly. The
proof is divided into three steps.

Step 1. We prove that there exists ξ ′ ∈ R such that φc(ξ) is integrable on (−∞, ξ ′], that
is

∫ ξ ′
−∞ φc(ξ)dξ < +∞.

For convenience, we define f (φc(ξ)) = −φc(ξ) + α
c

∫ ξ

−∞ e− β
c (ξ−s)g(φc(s))ds, then it

follows from (1.6) that φc(ξ) satisfies

cφ′
c(ξ) = d(J ∗ φc(ξ) − φc(ξ)) + f (φc(ξ)). (3.1)

Note that f ′(0) = −1 + α
c

∫ ξ

−∞ e− β
c (ξ−s)g′(0)ds = α

β
g′(0) − 1 > 0 and lim

ξ→−∞φc(ξ) = 0,

then there exists ξ ′ < 0 small enough such that for any ξ ≤ ξ ′, 1
2 f ′(0)φc(ξ) ≥ K0φ

2
c (ξ),

where K0 := 1
2 max

φ∈[0,K1]
| f ′′(φ)|. Then according to Taylor’s expansion, for any ξ ≤ ξ ′,

f (φc(ξ)) = f ′(0)φc(ξ) + f ′′(s)
2

φ2
c (ξ) ≥ f ′(0)φc(ξ) − K0φ

2
c (ξ) ≥ 1

2
f ′(0)φc(ξ),

for some s ∈ [0, K1]. Then for ξ ≤ ξ ′, we conclude from (3.1) that

cφ′
c(ξ) ≥ d(J ∗ φc(ξ) − φc(ξ)) + 1

2
f ′(0)φc(ξ). (3.2)

Integrating (3.2) from η to ξ with η < ξ ≤ ξ ′, we get

c(φc(ξ) − φc(η)) ≥ d
∫ ξ

η

(J ∗ φc(s) − φc(s))ds + 1

2
f ′(0)

∫ ξ

η

φc(s)ds. (3.3)

Note φc(−∞) = 0, then by Fubini’s theorem and Lebesgue’s dominated convergence theo-
rem, we obtain

lim
η→−∞

∫ ξ

η
(J ∗ φc(s) − φc(s))ds

= − lim
η→−∞

∫ ξ

η

∫ +∞
−∞

J (y)y
∫ 1

0
φ′
c(s − θy)dθdyds = −

∫ +∞
−∞

J (y)y
∫ 1

0
φc(ξ − θy)dθdy.

Letting η → −∞ in (3.3), we have

cφc(ξ) + d
∫ +∞

−∞
J (y)y

∫ 1

0
φc(ξ − θy)dθdy ≥ 1

2
f ′(0)

∫ ξ

−∞
φc(s)ds, (3.4)

which shows that φc(ξ) is integrable on (−∞, ξ ′].
Step 2. Next we will show that there exists a constant γ > 0 such that φc(ξ) = O(eγ ξ )

as ξ → −∞. Define U (ξ) = ∫ ξ

−∞ φc(s)ds, it is easy to see that U (ξ) is a well-defined
non-decreasing smooth function with U (−∞) = 0. First we prove U (ξ) is integrable on
(−∞, ξ ′]. Integrating (3.2) from −∞ to ξ , we get

cφc(ξ) ≥ d(J ∗U (ξ) −U (ξ)) + 1

2
f ′(0)U (ξ). (3.5)
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Then integrating (3.5) from −∞ to ξ again, there is

cU (ξ) ≥ d
∫ ξ

−∞
(J ∗U (s) −U (s))ds + 1

2
f ′(0)

∫ ξ

−∞
U (s)ds.

Since U (ξ) is increasing and U (−∞) = 0, for ξ ≤ ξ ′ we get∫ ξ

−∞
(J ∗U (s) −U (s))ds =

∫ ξ

−∞

∫
R

J (y)[U (s − y) −U (s)]dyds

=
∫ ξ

−∞

∫ +∞
0

J (y)[(U (s + y) −U (s)) − (U (s) −U (s − y))]dyds

=
∫ +∞
0

J (y)

[∫ ξ+y

ξ
U (s)ds −

∫ ξ

ξ−y
U (s)ds

]
dy ≥ 0.

So

cU (ξ) ≥ 1

2
f ′(0)

∫ ξ

−∞
U (s)ds for ξ ≤ ξ ′. (3.6)

Thus, U (ξ) is integrable on (−∞, ξ ′]. In view of U is non-negative and increasing, then for
any r > 0 and ξ ≤ ξ ′,

cU (ξ) ≥ 1

2
f ′(0)

∫ ξ

−∞
U (s)ds ≥ 1

2
f ′(0)

∫ ξ

ξ−r
U (s)ds ≥ 1

2
f ′(0)rU (ξ − r).

Choose r0 > 0 sufficiently large such that θ0 := 2c
f ′(0)r0 ∈ (0, 1), then U (ξ − r0) ≤ θ0U (ξ),

ξ ≤ ξ ′. Define Ũ (ξ) = U (ξ)e−γ ξ , where γ = 1
r0
ln 1

θ0
, then for any ξ ≤ ξ ′,

Ũ (ξ − r0) = U (ξ − r0)e
−γ (ξ−r0) = 1

θ0
U (ξ − r0)e

−γ ξ ≤ U (ξ)e−γ ξ = Ũ (ξ).

Therefore,

0 ≤ Ũ (ξ) ≤ K ′ := max
{
Ũ (s)|s ∈ [ξ ′ − r0, ξ

′]
}

for ξ ≤ ξ ′,

which implies that U (ξ) = O(eγ ξ ) as ξ → −∞.
In view of g(φc) ≤ g′(0)φc for φc ∈ (0, K1) and φc(·) is nondecreasing, we get

cφ′
c(ξ) ≤ d(J ∗ φc(ξ) − φc(ξ)) − φc(ξ) + α

β
g′(0)φc(ξ). (3.7)

Integrating (3.7) from −∞ to ξ , ξ ≤ ξ ′, one has

cφc(ξ) ≤ d(J ∗U (ξ) −U (ξ)) −U (ξ) + α

β
g′(0)U (ξ), (3.8)

According to (J1) and U (ξ) = O(eγ ξ ) as ξ → −∞, we have

J ∗U (ξ) =
∫
R

J (y)U (ξ − y)dy = O(eγ ξ ) as ξ → −∞.

Thus (3.8) implies that φc(ξ) = O(eγ ξ ) as ξ → −∞.
Step3. In the following,weprove themain results of this theorem.Basedon the discussions

above, for λ ∈ C with 0 < Reλ < γ , we can define a two-sided Laplace transform of φc by

L(λ) =
∫ +∞

−∞
φc(ξ)e−λξdξ.
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Rewrite equation (1.6) as

d (J ∗ φc(ξ) − φc(ξ)) − cφ′
c(ξ) − φc(ξ) + αg′(0)

c

∫ ξ

−∞
e− β

c (ξ−s)φc(s)ds

= α

c

∫ ξ

−∞
e− β

c (ξ−s) [g′(0)φc(s) − g(φc(s))
]
ds. (3.9)

Note that∫
R

e−λξ (J ∗ φc(ξ))dξ =
∫
R

e−λy J (y)
∫
R

φc(ξ − y)e−λ(ξ−y)dξdy = L(λ)

∫
R

J (y)e−λydy,

and

αg′(0)
c

∫ +∞

−∞
e−λξ

∫ ξ

−∞
e− β

c (ξ−s)φc(s)dsdξ = αg′(0)
β + cλ

L(λ).

Multiply both sides of (3.9) by e−λξ and integrating along ξ on R, we get

L(λ)�1(λ, c) = α

c

∫
R

e−λξ

(∫ ξ

−∞
e− β

c (ξ−s)[g′(0)φc(s) − g(φc(s))]ds
)
dξ. (3.10)

Let V (ξ) = φc(−ξ) and � = −λ in (3.10), then V (+∞) = 0 and V (·) is decreasing and

L1(�)�1(−�, c) = α

c

∫ +∞

−∞
e−�ξh(ξ)dξ, (3.11)

where

L1(�) =
∫ +∞

−∞
e−�ξV (ξ)dξ and h(ξ) =

∫ +∞

ξ

e
β
c (ξ−s)[g′(0)V (s) − g(V (s))]ds.

From g ∈ C2(R), g(0) = 0, V (ξ) = O(e−γ ξ ) as ξ → +∞, and Taylor’s expansion, one
has

g′(0)V (s) − g(V (s)) = O(V 2(s)) = O(e−2γ s) as s → +∞.

Therefore, the right side of (3.11) is well defined for −2γ < Re� < 0. We now use a
property of Laplace transform (Widder [43]). According to V (ξ) > 0, there exists a constant
μ such that L1(�) is analytic for μ < Re� < 0 and L1(�) has a singularity at � = μ.
Hence L1(�) is well defined until � is a zero of �1(−�, c) = 0, it follows from Lemma
3.1 that L1(�) is well defined for −λ1 < Re� < 0 since 0 < λ1 < λ2.

From (3.11), we can define

F(�) :=
∫ +∞

0
V (ξ)e−�ξdξ =

α
c

∫ +∞
−∞ e−�ξh(ξ)dξ

�1(−�, c)
−

∫ 0

−∞
V (ξ)e−�ξdξ.

In order to apply Lemma 3.3, we define

H(�) :=
α
c

∫ +∞
−∞ e−�ξh(ξ)dξ

�1(−�, c)/(� + λ1)k+1 − (� + λ1)
k+1

∫ 0

−∞
V (ξ)e−�ξdξ,

where k = 0 for c > c∗ and k = 1 for c = c∗ since �1(−�, c) has a simple root λ1 when
c > c∗ and a double root λ1 when c = c∗. Note that if c = c∗, then λ1 = λ∗. Clearly,
F(�) = H(�)/(� + λ1)

k+1.
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Nowwe claim that H(�) is analytic in the strip S := {� ∈ C|−λ1 ≤ Re� < 0}. Clearly,
it suffices to show that the function

J (�) :=
α
c

∫ +∞
−∞ e−�ξh(ξ)dξ

�1(−�, c)/(� + λ1)k+1

is analytic in S. Since J (�) = L1(�)(� + λ1)
k+1, and L1(�) is well defined for −λ1 <

Re� < 0, we know that J (�) is analytic for −λ1 < Re� < 0. Next we just show J (�) is
analytic for Re� = −λ1. we claim that�1(−�, c) = 0 does not have any zeros with Re� =
−λ1 other than � = −λ1. Actually, let � = −λ1 + ωi , then follows from �1(−�, c) = 0
and �1(λ1, c) = 0, we have

d
∫
R

J (y)e−λ1 y sin2
(ωy

2

)
dy + αg′(0)c2ω2

[(β + cλ1)2 + c2ω2](β + cλ1)
= 0,

and

d
∫
R

J (y)e−λ1 y sin(ωy)dy + αg′(0)cω
(β + cλ1)2 + c2ω2 + cω = 0,

which implies that ω = 0. Thus J (�) is analytic for Re� = −λ1, and H(�) is analytic in
S. Then by Lemma 3.3 we get that lim

ξ→−∞φc(ξ)e−λ1ξ = lim
ξ→+∞V (ξ)eλ1ξ exists for c > c∗,

and

lim
ξ→−∞φc(ξ)ξ−1e−λ1ξ = − lim

ξ→+∞V (ξ)ξ−1eλ1ξ exists for c = c∗.

Take a0 = a0(c) := lim
ξ→−∞φc(ξ)e−λ1ξ and a0 = a0(c∗) := − lim

ξ→−∞φc(ξ)ξ−1e−λ1ξ .

Moreover, by using Lebesgue’s dominated convergence theorem, it is easy to show that
limξ→−∞ e−λ1ξ φ′

c(ξ) = a0λ1. Similarly, we can prove for c = c∗, lim
ξ→−∞φ′

c(ξ)ξ−1e−λ1ξ

= −a0λ1. Noting that ψc(ξ) = 1
c

∫ ξ

−∞ e− β
c (ξ−s)g(φc(s))ds, we have limξ→−∞ e−λ1ξψc(ξ)

= g′(0)a0
β+cλ1

. The other conclusions can be obtained similarly. The proof is complete. ��
Remark 4 From Lemma 3.1, we know that for any c ≥ c∗,�2(λ, c) = 0 has only one simple
root λ3 < 0, so in the proof of (ii) of Theorem 3.4, we just choose k = 0 for c ≥ c∗.

3.2 Bistable Case

In this subsection, we assume that g satisfies (GB). Define the following characteristic func-
tions:

�3(λ, c) = d
∫ +∞

−∞
J (y)e−λydy − cλ − (d + 1) + αg′(0)

β + cλ
,

�4(λ, c) = d
∫ +∞

−∞
J (y)e−λydy − cλ − (d + 1) + αg′(u∗

2)

β + cλ
,

where λ ∈ C\{−β/c}. Then by a similar argument as Lemma 3.1, we obtain

Lemma 3.5 For any c > 0, �3(λ, c) = 0 has two real roots λ5 ∈ (−β/c, 0) and λ6 ∈
(0,+∞), and �4(λ, c) = 0 also has two real roots λ7 ∈ (−β/c, 0) and λ8 ∈ (0,+∞).

Theorem 3.6 Assume (J1) and (GB) hold. Let 
(ξ) = (φ(ξ), ψ(ξ)) be an increasing trav-
eling wave solution of (1.3) satisfying 
(−∞) = E0 and 
(+∞) = E2 with speed c 
= 0.
Then the following statements hold:
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(i) limξ→−∞ 
(ξ)e−λ6ξ = (1, B0)b0, limξ→−∞ 
′(ξ)e−λ6ξ = (1, B0)b0λ6,
(ii) limξ→+∞(E2 − 
(ξ))e−λ7ξ = (1, B1)b1, limξ→+∞ 
′(ξ)e−λ7ξ = −(1, B1)b1λ7,

where b0 and b1 are some positive constants, B0 = g′(0)
β+cλ6

> 0 and B1 = g′(u∗
2)

β+cλ7
> 0.

Proof This lemma can be proved by making a modification of Theorem 2.5 of Wu [46], so
we omit the details. ��
Remark 5 The readers must notice that �1(λ, c) and �3(λ, c) are different functions since
g′(0) in them are different.

4 Entire Solutions in Monostable Case

In this section, we will establish the existence of entire solutions of (1.3) by using super-sub-
solutions method and comparison principle.

Before the proof of Theorem 1.1 we first give some useful lemmas. According to Theorem
3.4, we obtain the following estimates directly.

Lemma 4.1 Let 
c(·) = (φc(·), ψc(·)) be an increasing traveling wave front of (1.3)
connecting (0, 0) and (K1, K2) with speed c ≥ c∗. Then there exist positive constants
k(c), K (c),m(c), M(c) and δ(c) such that for c ≥ c∗ and x ≥ 0,

k(c)eλ3(c)x ≤ K1 − φc(x) ≤ K (c)eλ3(c)x ,

δ(c)k(c)eλ3(c)x ≤ δ(c)(K1 − φc(x)) ≤ φ′
c(x),

m(c)(K1 − φc(x)) ≤ K2 − ψc(x) ≤ M(c)(K1 − φc(x)),

m(c)δ(c)k(c)eλ3(c)x ≤ δ(c)(K2 − ψc(x)) ≤ ψ ′
c(x).

For c > c∗, x ≤ 0,

k(c)eλ1(c)x ≤ φc(x) ≤ K (c)eλ1(c)x , δ(c)φc(x) ≤ φ′
c(x),

m(c)φc(x) ≤ ψc(x) ≤ M(c)φc(x), δ(c)ψc(x) ≤ ψ ′
c(x),

and for c = c∗, x ≤ 0, let ε ∈ (0, λ∗), there exists Kε > 0 such that

φc∗(x) ≤ Kεe
(λ∗−ε)x , δ(c∗)φc∗(x) ≤ φ′

c∗(x), δ(c∗)ψc∗(x) ≤ ψ ′
c∗(x), (4.1)

m(c∗)φc∗(x) ≤ ψc∗(x) ≤ M(c∗)φc∗(x).

Next we consider the following coupled system of ordinary differential equations:⎧⎪⎨
⎪⎩
p′
1(t) = c1 + Neμp1(t), t < 0,

p′
2(t) = c2 + Neμp1(t), t < 0,

p1(0) ≤ 0, p2(0) ≤ 0.

(4.2)

where c1, c2, N and μ are positive constants and c2 ≥ c1 ≥ c∗. Solving (4.2) explicitly, we
obtain

pi (t) = pi (0) + ci t − 1

μ
ln

{
1 + N

c1
eμp1(0)(1 − ec1μt )

}
, i = 1, 2. (4.3)

Obviously, pi (t) is increasing, i = 1, 2. Let

ω1 = p1(0) − 1

μ
ln

{
1 + N

c1
eμp1(0)

}
, ω2 = p2(0) − 1

μ
ln

{
1 + N

c1
eμp1(0)

}
. (4.4)
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Then according to the identity pi (t) − ci t − ωi = − 1
μ
ln

{
1 − rec1μt/(1 + r)

}
, i = 1, 2,

where r = Neμp1(0)/c1, we have

0 < p1(t) − c1t − ω1 = p2(t) − c2t − ω2 ≤ R0e
c1μt , for t ≤ 0, (4.5)

where R0 is some positive constant. Since p′
2 − p′

1 = c2 − c1 ≥ 0, we obtain p2(t) ≤
p1(t) ≤ 0(t ≤ 0) if p2(0) ≤ p1(0) ≤ 0.

It is clear that if (u1(x, t), v1(x, t)) and (u2(x, t), v2(x, t)) are two subsolutions of (1.3)
on t ∈ (T1, T2), then the pairing of (u, v) := (max

x∈R {u1, u2},max
x∈R {v1, v2}) is a subsolution of

(1.3) on t ∈ (T1, T2). Similarly, if (ū1(x, t), v̄1(x, t)) and (ū2(x, t), v̄2(x, t)) are supersolu-
tions of (1.3) on t ∈ (T1, T2), then the pairing of (ū, v̄) := (min

x∈R{ū1, ū2},min
x∈R{v̄1, v̄2}) is a

supersolution of (1.3) on t ∈ (T1, T2). Thus we have the following lemma.

Lemma 4.2 The function w(x, t) = (u(x, t), v(x, t)) defined by

w(x, t) = max{
c1(x + c1t + ω1),
c2(−x + c2t + ω2)}
is a subsolution of (1.3) on (−∞,+∞), where ωi is defined in (4.4).

Lemma 4.3 Assume (J1) and (GM) hold. Given c1 and c2 such that c2 ≥ c1 ≥ c∗, let
L = max

u∈[0,K1]
|g′′(u)|, N and μ of (4.2) satisfy

(i) if c2 = c1 = c∗, let μ = λ∗ − ε and N ≥ LKε

δ(c∗)m(c∗) for some ε ∈ (0, λ∗).
(ii) if c2 > c1 = c∗, let μ = λ1(c2) and

N ≥ max

{
LKε

δ(c2)m(c2)
,

LK (c2)

δ(c∗)m(c∗)
,

LKε

δ(c∗)m(c∗)
,

LK (c2)

δ(c2)m(c2)

}
,

for some ε ∈ (0, λ∗ − λ1(c2)).
(iii) if c2 ≥ c1 > c∗, let μ = λ1(c2) and

N ≥ max

{
LK (c1)

δ(c2)m(c2)
,

LK (c2)

δ(c1)m(c1)
,

LK (c1)

δ(c1)m(c1)
,

LK (c2)

δ(c2)m(c2)

}
.

Then for the solution (p1(t), p2(t)) of (4.2) with p2(0) ≤ p1(0) ≤ 0, the function w̄(x, t) =
(ū(x, t), v̄(x, t)) defined by

w̄(x, t) = 
c1(x + p1(t)) + 
c2(−x + p2(t)),

is a supersolution of (1.3) on t ∈ (−∞, 0].
Proof For convenience, we denote E[w̄](x, t) = (E1[w̄](x, t), E2[w̄](x, t)), where

E1[w̄] : = ūt − d(J ∗ ū − ū) + ū − αv̄,

E2[w̄] : = v̄t + βv̄ − g(ū).

Thenwe just need to prove E1[w̄](x, t) ≥ 0 and E2[w̄](x, t) ≥ 0 for all (x, t) ∈ R×(−∞, 0].
Direct computations show that

E1[w̄] = (p′
1 − c1)φ

′
c1 + (p′

2 − c2)φ
′
c2 = Neμp1(φ′

c1 + φ′
c2) ≥ 0.

Next, we show that E2[w̄](x, t) ≥ 0 for (x, t) ∈ R × (−∞, 0]. Similarly we get

E2[w̄] = ψ ′
c1(p

′
1 − c1) + ψ ′

c2(p
′
2 − c2) + g(φc1) + g(φc2) − g(φc1 + φc2)

= (ψ ′
c1 + ψ ′

c2)
[
Neμp1 − H(x, t)

]
, (4.6)
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where

H(x, t) = G(x, t)

ψ ′
c1(x + p1(t)) + ψ ′

c2(−x + p2(t))
, (4.7)

and

G(x, t) = g(φc1(x + p1(t))+φc2(−x + p2(t)))− g(φc1(x + p1(t)))− g(φc2(−x + p2(t))).
(4.8)

For u1, u2 ∈ [0, K1], recalling that g(0) = 0 and g′(u) ≤ g′(0) for u ∈ [0, 2K1], we obtain

g(u1 + u2) − g(u1) − g(u2) ≤ Lu2i , i = 1, 2.

Thus we get G(x, t) ≤ Lφ2
ci ((−1)i−1x + pi (t)), i = 1, 2. Similar to the proof of [46,

Lemma 18], we can show that w̄(x, t) is a supersolution of (1.3) on (−∞, 0]. This completes
the proof. ��

Proof of Theorem 1.1 For n ∈ N, we denote

ϕn(x) := (ϕn
1 (x), ϕn

2 (x)) = max{
c1(x − c1n + ω1),
c2(−x − c2n + ω2)}, x ∈ R.

Consider the following initial value problem of (1.3):

⎧⎪⎨
⎪⎩

(un)t (x, t) = d(J ∗ un(x, t) − un(x, t)) − un(x, t) + αvn(x, t), x ∈ R, t > −n,

(vn)t (x, t) = −βvn(x, t) + g(un(x, t)), x ∈ R, t > −n,

(un(x,−n), vn(x,−n)) = (un,0(x), vn,0(x)) = ϕn(x), x ∈ R.

(4.9)
From Lemma 2.2, we know that system (4.9) has a unique solution wn(x, t;ϕn) =

(un(x, t;ϕn), vn(x, t;ϕn)) which satisfies 0 ≤ wn(x, t) ≤ K for (x, t) ∈ R × [−n,+∞)

and wn(x,−n) = w(x,−n) ≤ wn+1(x,−n) ≤ K, then by comparison principle, we get
0 ≤ w(x, t) ≤ wn(x, t) ≤ wn+1(x, t) ≤ min{K, w̄(x, t)}. That is to say, {wn(x, t)}∞n=1 is
bounded and non-decreasing about n for any (x, t) ∈ R × (−n,+∞). Then there exists a
function w(x, t) = (u(x, t), v(x, t)) satisfying 0 ≤ (u(x, t), v(x, t)) ≤ K such that for any
(x, t) ∈ R

2, there is

lim
n→∞(un(x, t), vn(x, t)) = (u(x, t), v(x, t)).

For any given t0 ∈ R, there exists n ∈ N such that t0 > −n and wn = (un, vn) satisfies

wn(x, t) = T (t − t0)wn(x, t0) +
∫ t

t0
T (t − s)B(wn(x, s))ds,

where T (t) and B are defined as in Sect. 2. Then by Lebesgue dominated convergence
theorem, we get

w(x, t) = T (t − t0)w(x, t0) +
∫ t

t0
T (t − s)B(w(x, s))ds.
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It is easy to see that w(x, t) is continuous and differentiable about t . Thus we obtain that

ut (x, t) = −(d + 1)e−(d+1)(t−t0)u(x, t0) − (d + 1)
∫ t

t0
e−(d+1)(t−s)B1(u(x, s), v(x, s))ds

+ B1(u(x, t), v(x, t))

= −(d + 1)u(x, t) + B1(u(x, t), v(x, t))

= d(J ∗ u(x, t) − u(x, t)) − u(x, t) + αv(x, t).

vt (x, t) = −βe−β(t−t0)v(x, t0) − β

∫ t

t0
e−β(t−s)B2(u(x, s), v(x, s))ds

+ B2(u(x, t), v(x, t))

= −βv(x, t) + B2(u(x, t), v(x, t))

= −βv(x, t) + g(u(x, t)).

Therefore, w(x, t) = (u(x, t), v(x, t)) is an entire solution of (1.3) and satisfies

w(x, t) ≤ w(x, t) ≤ w̄(x, t), on (x, t) ∈ R × (−∞, 0],
w(x, t) ≤ w(x, t) ≤ K, on (x, t) ∈ R

2. (4.10)

Furthermore, since limt→−∞ supx∈R ‖ w̄(x, t)−w(x, t) ‖= 0,we get the entire solution
w(x, t) of (1.3) satisfying the following asymptotic behaviors:

lim
t→−∞ sup

x≥0
‖ w(x, t) − 
c1(x + c1t + ω1) ‖= 0,

lim
t→−∞ sup

x≤0
‖ w(x, t) − 
c2(−x + c2t + ω2) ‖= 0.

Moreover, by (4.10), it is easy to see that limt→+∞ supx∈R ‖ w(x, t) − K ‖= 0.
Now we prove the assertion (i). Since wn(x, t) ≥ w(x, t) ≥ w(x,−n) = wn(x,−n)

for (x, t) ∈ R × (−n,+∞). Let ε > 0, following wn(x, ε − n) ≥ wn(x,−n) we have
wn(x, t + ε) ≥ wn(x, t) for any t > −n and x ∈ R. This implies that ∂

∂t wn(x, t) ≥ 0 for
(x, t) ∈ R × (−n,+∞) which yields ∂

∂t w(x, t) ≥ 0 for all (x, t) ∈ R
2. Next, we show that

∂
∂t w(x, t) � 0 for all (x, t) ∈ R

2. Note that

utt = d(J ∗ ut − ut ) − ut + αvt ≥ −(d + 1)ut ,

then for any x ∈ R and τ < t , we have

ut (x, t) ≥ ut (x, τ )e−(d+1)(t−τ) ≥ 0.

Suppose for the contrary that there exists a point (x0, t0) ∈ R
2 such that ut (x0, t0) = 0,

then ut (x0, τ ) = 0 for all τ ≤ t0. Hence, limt→−∞ u(x0, t) = u(x0, t0). But (4.10) shows
that limt→−∞ u(x0, t) = 0 and u(x0, t0) > 0. This contradiction yields that ut (x, t) > 0
for all (x, t) ∈ R

2. Similarly, we can show that vt (x, t) > 0 for all (x, t) ∈ R
2. The proofs

of (iii)–(v) are straightforward, so we omit them. Take Wc1,c2,ω1,ω2(x, t) = w(x, t), then
Theorem 1.1 holds for θi = ωi , i = 1, 2.

For any θ1, θ2 ∈ R, define Wc1,c2,θ1,θ2(·, ·) = Wc1,c2,ω1,ω2(· + ξ, · + η) with

ξ = c2(θ1 − ω1) − c1(θ2 − ω2)

c1 + c2
and η = θ1 + θ2 − ω1 − ω2

c1 + c2
.

Thus, Wc1,c2,θ1,θ2(x, t) is also an entire solution of (1.3). The proof is complete. ��
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Proof of Theorem 1.3 We just constructing a pair of super and subsolutions of (1.3) since
the other discussions are similar to that of Theorem 1.1, and we omit them. ��

Let �(t) be an increasing solution of (1.3) described as in Proposition 1.2.

Lemma 4.4 Suppose that (J1) and (GM) hold. Then

w(x, t) = max
{
χ1
c1(x + c1t + ω1), χ2
c2(−x + c2t + ω2), �(t + ω3)

}
is a subsolution of (1.3) on R× (−∞,+∞), where ω1 and ω2 are defined by (4.4), ω3 ∈ R

and χ1, χ2 ∈ {0, 1} with χ1 + χ2 ≥ 1.

Proof The proof is similar to that of Lemma 4.2, see also [27, Lemma 3.6]. So we omit it
here. ��

Lemma 4.5 Assume that (J1) and (GM) hold. Then there exists T ≤ 0 such that

w̄(x, t) = min
{
χ1
c1(x + p1(t)) + χ2
c2(−x + p2(t)) + (1, b∗)eλ∗(t+θ3),K

}
is a supersolution of (1.3) onR×(−∞, T ), where χ1, χ2 ∈ {0, 1}with χ1+χ2 ≥ 1, θ3 ∈ R,
and N and μ in (4.2) are defined as in Lemma 4.3.

Proof We only consider the case χ1 = χ2 = 1 since the other cases can be proved similarly.
Denote ρ(t) = (ρ1(t), ρ2(t)) = (1, b∗)eλ∗(t+θ3), then ρ(t) satisfies{

ρ′
1(t) = −ρ1(t) + αρ2(t),

ρ′
2(t) = −βρ2(t) + g′(0)ρ1(t).

Define

S1 = {(x, t) ∈ R × (−∞, 0]|φc1(x + p1(t)) + φc2(−x + p2(t)) + ρ1(t) > K1},
S2 = {(x, t) ∈ R × (−∞, 0]|φc1(x + p1(t)) + φc2(−x + p2(t)) + ρ1(t) < K1},
S3 = {(x, t) ∈ R × (−∞, 0]|ψc1(x + p1(t)) + ψc2(−x + p2(t)) + ρ2(t) > K2},
S4 = {(x, t) ∈ R × (−∞, 0]|ψc1(x + p1(t)) + ψc2(−x + p2(t)) + ρ2(t) < K2}.

We divide the reminder of the proof into three steps.
Step 1. We first verify that E1[w̄](x, t) ≥ 0 for (x, t) ∈ S1 ∪ S2.

(i) If (x, t) ∈ S1, then ū(x, t) = K1, v̄(x, t) ≤ K2, and E1[w̄](x, t) ≥ K1 − αK2 = 0.
(ii) If (x, t) ∈ S2, then ū(x, t) = φc1(x + p1(t)) + φc2(−x + p2(t)) + ρ1(t) and v̄(x, t)

≤ ψc1(x + p1(t)) + ψc2(−x + p2(t)) + ρ2(t). Thus,

E1[w̄](x, t)
= φ′

c1 p
′
1 + φ′

c2 p
′
2 + ρ′

1 − d(J ∗ φc1 − φc1) − d(J ∗ φc2 − φc2) + φc1 + φc2 + ρ1 − αv̄

= φ′
c1(p

′
1 − c1) + φ′

c2(p
′
2 − c2) + ρ′

1 + ρ1 − αv̄ + αψc1 + αψc2

= (φ′
c1 + φ′

c2)Neμp1(t) − α[v̄ − (ψc1 + ψc2 + ρ2)] ≥ 0.

Step 2. Now we prove that E2[w̄](x, t) ≥ 0 for (x, t) ∈ S3 ∪ S4.

(i) For (x, t) ∈ S3, v̄(x, t) = K2, ū(x, t) ≤ K1, and E2[w̄](x, t) ≥ βK2 − g(K1) = 0.
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(ii) For (x, t) ∈ S4, v̄(x, t) = ψc1(x + p1(t)) + ψc2(−x + p2(t)) + ρ2(t) and ū(x, t) ≤
φc1(x + p1(t)) + φc2(−x + p2(t)) + ρ1(t). In view of g′(u) ≤ g′(0) for u ∈ [0,+∞),
we have

E2[w̄](x, t) = ψ ′
c1(p

′
1 − c1) + ψ ′

c2(p
′
2 − c2) + g(φc1) + g(φc2) − g(ū) + g′(0)ρ1

≥ Neμp1(t)(ψc′
1
+ ψ ′

c2) + g(φc1) + g(φc2) − g(φc1 + φc2)

+ g′(0)ρ1 − [g(φc1 + φc2 + ρ1) − g(φc1 + φc2)]
≥ (ψc′

1
+ ψ ′

c2)
[
Neμp1(t) − H(x, t)

]
,

where H(x, t) is given by (4.7). Then by using a similar argument as in the proof of
Lemma 4.3, we get E2[w̄](x, t) ≥ 0 for (x, t) ∈ S4.

Step 3. Finally, we prove that there exists T ≤ 0 such that w̄(x, t) is a supersolution of
(1.3) on (−∞, T ). This proof is completely similar to that of Lemma 18 of [46], so we omit
it. Thus the proof is complete. ��

5 Entire Solutions in Bistable Case

In the bistable case, our main results are Theorems 1.4–1.7. Since the proofs of Theorems
1.4 and 1.5 are similar, we only prove Theorems 1.4, 1.6 and 1.7. Before to prove the main
Theorems, we first give some preliminaries.

5.1 Preliminaries

In this subsection, we give some main estimates which are essential in our proofs by using
the results about the asymptotic behaviors of traveling fronts given in Sect. 3.

Proposition 5.1 There exist some positive numbers C0,C1,C2, η1, η2 and ρ such that for
ξ ≤ M,

|φ′(ξ)|, |ψ ′(ξ)|, |φ′
1(ξ)|, |ψ ′

1(ξ)|, |φ′
2(ξ)|, |ψ ′

2(ξ)| ≤ C0e
η1ξ , (5.1)

C1e
η1ξ ≤ |φ(ξ)|, |ψ(ξ)|, |φ1(ξ)|, |ψ1(ξ)|, |φ2(ξ) − u∗

1|, |ψ2(ξ) − v∗
1 | ≤ C2e

η1ξ , (5.2)

|φ′(ξ)|
|φ(ξ)| ,

|ψ ′(ξ)|
|ψ(ξ)| ,

|φ′
1(ξ)|

|φ1(ξ)| ,
|ψ ′

1(ξ)|
|ψ1(ξ)| ,

|φ′
2(ξ)|

|φ2(ξ) − u∗
1|

,
|ψ ′

2(ξ)|
|ψ2(ξ) − v∗

1 |
≥ ρ, (5.3)

and for ξ ≥ −M,

|φ′(ξ)|, |ψ ′(ξ)|, |φ′
1(ξ)|, |ψ ′

1(ξ)|, |φ′
2(ξ)|, |ψ ′

2(ξ)| ≤ C0e
−η2ξ , (5.4)

C1e
−η2ξ ≤ |u∗

2 − φ(ξ)|, |v∗
2 − ψ(ξ)|, |u∗

1 − φ1(ξ)|, |v∗
1 − ψ1(ξ)|, |u∗

2 − φ2(ξ)|,
|v∗
2 − ψ2(ξ)| ≤ C2e

−η2ξ , (5.5)

|φ′(ξ)|
|φ(ξ) − u∗

2|
,

|ψ ′(ξ)|
|ψ(ξ) − v∗

2 | ,
|φ′

1(ξ)|
|φ1(ξ) − u∗

1|
,

|ψ ′
1(ξ)|

|ψ1(ξ) − v∗
1 | ,

|φ′
2(ξ)|

|φ2(ξ) − u∗
2|

,
|ψ ′

2(ξ)|
|ψ2(ξ) − v∗

2 | ≥ ρ,

(5.6)

where M is defined in (J2).
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Now we consider the following two ordinary differential equations [32]:

p′
1(t) = c − Neσ p1(t), t ≤ 0, (5.7)

p′
2(t) = c + Neσ p2(t), t ≤ 0, (5.8)

where c, N , σ are positive constants, the initial value p1(0) ≤ p2(0) < 0. In particular, if
we assume c − Neσ p1(0) > 0, then p1(0) < min{ 1

σ
ln c

N , 0}. We notice that (5.7) and (5.8)
plays an elementary role in constructing of the sub and supersolutions. We can solve (5.7)
and (5.8) explicitly as

p1(t) = p1(0) + ct − 1

σ
ln

{
1 − N

c
eσ p1(0)(1 − ecσ t )

}
,

p2(t) = p2(0) + ct − 1

σ
ln

{
1 + N

c
eσ p2(0)(1 − ecσ t )

}
.

If we define

ω1 := p1(0) − 1

σ
ln

{
1 − N

c
eσ p1(0)

}
, ω2 = p2(0) − 1

σ
ln

{
1 + N

c
eσ p2(0)

}
,

then

p1(t) − ct − ω1 = − 1

σ
ln

{(
1 − r1

1 + r1

)
ecσ t

}
, r1 = −N

c
eσ p1(0),

p2(t) − ct − ω2 = − 1

σ
ln

{(
1 − r2

1 + r2

)
ecσ t

}
, r2 = N

c
eσ p2(0).

Thus we have
0 < p2(t) − p1(t) ≤ R0e

cσ t , t ≤ 0, (5.9)

for some finite positive constant R0.

5.2 Proof of Theorem 1.4

In this subsection,we proveTheorem1.4 by constructing appropriate sub- and supersolutions.
Firstly, we transform system (1.3) into the following system by a transformation

(u(x, t), v(x, t)) = (U (z, t), V (z, t)), z = x + c̄t , where c̄ is an any given constant.{
Ut (z, t) = d(J ∗U −U )(z, t) − c̄Uz(z, t) + f1(U (z, t), V (z, t)),

Vt (z, t) = −c̄Vz(z, t) + f2(U (z, t), V (z, t)),
(5.10)

where (z, t) ∈ R
2, f1(U, V ) = −U + αV and f2(U, V ) = −βV + g(U ). It is easy to see

that (u(x, t), v(x, t)) is a solution of (1.3) if and only if (U (z, t), V (z, t)) is a solution of
(5.10). Thus we just consider the entire solutions of (5.10).

The definition of supersolution and subsolution of system (5.10) is similar to that of (1.3),
see Definition 2.1.

Let (φ1(x + c1t), ψ1(x + c1t)) and (φ2(x + c2t), ψ2(x + c2t)) be the traveling fronts of
(1.3), then (φ1(z− c0t), ψ1(z− c0t)) and (φ2(z+ c0t), ψ2(z+ c0t)) are two traveling fronts
of (5.10) with c̄ = (c1 + c2)/2, and c0 = (c2 − c1)/2. Motivated by Morita [32], we define
the following auxiliary functions:
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Q1(x, y) = (u∗
2 − u∗

1)xy

x(y − u∗
1) + u∗

1(u
∗
2 − y)

, (x, y) ∈ D1 := {[0, u∗
1] × [u∗

1, u
∗
2]} \ {(0, u∗

2)},
(5.11)

Q2(x, y) = (v∗
2 − v∗

1)xy

x(y − v∗
1) + v∗

1(v
∗
2 − y)

, (x, y) ∈ D2 := {[0, v∗
1 ] × [v∗

1 , v
∗
2 ]} \ {(0, v∗

2)}.
(5.12)

Denote

Qix = ∂Qi

∂x
, Qiy = ∂Qi

∂y
, Qixx = ∂2Qi

∂x2
, Qixy = ∂2Qi

∂x∂y
, Qiyy = ∂2Qi

∂y2
, i = 1, 2.

Since the functions Q1 and Q2 satisfy

Q1(x, y) = x + x(y − u∗
1)

{
u∗
2 − x

x(y − u∗
1) + u∗

1(u
∗
2 − y)

}

= y + (x − u∗
1)(y − u∗

2)

{ −y

x(y − u∗
1) + u∗

1(u
∗
2 − y)

}
, for (x, y) ∈ D1.

Q2(x, y) = x + x(y − v∗
1)

{
v∗
2 − x

x(y − v∗
1) + v∗

1(v
∗
2 − y)

}

= y + (x − v∗
1)(y − v∗

2)

{ −y

x(y − v∗
1) + v∗

1(v
∗
2 − y)

}
, for (x, y) ∈ D2.

It follows from Morita and Ninomiya [32] that Qi (i = 1, 2) possess the following prop-
erties.

Lemma 5.2 The functions Qi (i = 1, 2) defined by (5.11) and (5.12) satisfy

Q1x (x, u
∗
1) = Q1y(u

∗
1, y) = 1, Q1x (x, u

∗
2) = Q1y(0, y) = 0, (x, y) ∈ D1.

Q2x (x, v
∗
1) = Q2y(v

∗
1 , y) = 1, Q2x (x, v

∗
2) = Q2y(0, y) = 0, (x, y) ∈ D2.

and

Q1xx (x, u
∗
1) = Q1xx (x, u

∗
2) = Q1yy(0, y) = Q1yy(u

∗
1, y) = 0, (x, y) ∈ D1.

Q2xx (x, v
∗
1) = Q2xx (x, v

∗
2) = Q2yy(0, y) = Q2yy(v

∗
1 , y) = 0, (x, y) ∈ D2.

Moreover, there exist functions Q̃111 j , Q̃122 j ∈ C1(D1) and Q̃211 j , Q̃222 j ∈ C1(D2),

j = 1, 2 satisfying

Q1xx (x, y) = (y − u∗
1)Q̃1111(x, y) = (y − u∗

2)Q̃1112(x, y),

Q1yy(x, y) = x Q̃1221(x, y) = (x − u∗
1)Q̃1222(x, y), (x, y) ∈ D1,

Q2xx (x, y) = (y − v∗
1)Q̃2111(x, y) = (y − v∗

2)Q̃2112(x, y),

Q2yy(x, y) = x Q̃2221(x, y) = (x − v∗
1)Q̃2222(x, y), (x, y) ∈ D2.

In what follows, we construct a pair of super and subsolutions to prove Theorem 1.4.

Lemma 5.3 Let all the assumptions of Theorem 1.4 be satisfied. Set c̄ = (c1 + c2)/2 and c0
= (c2−c1)/2. Let (p1(t), c0) and (p2(t), c0) be the solutions of (5.7) and (5.8) respectively.
Then the functions defined by{

U (z, t) := Q1(φ1(z − p1(t)), φ2(z + p2(t))),

V (z, t) := Q2(ψ1(z − p1(t)), ψ2(z + p2(t))),
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and {
U (z, t) := Q1(φ1(z − p2(t)), φ2(z + p1(t))),

V (z, t) := Q2(ψ1(z − p2(t)), ψ2(z + p1(t))),

are a pair of super and subsolutions of (5.10) for t ≤ 0. Moreover, there are

U (z, t) ≤ U (z, t), sup
z∈R

(U (z, t) −U (z, t)) ≤ Cec0σ t , t ≤ 0, (5.13)

V (z, t) ≤ V (z, t), sup
z∈R

(V (z, t) − V (z, t)) ≤ Cec0σ t , t ≤ 0, (5.14)

for some positive constant C, and σ as in (5.7).

Proof From c1 < 0 < c2, we have c0 > 0. For convinence, we denote

F1(U, V ) = Ut − d(J ∗U −U ) + c̄Uz − f1(U, V ),

F2(U, V ) = Vt + c̄Vz − f2(U, V ). (5.15)

To prove this lemma, it suffices to show that

Fi (U , V ) ≥ 0 and Fi (U , V ) ≤ 0, i = 1, 2

for (z, t) ∈ R × (−∞, 0]. By using the above prepared results, direct calculations give that

F1(U , V )

= Q1xφ
′
1(−p′

1 + c̄) + Q1yφ
′
2(p

′
2 + c̄) − f1(Q1, Q2) − d[J ∗ Q1 − Q1]

= Q1xφ
′
1(−p′

1 + c̄ − c1) + Q1yφ
′
2(p

′
2 + c̄ − c2) + Q1x f1(φ1, ψ1) + Q1y f1(φ2, ψ2)

− f1(Q1, Q2) + d[Q1x (J ∗ φ1 − φ1) + Q1y(J ∗ φ2 − φ2) − (J ∗ Q1 − Q1)]
= Q1xφ

′
1Neσ p1(t) + Q1yφ

′
2Neσ p2(t) − F1(φ1, φ2, ψ1, ψ2) − H1(φ1, φ2), (5.16)

where Q1 = Q1(φ1, φ2), Q2 = Q2(ψ1, ψ2) and

F1(φ1, φ2, ψ1, ψ2) = f1(Q1, Q2) − Q1x f1(φ1, ψ1) − Q1y f1(φ2, ψ2),

H1(φ1, φ2) = d[(J ∗ Q1 − Q1) − Q1x (J ∗ φ1 − φ1) − Q1y(J ∗ φ2 − φ2)].
By virtue of (5.9), we know that eσ p2(t) ≥ eσ p1(t) for t ≤ 0, then it follows from (5.16) that

F1(U , V ) ≥ A1(φ1, φ2)
[
Neσ p1(t) − G1(φ1, φ2, ψ1, ψ2)

]
, (5.17)

where

A1(φ1, φ2) := Q1xφ
′
1 + Q1yφ

′
2,

G1(φ1, φ2, ψ1, ψ2) := F1(φ1, φ2, ψ1, ψ2) + H1(φ1, φ2)

A1(φ1, φ2)
.

Indeed, following from (5.11) and (5.12), we have

Q1x (x, y) = u∗
1(u

∗
2 − u∗

1)y(u
∗
2 − y)

[x(y − u∗
1) + u∗

1(u
∗
2 − y)]2 , Q1y(x, y) = u∗

1(u
∗
2 − u∗

1)x(u
∗
2 − x)

[x(y − u∗
1) + u∗

1(u
∗
2 − y)]2 ,

Q2x (x, y) = v∗
1(v

∗
2 − v∗

1)y(v
∗
2 − y)

[x(y − v∗
1) + v∗

1(v
∗
2 − y)]2 , Q2y(x, y) = v∗

1(v
∗
2 − v∗

1)x(v
∗
2 − x)

[x(y − v∗
1) + v∗

1(v
∗
2 − y)]2 .

By virtue of the facts 0 < φ1 < u∗
1, 0 < ψ1 < v∗

1 , u∗
1 < φ2 < u∗

2, v∗
1 < φ2 < v∗

2 , and
φ′
i > 0 (i = 1, 2) for all (z, t) ∈ R

2, we have A1(φ1, φ2) > 0 for all (z, t) ∈ R × (−∞, 0].
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Now we verify that F1
(
U (z, t), V (z, t)

) ≥ 0 for (z, t) ∈ R × (−∞, 0]. The remainder
of the proof is divided into three steps.

Step 1. We give some estimates on the functions Q1(φ1(z − p1(t)), φ2(z + p2(t))) and
Q2(ψ1(z − p1(t)), ψ2(z + p2(t))). If p2(0) 
 −1, then p2(t) can small enough, it follows
from (5.1) and (5.3) of Proposition 5.1 that

0 < φ2(z + p2(t)) − u∗
1 ≤ C0

ρ
eη1(z+p2) ≤ C0

ρ
eη1 p2 ≤ u∗

2 − u∗
1

2
, for z ≤ 0, t ≤ 0. (5.18)

Thus, there exists a positive constant μ1 > 0 such that

Q1x (φ1, φ2) = u∗
1(u

∗
2 − u∗

1)φ2(u∗
2 − φ2)

[φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2)]2 ≥ (u∗

1)
2(u∗

2 − u∗
1)(u

∗
2 − φ2)

[2u∗
1(u

∗
2 − u∗

1)]2
≥ μ1 (5.19)

for z ≤ 0, t ≤ 0. By a similar argument, if p1(0) 
 −1, we have

0 < u∗
1 − φ1(z − p1(t)) ≤ C0

ρ
e−η2(z−p1(t)) ≤ C0

ρ
eη2 p1(t) ≤ u∗

1

2
, for z ≥ 0, t ≤ 0. (5.20)

Therefore, there exists μ2 > 0 such that

Q1y(φ1, φ2) = u∗
1(u

∗
2 − u∗

1)φ1(u∗
2 − φ1)

[φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2)]2 ≥ u∗

1(u
∗
2 − u∗

1)
2φ1

[2u∗
1(u

∗
2 − u∗

1)]2
≥ μ2, (5.21)

for z ≥ 0, t ≤ 0. Moreover, we have the following estimates about Q1.

Q1xx (φ1, φ2) = (φ2 − u∗
1)(φ2 − u∗

2)
2u∗

1(u
∗
2 − u∗

1)φ2

[φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2)]3 , (5.22)

Q1xy(φ1, φ2) = u∗
1(u

∗
2 − u∗

1)
(2u∗

1 − u∗
2)φ1φ2 + u∗

1u
∗
2(u

∗
2 − φ1 − φ2)

[φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2)]3 , (5.23)

Q1yy(φ1, φ2) = φ1(φ1 − u∗
1)

2u∗
1(u

∗
2 − u∗

1)(φ1 − u∗
2)

[φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2)]3 . (5.24)

From (5.20) we have φ1(z − p1(t)) ≥ u∗
1/2 for z ≥ 0 and t ≤ 0, then

φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2) ≥ u∗

1

2
[φ2(z + p2(t)) − u∗

1] + u∗
1[u∗

2 − φ2(z + p2(t))]

= u∗
1

2
[2u∗

2 − u∗
1 − φ2(z + p2(t))] ≥ u∗

1(u
∗
2 − u∗

1)

2
,

for z ≥ 0, t ≤ 0. Similarly, from (5.18) we get

φ1(φ2 − u∗
1) + u∗

1(u
∗
2 − φ2) ≥ u∗

1(u
∗
2 − u∗

1)

2
, for z ≤ 0, t ≤ 0.

Thus, there exists a constant C ′ such that

|Q1xx (φ1(z − p1(t)), φ2(z + p2(t)))| ,
∣∣Q1xy(φ1(z − p1(t)), φ2(z + p2(t)))

∣∣ ,∣∣Q1yy(φ1(z − p1(t)), φ2(z + p2(t)))
∣∣ ≤ C ′, uniformly in (z, t) ∈ R × (−∞, 0]. (5.25)

Step 2. We now estimate

F1(φ1, φ2, ψ1, ψ2)

A1(φ1, φ2)
≤ L1e

η1 p2(t), z ≤ 0 and
F1(φ1, φ2, ψ1, ψ2)

A1(φ1, φ2)
≤ L1e

η2 p1(t), z ≥ 0.

(5.26)
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for some constant L1 > 0. Let x = φ1(z − p1(t)), y = φ2(z + p2(t)) in Q1 and x =
ψ1(z − p1(t)), y = ψ2(z + p2(t)) in Q2, then F1 satisfies

F1(φ1, φ2, ψ1, ψ2) = f1(Q1, Q2) − Q1x f1(φ1, ψ1) − Q1y f1(φ2, ψ2)

= −Q1 + αQ2 − Q1x (−φ1 + αψ1) − Q1y(−φ2 + αψ2).

Then by Lemma 5.2, we obtain

F1(φ1, u
∗
1, ψ1, v

∗
1) = −φ1 + αψ1 − (−φ1 + αψ1) − Q1y(φ1, u

∗
1)(−u∗

1 + αv∗
1) = 0.

Similarly, we have

F1(φ1, u
∗
1, ψ1, v

∗
1) = F1(φ1, u

∗
2, ψ1, v

∗
2) = F1(0, φ2, 0, ψ2) = F1(u

∗
1, φ2, v

∗
1 , ψ2) = 0.

Thus, there exist functions F11, F12, F13 ∈ C(D1 × D2) such that for z ≤ p1(t), we have
the expression

F1(φ1, φ2, ψ1, ψ2) = (φ1 + ψ1)[(φ2 − u∗
1) + (ψ2 − v∗

1)]F11(φ1, φ2, ψ1, ψ2).

Similarly, we have

F1(φ1, φ2, ψ1, ψ2) = [(φ1 − u∗
1) + (ψ1 − v∗

1)][(φ2 − u∗
2) + (ψ2 − v∗

2)]F12(φ1, φ2, ψ1, ψ2)

for z ≥ −p2(t), and

F1(φ1, φ2, ψ1, ψ2) = [(φ1 − u∗
1) + (ψ1 − v∗

1)][(φ2 − u∗
1) + (ψ2 − v∗

1)]F13(φ1, φ2, ψ1, ψ2)

for p1(t) ≤ z ≤ −p2(t), where φ1 = φ1(z − p1(t)), φ2 = φ2(z + p2(t)), ψ1 = ψ1(z −
p1(t)), ψ2 = ψ2(z+ p2(t)). It is easy to see that there exists a positive constant C3 such that
|(F11, F12, F13)(φ1, φ2, ψ1, ψ2)| ≤ C3.

Next we consider two cases z ∈ (−∞, p1(t)] ∪ [−p2(t),+∞) and z ∈ [p1(t),−p2(t)],
respectively.

Case I. z ∈ (−∞, p1(t)] ∪ [−p2(t),+∞), then by using Proposition 5.1, (5.19) and the
above prepared results, for z ≤ p1(t) and t ≤ 0 we have

F1(φ1, φ2, ψ1, ψ2)

A1(φ1, φ2)
= (φ1 + ψ1)[(φ2 − u∗

1) + (ψ2 − v∗
1)]F11(φ1, φ2, ψ1, ψ2)

Q1xφ
′
1 + Q1yφ

′
2

≤ (1 + ψ1/φ1)(|φ2 − u∗
1| + |ψ2 − v∗

1 |)|F11(φ1, φ2, ψ1, ψ2)|
Q1xφ

′
1/φ1

≤ (1 + C2/C1)(|φ′
2|/ρ + |ψ ′

2|/ρ)C3

μ1ρ

≤ C4

μ1ρ2 e
η1(z+p2(t)) ≤ L2e

η1 p2(t), (5.27)

for some constant L2 > 0. Similarly, there exists some constant L3 > 0 such that

F1(φ1, φ2, ψ1, ψ2)

A1(φ1, φ2)
= [(φ1 − u∗

1)+(ψ1−v∗
1)][(φ2 − u∗

2) + (ψ2 − v∗
2)]F12(φ1, φ2, ψ1, ψ2)

Q1xφ
′
1 + Q1yφ

′
2

≤ [1 + (v∗
2 − ψ2)/(u∗

2 − φ2)](|φ1 − u∗
1| + |ψ1 − v∗

1 |)|F12|
Q1yφ

′
2/(u

∗
2 − φ2)

≤ L3e
η2 p1(t), for z ≥ −p2(t), t ≤ 0. (5.28)
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Case II. z ∈ [p1(t),−p2(t)]. Firstly, for p1(t) ≤ z ≤ 0 and t ≤ 0, there is

F1(φ1, φ2, ψ1, ψ2)

A1(φ1, φ2)
= [(φ1 − u∗

1) + (ψ1 − v∗
1 )][(φ2 − u∗

1) + (ψ2 − v∗
1 )]F13(φ1, φ2, ψ1, ψ2)

Q1xφ
′
1 + Q1yφ

′
2

≤ [1 + (v∗
1 − ψ1)/(u

∗
1 − φ1)]2C3C2e

η1(z+p2(t))

Q1xφ
′
1/(u

∗
1 − φ1)

≤ L4e
η1 p2(t). (5.29)

For 0 ≤ z ≤ −p2(t) and t ≤ 0, we also have

F1(φ1, φ2, ψ1, ψ2)

A1(φ1, φ2)
= [(φ1 − u∗

1) + (ψ1 − v∗
1 )][(φ2 − u∗

1) + (ψ2 − v∗
1 )]F13(φ1, φ2, ψ1, ψ2)

Q1xφ
′
1 + Q1yφ

′
2

≤ [1 + (ψ2 − v∗
1 )/(φ2 − u∗

1)]2C3C2e
−η2(z−p1(t))

Q1yφ
′
2/(φ2 − u∗

1)
≤ L5e

η2 p1(t).

(5.30)

Then take L1 = max{Li , i = 2, 3, 4, 5} and combing (5.27)–(5.30), we conclude that (5.26)
hold.

Step 3. Next we estimate the following inequalities:

H1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

1e
η1 p2(t), z ≤ 0 and

H1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

1e
η2 p1(t), z ≥ 0, (5.31)

for some constant L ′
1 > 0. For simplicity, let’s denote

φ̂1(θ) = φ1(z − p1(t) − θr) and φ̂2(θ) = φ2(z + p2(t) − θr), θ ∈ [0, 1], r ∈ R.

Note that

H1(φ1, φ2)

= d
∫
R

J (r)
[
Q1

(
φ̂1(1), φ̂2(1)

) − Q1
(
φ̂1(0), φ̂2(0)

)]
dr

− dQ1x

∫
R

J (r)[φ̂1(1) − φ̂1(0)]dr − dQ1y

∫
R

J (r)[φ̂2(1) − φ̂2(0)]dr

= d
∫
R

J (r)Q1x
(
θ1φ̂1(1) + (1 − θ1)φ̂1(0), φ̂2(1)

)[
φ̂1(1) − φ̂1(0)

]
dr

+ d
∫
R

J (r)Q1y
(
φ̂1(0), θ2φ̂2(1) + (1 − θ2)φ̂2(0)

)[
φ̂2(1) − φ̂2(0)

]
dr

− d
∫
R

J (r)Q1x
(
φ̂1(0), φ̂2(0)

)[φ̂1(1) − φ̂1(0)]dr

− d
∫
R

J (r)Q1y
(
φ̂1(0), φ̂2(0)

)[φ̂2(1) − φ̂2(0)]dr

= d
∫
R

J (r)
{[

Q1x
(
θ1φ̂1(1)+(1−θ1)φ̂1(0), φ̂2(1)

)−Q1x
(
φ̂1(0), φ̂2(0)

)][
φ̂1(1) − φ̂1(0)

]
+ [

Q1y
(
φ̂1(0), θ2φ̂2(1) + (1 − θ2)φ̂2(0)

) − Q1y
(
φ̂1(0), φ̂2(0)

)][
φ̂2(1) − φ̂2(0)

]}
dr

= d
∫
R

J (r)
{
Q1xx

(
θ3φ̂1(1) + (1 − θ3)φ̂1(0), φ̂2(1)

)
θ1

[
φ̂1(1) − φ̂1(0)

]2
+ Q1xy

(
φ̂1(0), θ4φ̂2(1) + (1 − θ4)φ̂2(0)

)[
φ̂1(1) − φ̂1(0)

][
φ̂2(1) − φ̂2(0)

]
+ Q1yy

(
φ̂1(0), θ5φ̂2(1) + (1 − θ5)φ̂2(0)

)
θ2

[
φ̂2(1) − φ̂2(0)

]2}
dr,
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where θi ∈ (0, 1)(i = 1, · · · , 5). Note that from (5.22)–(5.25), there exists a positive constant
C̃ ′ such that ∣∣∣Q1xx (θ3φ̂1(1) + (1 − θ3)φ̂1(0), φ̂2(1))

∣∣∣ ≤ C̃ ′[φ̂2(1) − u∗
1],∣∣∣Q1yy(φ̂1(0), θ5φ̂2(1) + (1 − θ5)φ̂2(0))

∣∣∣ ≤ C̃ ′φ̂1(0),∣∣∣Q1xy(φ̂1(0), θ4φ̂2(1) + (1 − θ4)φ̂2(0))
∣∣∣ ≤ C̃ ′.

Therefore, we have

H1(φ1, φ2)

A1(φ1, φ2)
≤ dC̃ ′

∫
R

J (r)

{
[φ̂1(1) − φ̂1(0)]2[φ̂2(1) − u∗

1]
Q1xφ

′
1(z − p1) + Q1yφ

′
2(z + p2)

+ [φ̂1(1) − φ̂1(0)][φ̂2(1) − φ̂2(0)] + [φ̂2(1) − φ̂2(0)]2φ̂1(0)

Q1xφ
′
1(z − p1) + Q1yφ

′
2(z + p2)

}
dr.

Let

B1(φ1, φ2) = r2[φ′
1(z − p1 − θ6r)]2[φ2(z + p2 − r) − u∗

1],
C1(φ1, φ2) = r2φ′

1(z − p1 − θ7r)φ
′
2(z + p2 − θ8r),

D1(φ1, φ2) = r2[φ′
2(z + p2 − θ9r)]2φ1(z − p1),

where θi ∈ (0, 1)(i = 6, · · · , 9) and r ∈ [−M, M], M is defined in (J2).
For z ≤ p1(t) < 0, we have z − p1(t) − θ6r ≤ M and z + p2(t) − r ≤ M , then by (5.1),

(5.3), (5.19) and (5.2) we get

B1(φ1, φ2)

A1(φ1, φ2)
≤ r2[φ′

1(z − p1 − θ6r)]2[φ2(z + p2 − r) − u∗
1]

Q1xφ
′
1(z − p1)

≤ M2C2
0e

2η1(z−p1−θ6r)

μ1ρφ1(z − p1)
[φ2(z + p2 − r) − u∗

1]

≤ M2C2
0e

2η1(z−p1−θ6r)

μ1ρC1eη1(z−p1)
C2e

η1(z+p2−r) ≤ L ′
2e

η1 p2(t),

for some constant L ′
2 > 0. Similarly, for p1(t) ≤ z ≤ 0, there also exists a constant L ′

3 > 0
such that

B1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

3e
η1 p2(t).

By a similar argument as above, we obtain

B1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

4e
η2 p1(t),

C1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

6e
η2 p1(t),

D1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

8e
η2 p1(t) for z ≥ 0,

C1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

5e
η1 p2(t),

D1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

7e
η1 p2(t) for z ≤ 0,

for some constants L ′
i > 0, (i = 4, · · · , 8). Then taking L ′

1 = dC̃ ′�8
i=2L

′
i , we get

H1(φ1, φ2)

A1(φ1, φ2)
≤ dC̃ ′

∫
R

J (r)

{
B1(φ1, φ2)

A1(φ1, φ2)
+ C1(φ1, φ2)

A1(φ1, φ2)
+ D1(φ1, φ2)

A1(φ1, φ2)

}
dr

≤ L ′
1e

η1 p2(t), for z ≤ 0, t ≤ 0,
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and
H1(φ1, φ2)

A1(φ1, φ2)
≤ L ′

1e
η2 p1(t), for z ≥ 0, t ≤ 0.

Choose 0 < η3 < min {η1, (p2(0)η1)/p1(0)}. It is easy to show thatη1 p2(t) ≤ η3 p1(t) <

0. Finally, applying (5.26) and (5.31), letting N ≥ L1 + L ′
1 and σ ≤ min{η2, η3}, we have

F1(U , V ) ≥ A1(φ1, φ2)
[
Neσ p1(t) − (L1 + L ′

1)e
η1 p2(t)

]
≥ A1(φ1, φ2)

[
Neσ p1(t) − (L1 + L ′

1)e
η3 p1(t)

]
≥ 0,

uniformly in (z, t) ∈ (−∞, 0] × (−∞, 0]. And

F1(U , V ) ≥ A1(φ1, φ2)
[
Neσ p1(t) − (L1 + L ′

1)e
η2 p1(t)

]
≥ 0,

uniformly in (z, t) ∈ [0,+∞)×(−∞, 0]. Thus,F1(U , V ) ≥ 0 for all (z, t) ∈ R×(−∞, 0].
Next, we show that F2(U , V ) ≥ 0 for (z, t) ∈ R × (−∞, 0].

F2(U , V ) = −Q2xψ
′
1 p

′
1 + Q2yψ

′
2 p

′
2 + c̄Q2xψ

′
1 + c̄Q2yψ

′
2 + βQ2 − g(Q1)

= Q2xψ
′
1(−p′

1 + c̄ − c1) + Q2yψ
′
2(p

′
2 + c̄ − c2) − [βQ2xψ1 + βQ2yψ2 − βQ2]

− [g(Q1) − Q2x g(φ1) − Q2yg(φ2)]
= Q2xψ

′
1Neσ p1(t) + Q2yψ

′
2Neσ p2(t) − H2(φ1, φ2, ψ1, ψ2),

where

H2(φ1, φ2, ψ1, ψ2) = [g(Q1) − Q2x g(φ1) − Q2yg(φ2)] + [βQ2xψ1 + βQ2yψ2 − βQ2].

By virtue of (5.9), we have

F2(U , V ) ≥ A2(ψ1, ψ2)

[
Neσ p1(t) − H2(φ1, φ2, ψ1, ψ2)

A2(ψ1, ψ2)

]
,

where A2(ψ1, ψ2) = Q2xψ
′
1 + Q2yψ

′
2. Similar to those argument about A1(φ1, φ2), we get

A2(ψ1, ψ2) > 0 for all (z, t) ∈ R × (−∞, 0]. Now we show that

H2(φ1, φ2, ψ1, ψ2)

A2(ψ1, ψ2)
≤ N1e

η1 p2(t), z ≤ 0, (5.32)

H2(φ1, φ2, ψ1, ψ2)

A2(ψ1, ψ2)
≤ N1e

η2 p1(t), z ≥ 0, (5.33)

for some constant N1 > 0. With the aid of Lemma 5.2 we obtain that

H2(φ1, u
∗
1, ψ1, v

∗
1 ) = g(Q1(φ1, u

∗
1)) − g(φ1) − Q2yg(u

∗
1) − βQ2(ψ1, v

∗
1 ) + βψ1 + βQ2yv

∗
1

= g(φ1) − g(φ1) − Q2yg(u
∗
1) − βψ1 + βψ1 + βQ2yv

∗
1 = 0.

Similarly,

H2(φ1, u
∗
1, ψ1, v

∗
1) = H2(φ1, u

∗
2, ψ1, v

∗
2) = H2(0, φ2, 0, ψ2) = H2(u

∗
1, φ2, v

∗
1 , ψ2) = 0.
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Thus we have the following expressions

H2(φ1, φ2, ψ1, ψ2) = (φ1 + ψ1)[(φ2 − u∗
1) + (ψ2 − v∗

1 )]H21(φ1, φ2, ψ1, ψ2), for z ≤ p1(t),

H2(φ1, φ2, ψ1, ψ2) = [(φ1 − u∗
1) + (ψ1 − v∗

1 )][(φ2 − u∗
2) + (ψ2 − v∗

2 )]H22(φ1, φ2, ψ1, ψ2),

for z ≥ −p2(t),

H2(φ1, φ2, ψ1, ψ2) = [(φ1 − u∗
1) + (ψ1 − v∗

1 )][(φ2 − u∗
1) + (ψ2 − v∗

1 )]H23(φ1, φ2, ψ1, ψ2),

for p1(t) ≤ z ≤ −p2(t).

Then by a similar argument as F1(U , V ), we can prove that

F2(U , V ) ≥ 0, for all (z, t) ∈ R × (−∞, 0].
The proofs of Fi (U , V ) ≤ 0, i = 1, 2 are similar to that of Fi (U , V ) ≥ 0, i = 1, 2, so we
omit the details.

Finally, we show (5.13) and (5.14), we only prove (5.13) since (5.14) can be proved
similarly. In fact, it is easy to show that Qix ≥ 0 and Qiy ≥ 0 on Di , i = 1, 2, and

U (z, t) −U (z, t)

= Q1x (θ1φ̂1(0) + (1 − θ1)φ1(z − p2), φ̂2(0))[φ̂1(0) − φ1(z − p2)]
+ Q1y(φ1(z − p2), θ2φ̂2(0) + (1 − θ2)φ2(z + p1))[φ̂2(0) − φ2(z + p1)].

From (5.9) and φ′
i > 0(i = 1, 2), we know that φ̂1(0)−φ1(z − p2) ≥ 0 and φ̂2(0)−φ2(z +

p1) ≥ 0. Consequently, we have U (z, t) ≥ U (z, t) and

sup
x∈R

(
U (z, t) −U (z, t)

) ≤ |Q1x ||φ′
1|(p2(t) − p1(t)) + |Q1y ||φ′

2|(p2(t) − p1(t)) ≤ Cec0σ t .

This complete the proof. ��

From the equivalent of system (1.3) and (5.10), it is easy to verify that{
ū(x, t) := Q1(φ1(x + c̄t − p1(t)), φ2(x + c̄t + p2(t))),

v̄(x, t) := Q2(ψ1(x + c̄t − p1(t)), ψ2(x + c̄t + p2(t))),

and {
u(x, t) := Q1(φ1(x + c̄t − p2(t)), φ2(x + c̄t + p1(t))),

v(x, t) := Q2(ψ1(x + c̄t − p2(t)), ψ2(x + c̄t + p1(t))),

is a pair of super and subsolutions of (1.3) for x ∈ R and t ≤ 0.

Proof of Theorem 1.4 ire solutions of (1.3) described asTheorem1.4. Consider the following
Cauchy problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(un)t (x, t) = d(J ∗ un − un)(x, t) − un(x, t) + αvn(x, t), x ∈ R, t > −n,

(vn)t (x, t) = −βvn(x, t) + g(un(x, t)), x ∈ R, t > −n,

un(x,−n) := u(x,−n) = Q1(φ1(x − c̄n − p2(−n)), φ2(x − c̄n + p1(−n))), x ∈ R,

vn(x,−n) := v(x,−n) = Q2(ψ1(x − c̄n − p2(−n)), ψ2(x − c̄n + p1(−n))), x ∈ R.

Then the remainder of the proof is almost same as that of Theorem 1.1, so we omit it. ��
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5.3 Proofs of Theorems 1.6 and 1.7

We first define the following auxiliary functions:

Q∗
1(x, y) = u∗

1u
∗
2(x + y) − (u∗

1 + u∗
2)xy

u∗
1u

∗
2 − xy

, (x, y) ∈ D∗
1 , (5.34)

Q∗
2(x, y) = v∗

1v
∗
2(x + y) − (v∗

1 + v∗
2)xy

v∗
1v

∗
2 − xy

, (x, y) ∈ D∗
2 , (5.35)

where D∗
1 := {[0, u∗

1]× [0, u∗
2]} \ {(u∗

1, u
∗
2)} and D∗

2 := {[0, v∗
1 ]× [0, v∗

2 ]} \ {(v∗
1 , v

∗
2)}. Then

the functions Q∗
1(x, y) satisfies

Q∗
1(x, y) = x + y(x − u∗

1)

{
x − u∗

2

u∗
1u

∗
2 − xy

}
= y + x(y − u∗

2)

{
y − u∗

1

u∗
1u

∗
2 − xy

}
,

Q∗
1x (x, y) = u∗

1u
∗
2(u

∗
1 − y)(u∗

2 − y)

(u∗
1u

∗
2 − xy)2

, Q∗
1y(x, y) = u∗

1u
∗
2(u

∗
1 − x)(u∗

2 − x)

(u∗
1u

∗
2 − xy)2

,

Q∗
1xy(x, y) = −u∗

1u
∗
2

{
u∗
2(x − u∗

1)(y − u∗
1) + u∗

1(x − u∗
2)(y − u∗

2)
}

(u∗
1u

∗
2 − xy)3

,

Q∗
1xx (x, y) = y(y − u∗

2)

{
2u∗

1u
∗
2(y − u∗

1)

(u∗
1u

∗
2 − xy)3

}
,

Q∗
1yy(x, y) = x(x − u∗

2)

{
2u∗

1u
∗
2(x − u∗

1)

(u∗
1u

∗
2 − xy)3

}
,

for (x, y) ∈ D∗
1 , Q

∗
2(x, t) also has the similar properties as Q∗

1(x, y). We define{
U

∗
(x, t) := Q∗

1(φ1(−z − p2(t)), φ(z + p2(t))),

V
∗
(x, t) := Q∗

2(ψ1(−z − p2(t)), ψ(z + p2(t))),

and {
U∗(x, t) := Q∗

1(φ1(−z − p1(t)), φ(z + p1(t))),

V ∗(x, t) := Q∗
2(ψ1(−z − p1(t)), ψ(z + p1(t))),

for (z, t) ∈ R × (−∞, 0], where Q∗
1 and Q∗

2 are defined by (5.34) and (5.35) respectively.
Then by a similar argument as Lemma 5.3, we can obtain the following lemmas.

Lemma 5.4 Let all the assumptions of Theorem 1.4 be satisfied. Let c̄ = (c − c1)/2, c0 =
(c+ c1)/2, and (pi (t), c0)(i = 1, 2) be the solutions of (5.7) and (5.8). If c > −c1, then the
functions defined by{

ū∗(x, t) := Q∗
1(φ1(−x − c̄t − p2(t)), φ(x + c̄t + p2(t))),

v̄∗(x, t) := Q∗
2(ψ1(−x − c̄t − p2(t)), ψ(x + c̄t + p2(t))),

and {
u∗(x, t) := Q∗

1(φ1(−x − c̄t − p1(t)), φ(x + c̄t + p1(t))),

v∗(x, t) := Q∗
2(ψ1(−x − c̄t − p1(t)), ψ(x + c̄t + p1(t))),

are a pair of super and subsolutions of (1.3) for (x, t) ∈ R× (−∞, 0]. Moreover, (5.13) and
(5.14) hold for (ū∗(x, t), v̄∗(x, t)) and (u∗(x, t), v∗(x, t)).
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Lemma 5.5 Assume (J1)–(J2) and (GB) hold. Let 
(·) be the traveling front of (1.3) con-
necting E0 and E2 with c > 0 and (pi (t), c)(i = 1, 2) be the solutions of (5.7) and (5.8).
Then the functions defined by{

ū(x, t) := Q∗
1(φ(x − p2(t)), φ(−x + p2(t))),

v̄(x, t) := Q∗
2(ψ(x − p2(t)), ψ(−x + p2(t))),

and {
u(x, t) := Q∗

1(φ(x − p1(t)), φ(−x + p1(t))),

v(x, t) := Q∗
2(ψ(x − p1(t)), ψ(−x + p1(t))),

are a pair of super and subsolutions of (1.3) for (x, t) ∈ R× (−∞, 0]. Moreover, (5.13) and
(5.14) hold for (ū(x, t), v̄(x, t)) and (u(x, t), v(x, t)).

The proofs of Theorems 1.6 and 1.7 are completely similar to that of Theorem 1.4, so we
omit them.

6 Smooth Properties of Entire Solutions

In this section, we prove Theorem 1.8. We only prove that the entire solutions w(x, t) =
(u(x, t), v(x, t)) established inTheorem1.1 satisfy (1.7) since the entire solutions established
in Theorems 1.3–1.7 can be proved similarly. We first give a continuous lemma for our
nonlocal problem (2.1) which plays an important role in the proof.

Lemma 6.1 Assume (J1)–(J2) and (GM) and (H) hold. Let w(x, t) = (u(x, t), v(x, t)) be
a solution of (2.1) with initial value w0(x, 0) = (u0(x), v0(x)) ∈ [0,K]X , then there exists
a positive constant M ′ > 0, independent of w0, such that for any x ∈ R and t > 0,

|ut (x, t)|, |utt (x, t)|, |vt (x, t)|, |vt t (x, t)| ≤ M ′.

In addition, if there exists L0 > 0 such that for any η > 0,

sup
x∈R

|u0(x + η) − u0(x)| ≤ L0η, sup
x∈R

|v0(x + η) − v0(x)| ≤ L0η,

then for any η > 0, x ∈ R and t > 0, we have

‖w(x + η, t) − w(x, t)‖ ≤ M ′′η,

∥∥∥∥∂w

∂t
(x + η, t) − ∂w

∂t
(x, t)

∥∥∥∥ ≤ M ′′η, (6.1)

where M ′′ > 0 is some constant which is independent of w0 and η.

Proof From lemma 2.2, we see that (0, 0) ≤ (u(x, t), v(x, t)) ≤ (K1, K2) for (x, t) ∈
R × [0,+∞). By (2.1), we obtain that for x ∈ R, t ≥ 0,

|ut | ≤ d|J ∗ u| + (d + 1)|u| + α|v| ≤ (2d + 1)K1 + αK2 := M1,

|vt | ≤ β|v| + |g(u)| ≤ βK2 + g(K1) := M2,

|utt | = |d(J ∗ ut ) − (d + 1)ut + αvt | ≤ (2d + 1)M1 + αM2 := M3,

|vt t | = | − βvt + g′(u)ut | ≤ βM2 + M1 max
u∈[0,K1]

g′(u) := M4.
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Take M ′ = max{Mi , i = 1, 2, 3, 4}, then the first statement of this lemma follows. Now we
prove (6.1). Note that

v(x, t) = e−βtv0(x) +
∫ t

0
e−β(t−s)g(u(x, s))ds, ∀x ∈ R, t > 0.

Then

ut (x, t) = d(J ∗ u(x, t) − u(x, t)) − u(x, t) + α

(
e−βtv0(x)+

∫ t

0
e−β(t−s)g(u(x, s))ds

)
.

For any η > 0, let (δu)(x, t) = u(x + η, t) − u(x, t), without loss of generality, we assume
that (δu)(x, t) ≥ 0. Then⎧⎪⎨

⎪⎩
(δu)t ≤ d

∫
R

|J (x + η − y) − J (x − y)|u(y, t)dy − (d + 1)(δu) + αe−βt L0η

+ α
∫ t
0 e

−β(t−s)[g(u(x + η, s)) − g(u(x, s))]ds,
(δu)(x, 0) = u0(x + η) − u0(x) ≤ L0η.

Since J ′ ∈ L1(R) by (J1) and (J2), there exists L ′ > 0 such that∫
R

|J (x + η − y) − J (x − y)|dy = η

∫
R

∫ 1

0
|J ′(x − y + θη)|dθdy ≤ L ′η, ∀η > 0.

and

α

∫ t

0
e−β(t−s)[g(u(x + η, s)) − g(u(x, s))]ds ≤ αm

∫ t

0
e−β(t−s)(δu)(x, s)ds,

where m := sup
u∈[0,K1]

g′(u) >
β
α
. Thus we get

(δu)t ≤ dK1L
′η − (d + 1)(δu) + αL0η + αm

∫ t

0
e−β(t−s)(δu)(x, s)ds.

Now we consider the following ordinary equation

z′(t) = a1η − a2z(t) + a3

∫ t

0
e−β(t−s)z(s)ds, (6.2)

where a1 = dK1L ′ + αL0, a2 = d + 1, a3 = αm. Differential (6.2) about t , we obtain

z′′(t) = −a2z
′(t) + a3z(t) − βa3

∫ t

0
e−β(t−s)z(s)ds. (6.3)

Combing (6.2) with (6.3), we have{
z′′(t) + (a2 + β)z′(t) + (a2β − a3)z(t) − βa1η = 0,

z(0) = L0η, z′(0) = (a1 − a2L0)η.
(6.4)

By the linear ordinary differential equations theory, we set z(t) = c1(t)eλ1t + c2(t)eλ2t is
the solution of (6.4), where λ1 < λ2 < 0 are the eigenvalues of the following characteristic
equation

λ2 + (a2 + β)λ + (a2β − a3) = 0,
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since (H) implies that a2β − a3 = (d + 1)β − αm > 0. Then z(t) satisfies{
eλ1t c′

1(t) + eλ2t c′
2(t) = 0,

λ1eλ1t c′
1(t) + λ2eλ2t c′

2(t) = βa1η.
(6.5)

By (6.5) we get {
c1(t) = βa1η

λ1(λ2−λ1)
e−λ1t + k1,

c2(t) = βa1η
λ2(λ1−λ2)

e−λ2t + k2.

Recalling that z(0) = L0η and z′(0) = (a1 − a2L0)η, we further have{
c1(0) + c2(0) = L0η,

c′
1(0) + c1(0)λ1 + c′

2(0) + c2(0)λ2 = (a1 − a2L0)η.

Then {
k1 + k2 = L0η − βa1η

λ1λ2
,

k1λ1 + k2λ2 = (a1 − a2L0)η,

that is

k1 = a1λ1η + βa1η − a2L0λ1η − L0λ1λ2η

λ1(λ1 − λ2)
,

k2 = a1λ2η + βa1η − a2L0λ2η − L0λ1λ2η

λ2(λ2 − λ1)
.

Therefore, z(t) = k1eλ1t + k2eλ2t + βa1η
λ1λ2

. Note that λ1 < λ2 < 0 and

|k1| ≤ |βa1 + a1λ1 − a2L0λ1 − L0λ1λ2|
λ1(λ1 − λ2)

η ≤ M5η,

|k2| ≤ |βa1 + a1λ2 − a2L0λ2 − L0λ1λ2|
λ2(λ1 − λ2)

η ≤ M6η.

Thus z(t) ≤ M5η + M6η + βa1
λ1λ2

η ≤ M7η.
Note that δu satisfies{

(δu)t ≤ a1η − a2(δu) + a3
∫ t
0 e

−β(t−s)(δu)(x, s)ds,

(δu)(x, 0) ≤ L0η.

Then by the comparison of the ordinary differential equation, we get that for any x ∈ R and
t > 0,

|(δu)(x, t)| ≤ z(t) ≤ M7η,

and

(δv)(x, t) = e−βt (v0(x + η) − v0(x)) +
∫ t

0
e−β(t−s)(g(u(x + η, s)) − g(u(x, s)))ds.

Therefore,

|δv| ≤ L0η + m
∫ t

0
e−β(t−s)|δu(x, s)|ds ≤ L0η + mM7η

β
(1 − e−βt ) ≤ M8η.
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Moreover, for any x ∈ R and t > 0, we have∣∣∣∣∂u∂t (x + η, t) − ∂u

∂t
(x, t)

∣∣∣∣
=

∣∣∣∣d
∫
R

(J (x + η − y) − J (x − y))u(y, t)dy − (d + 1)(δu)(x, t) + α(δv)(x, t)

∣∣∣∣
≤ dK1L

′η + (d + 1)M7η + αM8η ≤ M9η,

and ∣∣∣∣∂v

∂t
(x + η, t) − ∂v

∂t
(x, t)

∣∣∣∣
≤ β|(δv)(x, t)| + |g(u(x + η, t)) − g(u(x, t))|
≤ βM8η + mM7η ≤ M10η.

Then take M ′′ = max{Mi , i = 7, 8, 9, 10}, we obtain (6.1). The proof is complete. ��

Proof of Theorem 1.8 Nowwe consider the initial value problem (4.9). Since
i (·) and
′
i (·)

are uniformly bounded on R, it is easy to show that there exists L0 > 0, such that for any
x ∈ R and η > 0,

sup
x∈R

‖wn,0(x + η) − wn,0(x)‖ ≤ L0η. (6.6)

Then the conclusions of Lemma 6.1 are valid for the solution (un(x, t), vn(x, t) of (4.9).
Consequently, by Arzela-Ascoli Theorem and a diagonal extraction process, there exists a
function (u∗(x, t), v∗(x, t)) and a subsequence (uni (x, t), vni (x, t)) of (un(x, t), vn(x, t)),
such that

uni (x, t), vni (x, t),
∂

∂t
uni (x, t),

∂

∂t
vni (x, t),

converge uniformly in any compact set S ⊂ R
2 to

u∗(x, t), v∗(x, t),
∂

∂t
u∗(x, t),

∂

∂t
v∗(x, t).

Then combining the proof of Theorem 1.1 with the uniqueness of the limit, we have
(u∗(x, t), v∗(x, t)) = (u(x, t), v(x, t)). Let S ⊂ R

2 be a compact subset with (x, t), (x +
η, t) ∈ S, then there exists I0 ∈ N such that for any i > I0,

|u(y, t) − uni (y, t)| ≤ η for any (y, t) ∈ S.

Let D1 = 2 + M ′′, where M ′′ is defined in Lemma 6.1. Therefore, we have

|u(x + η, t) − u(x, t)|
≤ |u(x + η, t) − uni (x + η, t)| + |uni (x + η, t) − uni (x, t)| + |uni (x, t) − u(x, t)|
≤ D1η.

The other inequalities in Theorem 1.8 can be proved similarly. Thus we have proved that
Theorem 1.8 is valid for the entire solutions obtained in Theorem 1.1. The proof is complete.

��
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7 Discussions

We would like to point out that our main results can be extended to the following partially
degenerate nonlocal dispersal system{

∂u
∂t (x, t) = d(J ∗ u(x, t) − u(x, t)) + f (u(x, t), v(x, t)),
∂v
∂t (x, t) = −a22v(x, t) + g(u(x, t)).

(7.1)

About the local diffusion, we can see [44,46]. An important example is

f (u, v) = f1(u) − a11u + a12v and g(u) = ku.

We note that in the bistable case, we need the condition (J2) which is used to construct the
sub- and supersolutions (see Lemma 5.3).We guess that it is possible to weaken the condition
(J2) by changing sub- and supersolutions in bistable case, while it seems very difficult in
mathematics. We leave it as a further investigation.

In addition, the condition (J2) is also needed to prove the Lipschitz continuous of the entire
solutions established in the current arguments. Though we hope that the results of Theorem
1.8 can be extended to a general kernel function J ∈ L1, it is difficult to mathematically
prove it. We also leave it as a further investigation.
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