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Abstract We consider the left-invariant sub-Riemannian and Riemannian structures on the
Heisenberg groups. A classification of these structures was found previously. In the present
paper, we find (for each normalized structure) the isometry group, the exponential map, the
totally geodesic subgroups, and the conjugate locus. Finally, we determine the minimizing
geodesics from identity to any given endpoint. (Several of these points have been covered,
to varying degrees, by other authors.)
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1 Introduction

Over the last two decades, invariant sub-Riemannian structures on Lie groups have received
quite some attention, both from the point of view of classifying such structures (see, e.g.,
[1, 8]; also [27, 56]) as well as the investigation of geodesics, conjugate loci, and cut loci
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(see, e.g., [10, 11, 18, 19, 44, 46–48, 54, 55]). Invariant Riemannian structures, on the other
hand, have been studied for several decades. In particular, such structures (especially on
nilpotent Lie groups) have proved to be a rich source of examples and counterexamples for
a number of questions and conjectures in Riemannian geometry (see, e.g., [23–25, 29, 30,
34, 35, 37–41, 45, 61–63]).

Sub-Riemannian (and Riemannian) structures on nilpotent Lie groups (and particularly
Carnot groups) are arguably the simplest and serve as prototypes; amongst the most basic
of these structures are the ones on the Heisenberg groups. Sub-Riemannian structures on
the Heisenberg group H2n+1 have been studied by quite a number of authors; we give only a
partial overview here. Vershik and Gershkovich [58, 59] studied the three-dimensional case
in the 1980s; in particular, they described the sub-Riemannian geodesics and wave front.
(The three-dimensional case was also treated as a fundamental example in [13].) Around
the year 2000, Beals, Gaveau, and Greiner [12] (see also the monograph [21] and the ref-
erences therein) worked out in detail the subelliptic geometry of the Heisenberg groups
and related it to complex Hamiltonian mechanics. In particular, they describe the minimiz-
ing geodesics for a class of sub-Riemannian structures on H2n+1 (which it turns out covers
all sub-Riemannian structures on H2n+1, up to isometry). Around the same time, Monroy-
Pérez and Anzaldo-Meneses [47] considered a class of optimal control problems on H2n+1
(which again it turns out covers all sub-Riemannian structures on H2n+1, up to isome-
try). In particular, they computed the sub-Riemannian exponential map and determined the
conjugate locus. Monti [50] studied some properties of Carnot-Carathéodory balls in the
Heisenberg group and in particular described the geodesics, but it turns out only for the max-
imally symmetric case (i.e., when the isometry group is maximal). A couple of years later,
Ambrosio and Rigot [9] considered optimal mass transportation in the Heisenberg group;
toward that end, they described the minimizing geodesics, but it turns out only for the max-
imally symmetric case. Meanwhile, Tan and Yang [57] explicitly described the minimizing
sub-Riemannian geodesics for Heisenberg type groups, as well as describing the isometry
groups; however, this again covers only the case of maximal symmetry on the Heisenberg
group. More recently, Agrachev, Barilari and Boscain [3] investigated some properties of the
Hausdorff volume in sub-Riemannian geometry. In particular, they investigated geodesics of
a class of contact sub-Riemannian structures on nilpotent Lie groups (it turns out that these
structures are, up to isometry, exactly the sub-Riemannian structures on H2n+1); it is shown
that geodesics are optimal up to the first conjugate point (and so the cut and conjugate loci
coincide).

Riemannian structures on the Heisenberg group have received comparatively less atten-
tion. Nonetheless, more general classes of Riemannian structures on nilpotent Lie groups
have been considered by quite a few authors; we mention a few relevant papers (mostly
from the 1990s). Eberlein [24, 25] (see also [26]) investigated the geometry of invariant Rie-
mannian structures on two-step nilpotent Lie groups; in particular, geodesics are explicitly
described and the totally geodesic submanifolds are characterized. Walschap [61] showed
that the cut and conjugate loci coincide for a large class of invariant Riemannian structures
on two-step nilpotent Lie groups; this class includes the invariant Riemannian structures
on H2n+1. For the maximally symmetric Riemannian structure on H2n+1, a derivation of
the geodesics, using the Levi-Civita connection, can be found in [42]. We note that for
Riemannian structures on the Heisenberg groups, only the maximally symmetric case is a
Heisenberg type group. (Heisenberg type groups, introduced by Kaplan [34], are a special
subclass of two-step nilpotent Lie groups endowed with an invariant Riemannian metric.)
The geometry of Heisenberg type groups is fairly well understood (see, e.g., the monograph
[14] and references therein).
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In this paper, we revisit the invariant sub-Riemannian and Riemannian structures on
H2n+1. With regard to geodesics, we follow the approach given by geometric control theory
[2, 6, 33]. That is, the sub-Riemannian geodesic problem is regarded as an invariant opti-
mal control problem and the Pontryagin Maximum Principle is used to obtain first-order
necessary conditions for minimizing geodesics. Furthermore, we shall regard a Riemannian
structure simply as a special case of a sub-Riemannian structure; in the words of Agrachev
and Gamkrelidze [5] “Even in the classical case of Riemannian geometry, the maximum
principle approach to finding geodesics leads to a final result much simpler and shorter than
the traditional method of using the Levi-Civita connection.”

Section 2 contains the preliminaries (with regard to invariant sub-Riemannian structures
on Lie groups and the Pontryagin Maximum Principle).

In a previous paper [16], we classified the sub-Riemannian and Riemannian structures
on H2n+1; we restate this classification in Section 3.1. (Recently, there has also appeared
a classification of Riemannian and Lorentzian metrics on H2n+1 in [60].) In Section 3.2,
the Riemannian and sub-Riemannian structures on the H2n+1 are shown to be (compatible)
central extensions of the Euclidean space E

2n (in the sense explored in [15]); in particular,
this implies that the sub-Riemannian geodesics are (in a sense) simply projections of the
Riemannian geodesics. For each normalized sub-Riemannian and Riemannian structure,
we determine the isometry group (Section 3.3). As each isometry preserving the identity
is an automorphism of H2n+1, this problem is essentially one of determining the subgroup
of automorphisms of the Lie algebra preserving the metric at identity. In the maximally
symmetric sub-Riemannian (resp. Riemannian) case, the isometry group was previously
found in [57] (resp. [34, 42, 57]); our result is a simple extension of those results. (We
note, however, that there is a small mistake in the description of the isometry group given
in [42].) It was noticed in [57] that the isometry groups for the (maximally symmetric) sub-
Riemannian and Riemannian structures coincide; this result turns out to hold generally on
H2n+1 (when the Riemannian structure tames the sub-Riemannian one). In Section 3.4, the
(sub-Riemannian) exponential map is calculated.

In Section 4, we investigate the totally geodesic subgroups of the normalized sub-
Riemannian and Riemannian structures exhibited in Section 3.1. (We say that a closed
subgroup N is totally geodesic if any geodesic tangent to N remains on N.) A simple char-
acterization for a subgroup to be totally geodesic is given in terms of invariant subspaces
of the associated Hamilton–Poisson system on the corresponding Lie–Poisson space. Not
many authors appear to have considered totally geodesic submanifolds of sub-Riemannian
structures; we note, however, that in [7], some sufficient conditions for a submanifold
to be totally geodesic were given (although their definition of a totally geodesic sub-
manifold differs from ours). In Section 4.2, we specialize Eberlein’s [25] characterization
of totally geodesic subgroups of Riemannian structures on two-step nilpotent Lie groups
to the Heisenberg group. It is shown that the sub-Riemannian case is closely related to
the Riemannian case. The totally geodesic subgroups are enumerated (up to isometry)
in both the Riemannian and sub-Riemannian cases. We say that a totally geodesic sub-
group is representative, if all geodesics of the ambient structure can be recovered via
isometries from the geodesics of the restricted structure (along with some other regular-
ity conditions). In Section 4.3, we identify a representative totally geodesic subgroup of
minimal dimension for each normalized structure. In particular, the maximally symmet-
ric structures on H2n+1 turn out to have three-dimensional representative totally geodesic
subgroups.

In Section 5, we investigate the minimizing geodesics (of the normalized structures
exhibited in Section 3.1). First, in Section 5.1, we calculate the first conjugate time and
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consequently the conjugate locus (of identity). In [47], it was concluded that the conjugate
locus (for the sub-Riemannian structures) is simply the center of the group. We show, how-
ever, that is only true in the case of maximal symmetry. Nonetheless, our result concerning
the first conjugate time agrees with that in [47]. Even though our calculations agree with
and are very similar to those presented in [47] (see also [3]), details are given for the
sake of clarity and completeness. In Section 5.2, we proceed to describe the minimizing
geodesics from identity to any given endpoint. We make use of the fact that no geodesic
is minimizing beyond the first conjugate time; this yields a subset of geodesics to consider
when searching for the minimizer. We show that there exists either only one such geodesic
from identity to the endpoint or a family of such geodesics, all of the same length. Con-
sequently, we find that the conjugate and cut loci coincide both in the Riemannian case
([61]) and in the sub-Riemannian case (cf. [3]). Furthermore, we give a simple expression
for Carnot–Carathéodory distance. The results presented in this paper concerning the sub-
Riemannian minimizing geodesics (and Carnot–Carathéodory distance) are consistent with
those presented in [12]. However, we believe that both our presentation and our proof are
clearer and simpler. (In particular, the necessary condition for minimality involving the first
conjugate time is not utilized in [12].) To our knowledge, an explicit description of the
Riemannian minimizing geodesics (from identity to any given endpoint) has not appeared
before.

A remarkable feature of our presentation is the extent to which the Riemannian and
sub-Riemannian cases could be treated simultaneously.

2 Preliminaries

2.1 Left-Invariant Sub-Riemannian Structures

A left-invariant sub-Riemannian structure on a (real, finite-dimensional, connected) Lie
group G with identity 1 is a triplet (G,D, g). Here, D is a smooth nonintegrable left-
invariant distribution on G and g is a left-invariant Riemannian metric on D . More precisely,
D(1) is a linear subspace of the Lie algebra g of G and D(g) = gD(1); the metric
g1 is a positive definite symmetric bilinear form on D(1) and gg(gA, gB) = g1(A,B)

for A, B ∈ g, g ∈ G. The product gA is given by T1Lg · A, where Lg : h �→ gh

is the left translation by g and T1Lg is the tangent map of Lg at identity. (TG has the
left trivialization TG ∼= G × g, gA ↔ (g,A).) We shall denote by ι the inclusion map
ι : D(1) → g = T1G and by ι∗ its dual ι∗ : g∗ → D(1)∗. Furthermore, we have the
musical isomorphisms � : D(1) → D(1)∗, A �→ g1(A, ·) and � = �−1 : D(1)∗ → D(1).
When D = TG (i.e., D(1) = g or equivalently ι = idg), we recover a left-invariant Rie-
mannian structure (G, g). A Riemannian structure (G, g̃) is said to tame a sub-Riemannian
structure (G,D, g) if g̃ |D = g. Note that any left-invariant structure (G,D, g) on G is
uniquely determined by the subspace D(1) ⊆ g and the scalar product g1 on D(1). A list
of k smooth vector fields (X1, . . . , Xk) is said to be an orthonormal frame for (G,D, g) if
D(g) = span(X1(g), . . . , Xk(g)) and g(Xi, Xj ) = δij ; we note that any left-invariant sub-
Riemannian structure on a Lie group admits a global orthonormal frame of left-invariant
vector fields.

An absolutely continuous curve g(·) : [0, t1] → G is called a D-curve if ġ(t) ∈ D(g(t))

for almost every t ∈ [0, t1]. We shall assume that D satisfies the bracket generating condi-
tion, i.e., D(1) generates g; by the Chow–Rashevskii theorem, this condition is necessary
and sufficient for any two points in G to be connected by a D-curve (see, e.g., [20, 49]).
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The length of a D-curve g(·) is given by

�(g(·)) =
∫ t1

0

√
g(ġ(t), ġ(t)) dt.

A sub-Riemannian structure (G,D, g) is endowed with a natural metric space structure,
namely the Carnot–Carathéodory distance:

d(g1, g2) = inf{�(g(·)) : g(·) is a D-curve curve joining g1 and g2}.
When D = TG, we recover the Riemannian distance. By left invariance d(g1, g2) =
d(1, g−1

1 g2). A D-curve curve g(·) that realizes the Carnot–Carathéodory distance between
two points is called a minimizing geodesic.

Proposition 1 (cf. [13]) Let (G,D, g) be a left-invariant sub-Riemannian structure on a
(connected) Lie group G. Then:

1. The Carnot–Carathéodory metric d is complete.
2. Any two points in G can be joined by a minimizing geodesic.

Proof Let (G, g̃) be a left-invariant Riemannian structure taming (G,D, g). Furthermore,
let dR be the distance associated to (G, g̃) and dSR be the distance associated to (G,D, g).
As (G, g̃) is homogeneous, dR is complete. Hence, as (G, g̃) tames (G,D, g), it follows that
dSR is complete (see, e.g., [56]). Item 1 implies item 2 (see, e.g., [2, 49]).

An isometry between two left-invariant sub-Riemannian (or Riemannian) structures
(G,D, g) and (G′,D ′, g′) is a diffeomorphism φ : G → G′ such that

φ∗D = D ′ and g = φ∗g′

i.e., Tgφ ·D(g) = D ′(φ(g)) and gg(gA, gB) = g′
φ(g)(Tgφ ·gA, Tgφ ·gB). We shall denote

the group of isometries of a structure (G,D, g) by Iso(G,D, g). The isotropy subgroup of
g ∈ G (i.e., the subgroup of isometries fixing g) will be denoted by Isog(G,D, g).

Remark 1 Every isometry is distance preserving (i.e., for any isometry φ we have that
d(g, h) = d(φ(g), φ(h))). Conversely, every distance-preserving diffeomorphisms φ is
an isometry (see, e.g., [56]). Moreover, if all geodesics are normal, then any distance-
preserving homeomorphism is smooth ([31], see also [22]).

Every left translation is an isometry by definition. Hence, the group of isometries
Iso(G,D, g) is generated by the left translations Lg : h �→ gh, g ∈ G and the isotropy sub-
group of identity. Indeed, any isometry φ ∈ Iso(G,D, g) can be written as φ = Lφ(1) ◦ φ′,
where φ′ ∈ Iso1(G.D, g).

2.1.1 Sub-Riemannian and Riemannian Structures on Nilpotent Groups

A k-step Carnot group G is a simply connected nilpotent Lie group whose Lie algebra g has
stratification g = g1 ⊕g2 ⊕· · ·⊕gk with [g1, gj ] = g1+j , j = 1, . . . , k −1, [g1, gk] = {0},
and gk �= {0}. Let D be the left-invariant distribution on G specified by D(1) = g1. Once
we fix a left-invariant metric g on D , we have a left-invariant sub-Riemannian structure on
G (note that D is bracket generating). We shall refer to such a structure as a sub-Riemannian
Carnot group.
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For any Carnot group G, there exists a (one-parameter) family of automorphisms δr ∈
Aut(G), r �= 0 given by the corresponding Lie algebra automorphisms (cf. [31, 36])

T1δr : A1 + A2 + · · · + Ak �−→ rA1 + r2A2 + · · · + rkAk, Ai ∈ gi .

Consequently, for a sub-Riemannian Carnot group (G,D, g), we have that (δr )∗D = D and
δ∗
r g = r2g. Accordingly, if d is the Carnot–Carathéodry distance associated to (G,D, g),

then d(δr (g1), δr (g2)) = |r| d(g1, g2) for g1, g2 ∈ G. Also, δr maps minimizing geodesics
(of length �) to minimizing geodesics (of length |r|�).

We have the following characterization of isometries between sub-Riemannian Carnot
groups.

Proposition 2 (cf. [31, 36]; see also [22]) Let (G,D, g) and (G′,D ′, g′) be two sub-
Riemannian Carnot groups. A diffeomorphism φ : G → G′ is an isometry between
(G,D, g) and (G′,D ′, g′) if and only if φ is the composition φ = Lφ(1) ◦ φ′ of a left trans-
lation Lφ(1) on G′ and a Lie group isomorphism φ′ = Lφ(1)−1 ◦ φ : G → G′ such that
T1φ

′ · D(1) = D ′(1′) and g1(A,B) = g′
1′(T1φ′ · A, T1φ

′ · B).

Likewise, in the Riemannian case, we have the following result.

Proposition 3 (cf. [62]; see also [40]) Let (G, g) and (G′, g′) be two left-invariant Rie-
mannian structures on simply connected nilpotent Lie groups G and G′, respectively. A
diffeomorphism φ : G → G′ is an isometry between (G, g) and (G′, g′) if and only if φ is the
composition φ = Lφ(1) ◦ φ′ of a left translation Lφ(1) on G′ and a Lie group isomorphism
φ′ = Lφ(1)−1 ◦ φ : G → G′ such that g1(A,B) = g′

1′(T1φ′ · A, T1φ
′ · B).

For a sub-Riemannian Carnot group (G,D, g) or a Riemannian structure (G,D =
TG, g) on a simply connected nilpotent Lie group, we have that the isotropy subgroup is
given by

Iso1(G,D, g) = {
φ ∈ Aut(G) : T1φ · D(1) = D(1), g1(A, B) = g1(T1φ · A, T1φ · B)

}
.

Accordingly, the isometry group Iso(G,D, g) decomposes as a semidirect product of the
normal subgroup LG = {Lg : g ∈ G} of left translations and the isotropy subgroup
Iso1(G,D, g) of the identity. Consequently, any isometry φ ∈ Iso(G,D, g) is uniquely
expressible as φ = Lφ(1) ◦φ′, where φ′ ∈ Iso1(G.D, g). We shall denote by d Iso1(G,D, g)
the group {T1φ : φ ∈ Iso1(G,D, g)} ∼= Iso1(G,D, g) of linearized isotropies.

2.2 Pontryagin Maximum Principle

A drift-free left-invariant control affine system on a (real, finite-dimensional, connected) Lie
group G consists of a family of left-invariant vector fields �u on G, linearly parametrized
by controls u ∈ R

k . Such a system is written as

ġ = �u(g) = g(u1B1 + · · · + ukBk), g ∈ G, u ∈ R
k.

Here, B1, . . . , Bk are linearly independent elements of the Lie algebra g. Admissible
controls are bounded and measurable maps u(·) : [0, t1] → R

k . A trajectory for an
admissible control u(·) is an absolutely continuous curve g(·) : [0, t1] → G such that
ġ(t) = �u(t)(g(t)).
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A standard argument shows that the length minimization problem

ġ(t) ∈ D(g(t)), g(0) = g0, g(t1) = g1,∫ t1

0

√
g(ġ(t), ġ(t)) → min

is equivalent to the energy minimization problem, or invariant optimal control problem:

ġ = �u(g), g ∈ G, u ∈ R
k, g(0) = g0, g(t1) = g1∫ t1

0
L(u(t)) dt → min .

(1)

Here, �u(g) = g(u1B1+· · ·+ukBk) with B1, . . . , Bk being some linearly independent ele-
ments of g such that span(B1, . . . , Bk) = D(1); L(u(t)) = g1(�u(t)(1),�u(t)(1)). (Energy
minimizers are exactly those length minimizers which have constant speed.)

The Pontryagin Maximum Principle provides necessary conditions for optimality which
are naturally expressed in the language of the geometry of the cotangent bundle T ∗G of G
(see [6, 33]). The cotangent bundle T ∗G can be trivialized (from the left) such that T ∗G =
G×g∗; here g∗ is the dual of the Lie algebra g. More precisely, each element (g, p) ∈ G×g∗
is identified with (TgLg−1)∗ · p ∈ T ∗

g G. To an optimal control problem (1), we associate,

for each real number λ and each control parameter u ∈ R
k , a Hamiltonian function on

T ∗G = G × g∗:

Hλ
u (ξ) = λL(u) + ξ(�u(g))

= λL(u) + p(�u(1)), ξ = (g, p) ∈ G × g∗.

We denote by 
Hλ
u the corresponding Hamiltonian vector field (with respect to the symplectic

structure on T ∗G). In terms of the above Hamiltonians, the Maximum Principle can be
stated as follows.

Maximum Principle Suppose that the controlled trajectory (ḡ(·), ū(·)), defined over the
interval [0, t1], is a solution for the optimal control problem (1). Then, there exist a curve
ξ(·) : [0, t1] → T ∗G with ξ(t) ∈ T ∗

ḡ(t)G, t ∈ [0, t1], and a real number λ ≤ 0, such that the
following conditions hold for almost every t ∈ [0, t1]:

(λ, ξ(t)) �≡ (0, 0) (2)

ξ̇ (t) = 
Hλ
ū(t)(ξ(t)) (3)

Hλ
ū(t) (ξ(t)) = max

u
Hλ

u (ξ(t)) = constant. (4)

Any optimal trajectory, ḡ(·) : [0, t1] → G, is the projection of some integral curve ξ(·)
of the Hamiltonian vector field 
Hλ

ū(t). A pair (ξ(·), u(·)) is said to be an extremal pair if it
satisfies the conditions (2), (3), and (4). The component ξ(·) of an extremal pair is called
an extremal. An extremal curve is called normal if λ < 0 and abnormal if λ = 0. The
normal (resp. abnormal) geodesics of (G,D, g) are the projection to G of the normal (resp.
abnormal) extremal curves ξ(·).

For the class of optimal control problems under consideration, the maximum condition
(4) eliminates the parameter u from the family of Hamiltonians (Hu); as a result, we obtain
a smooth G-invariant function H (without parameters) on T ∗G = G× g∗; for any orthonor-
mal frame (X1, X2, . . . , Xk) of (G,D, g), we have that H(ξ) = ∑k

i=1 ξ(Xi(g))2 =
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∑k
i=1 p(X1(1))2, ξ = (g, p) ∈ T ∗

g G. The dual space g∗ of g admits a natural Poisson
structure, the (minus) Lie-Poisson structure (see, e.g., [43]), given by

{F,G}(p) = −p([dF(p), dG(p)]).
Here, F,G ∈ C∞(g∗) and dF(p), dG(p) are elements of the double dual g∗∗ which is
canonically identified with the Lie algebra g. The Hamiltonian vector field associated to a
function F ∈ C∞(g∗) is specified by 
F [G] = {G,F }. The Hamilton–Poisson system H

on T ∗G can be reduced to a Hamilton–Poisson system on the Lie–Poisson space g∗. The
normal geodesics of (G,D, g) can then be described as follows.

Proposition 4 (cf. [6, 33]; see also [17]) The normal geodesics g(·) of (G,D, g) are given
by {

ġ = T1Lg · (ι∗p)�

ṗ = 
H(p)
(5)

where H(p) = 1
2 (ι∗p) · (ι∗p)�, g ∈ G, p ∈ g∗.

For a normal geodesic g(·), we have

gg(t)(ġ(t), ġ(t)) = g1((ι∗p(t))�, (ι∗p(t))�) = 2H(p(t)).

Therefore, the unit-speed geodesics correspond to H(p(0)) = 1
2 .

The sub-Riemannian exponential map Expg : T ∗
g G → G from g ∈ G is defined as

Expg(ξ) = π ◦ e

H (ξ), where π : T ∗G → G is the canonical projection and 
H is the

Hamiltonian vector field on T ∗G. Note that, as (G,D, g) is complete (Proposition 1), the
exponential map Expg is defined for all ξ ∈ T ∗

g G ([2]). Isometries are compatible with the
exponential map in the following sense.

Proposition 5 If φ ∈ Iso(G,D, g), then φ ◦ Expg = Expφ(g) ◦ (Tφ(g)φ
−1)∗.

Proof Let φ ∈ Iso(G,D, g) and let

T ∗φ : T ∗G → T ∗G, T ∗
φ(g)G � ξ �−→ (Tgφ)∗ · ξ ∈ T ∗

g G

be the cotangent lift of φ. T ∗φ is a symplectic transformation of the symplectic structure on
T ∗G (see, e.g., [43]). Note that T ∗φ−1 covers φ (i.e., φ ◦ π = π ◦ T ∗φ−1). Let X1, . . . Xk

be an orthonormal frame for (G,D, g). The Hamiltonian H on T ∗G is given by H(ξ) =
1
2

∑k
i=1 ξ(Xi(g))2 for ξ ∈ TgG. We have that (H ◦T ∗φ−1)(ξ) = 1

2

∑k
i=1 ξ(φ−1∗ Xi(g))2 for

ξ ∈ TgG. As φ−1 is an isometry, we have that φ−1∗ X1, . . . , φ
−1∗ Xk is also an orthonormal

frame. Hence H ◦T ∗φ−1 = H . It follows that T ∗φ−1 maps integral curves of 
H to integral
curves of 
H . Let ξ(·) be an integral curve of 
H . Then π(ξ(t)) = Expπ(ξ(0))(tξ(0)). Hence
(φ ◦ π)(ξ(t)) = π(T ∗φ−1 · ξ(t)) = Exp(φ◦π)(ξ(0))(tT

∗φ−1 · ξ(0)).

The exponential map is left invariant, i.e., for ξ = (g, p) we have that Expg(g, p) =
g Exp1(1, p). Hence, we shall consider only the exponential map Exp1 from identity, which
we simply write as Exp. Moreover, we have that Exp : g∗ → G is given by Exp(t p(0)) =
g(t) where g(·) and p(·) are solutions to Eq. 5 with g(0) = 1. Note that, for any element p

contained in the annihilator D(1)◦ = {p ∈ g∗ : p(A) = 0 for all A ∈ D(1)} = ker ι∗, we
have Exp(p) = 1.
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Remark 2 In the Riemannian case, the usual (Riemannian) exponential map Ẽxp : T1G =
g → G is simply given by Ẽxp(A) = Exp(A�). Also, for any isometry φ, we have that
φ(Exp(A�)) = Exp((T1φ · A)�) as expected.

3 Structures, Isometries, and Geodesics

3.1 Sub-Riemannian and Riemannian Structures on the Heisenberg Groups

The (2n + 1)-dimensional Heisenberg group is, up to isomorphism, the only (2n + 1)-
dimensional simply connected two-step nilpotent Lie group with a one-dimensional center.
The Heisenberg group is often represented as R × R

n × R
n endowed with group product

(z, x, y) · (z′, x′, y′) = (z + z′ + 1
2

n∑
i=1

xiy
′
i − x′

iyi , x + x′, y + y′).

We shall, however, prefer to represent the Heisenberg group as the matrix Lie group

H2n+1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 x1 x2 · · · xn z+ 1
2

∑n
i=1 xiyi

0 1 0 · · · 0 y1
0 0 1 · · · 0 y2

. . .
...

0 0 0 · · · 1 yn

0 0 0 · · · 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=m(z, x1, y1, . . . , xn, yn) : xi, yi, z ∈ R

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

.

Nonetheless, with this choice of parametrization m : R2n+1 → H2n+1, we have that

m(z′, x′
1, y

′
1, . . . , x

′
n, y

′
n) m(z′, x′

1, y
′
1, . . . , x

′
n, y

′
n)

= m(z + z′ + 1
2

n∑
i=1

xiy
′
i − x′

iyi , x1 + x′
1, y1 + y′

1, . . . , xn + x′
n, yn + y′

n).

The Lie algebra of H2n+1 is given by

h2n+1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 x1 x2 · · · xn z

0 0 0 · · · 0 y1
0 0 0 · · · 0 y2

. . .
...

0 0 0 · · · 0 yn

0 0 0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= zZ +
n∑

i=1

xiXi + yiYi : xi, yi, z ∈ R

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

and has non-zero commutators [Xi, Yi] = Z. If g1 = span(X1, Y1, . . . , Xn, Yn) and g2 =
span(Z), then h2n+1 decomposes as a direct sum of subspaces g1⊕g2 such that [g1, g1] = g2
and [g1, g2] = {0}. Therefore H2n+1 is a two-step Carnot group. Whenever convenient, the
elements Z, Xi, Yi ∈ h2n+1 will be identified with their corresponding left-invariant vector
fields.

Throughout, we use the ordered basis (Z,X1, Y1, X2, Y2, . . . , Xn, Yn) for h2n+1. Typ-
ically, we shall write an element A ∈ h2n+1 as A = azZ + ∑n

i=1 axi
Xi + ayi

Yi . Let
(Z∗, X∗

1 , Y ∗
1 , . . . , X∗

n, Y
∗
n ) be the basis for h∗

2n+1 dual to (Z,X1, Y1, . . . , Xn, Yn); we like-
wise write an element p ∈ h∗

2n+1 as p = pzZ
∗ + ∑n

i=1 pxi
X∗

i + pyi
Y ∗

i or simply as
p = (pz, px1 , py1 , . . . , pxn, pyn).
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The automorphisms of h2n+1 are exactly those linear isomorphisms that preserve the
center z = span(Z) of h2n+1 and for which the induced map on h2n+1/z preserves an
appropriate symplectic structure (cf. [28]). More precisely, let ω be the skew-symmetric
bilinear form on h2n+1 specified by [A, B] = ω(A, B)Z for A, B ∈ h2n+1. A linear iso-
morphism ψ : h2n+1 → h2n+1 is a Lie algebra automorphism if and only if ψ · Z = cZ

and ω(ψ · A, ψ · B) = c ω(A, B) for some c �= 0.
We give a matrix representation for the group of automorphisms. The bilinear form ω

takes the form

ω =
[

0 0
0 J

]
, where J =

⎡
⎢⎢⎢⎢⎢⎣

0 1 0
−1 0

. . .

0 1
0 −1 0

⎤
⎥⎥⎥⎥⎥⎦

.

We note that the linear map

σ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−1 0 0
0 0 1

1 0
. . .

0 1
0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6)

is an automorphism.

Proposition 6 (cf. [16, 53]) The group of automorphisms Aut(h2n+1) is given by{[
r2 v

0 rg

]
, σ

[
r2 v

0 rg

]
: r > 0, v ∈ R

1×2n, g ∈ Sp (n,R)

}

where

Sp (n,R) =
{
g ∈ R

2n×2n : g�Jg = J
}

is the n(2n + 1)-dimensional symplectic group over R.

The Lie group exponential exp : h2n+1 → H2n+1 is simply given by

exp
(
zZ + ∑n

i=1xiXi + yiYi

) = m(z, x1, y1, . . . , xn, yn).

Accordingly, as φ(exp(A)) = exp(T1φ · A) for any automorphism φ ∈ Aut(H2n+1), the
action of φ on an element m(z, x1, x2, . . . , xn, yn) is identical to the action of the lin-
ear map T1φ on the (exponential) coordinates (z, x1, y1, . . . , xn, yn). Also, as H2n+1 is
simply connected, for every ψ ∈ Aut(h2n+1), there exists a φ ∈ Aut(H2n+1) such that
T1φ = ψ .

In a previous paper [16], we classified the left-invariant sub-Riemannian and Riemannian
structures on H2n+1 up to isometric Lie group automorphisms (i.e., isometries which are
also Lie group automorphisms). In light of Propositions 2 and 3, we restate these results
as a classification of the left-invariant sub-Riemannian and Riemannian structures up to
isometry. (A classification of Riemannian and Lorentzian metrics on the Heisenberg groups
was also recently obtained in [60].)
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Theorem 1 Any left-invariant sub-Riemannian structure on H2n+1 is isometric to exactly
one of the structures (H2n+1,H , gλ) specified by{

H (1) = span(X1, Y1, . . . , Xn, Yn)

gλ
1 = � = diag(λ1, λ1, λ2, λ2, . . . , λn, λn)

i.e., with orthonormal frame

( 1√
λ1

X1,
1√
λ1

Y1,
1√
λ2

X2,
1√
λ2

Y2, . . . ,
1√
λn

Xn,
1√
λn

Yn).

Here, 1 = λ1 ≥ λ2 ≥ · · · ≥ λn > 0 parametrize a family of (non-isometric) class
representatives.

Note 1 As the distribution H is strongly bracket-generating all geodesics of the sub-
Riemannian structure (H2n+1,H , gλ) are normal (see, e.g., [20, 49]).

Note 2 (H2n+1,H , gλ) is a sub-Riemannian Carnot group.

Theorem 2 Any left-invariant Riemannian structure on H2n+1 is isometric to exactly one
of the structures (H2n+1, g̃λ) specified by

g̃λ
1 =

[
1 0
0 �

]
, � = diag(λ1, λ1, λ2, λ2, . . . , λn, λn)

i.e., with orthonormal frame

(Z, 1√
λ1

X1,
1√
λ1

Y1,
1√
λ2

X2,
1√
λ2

Y2, . . . ,
1√
λn

Xn,
1√
λn

Yn).

Here λ1 ≥ λ2 ≥ · · · ≥ λn > 0 parametrize a family of (non-isometric) class
representatives.

Note 3 Although λ1 can be normalized to λ1 = 1 in the sub-Riemannian case, we shall find
it more convenient not to impose this normalization explicitly in the ensuing discussions.
(This allows for a more unified presentation of the sub-Riemannian and Riemannian cases.)

3.2 Extensions of Sub-Riemannian Structures

Let G be a Lie group with Lie algebra g and center Z(G) = Z; let z be the center of g and
let q : G → G/Z be the canonical quotient map. We say that a sub-Riemannian structure
(G, D̃, g̃) is an central extension of a sub-Riemannian structure (G/Z,D, g) if

1. T1q · D̃(1) = D(1);
2. g̃1(A,B) = g1(T1q · A, T1q · B) for A,B ∈ D̂(1), where

D̂(1) = (z ∩ D̃(1))⊥ = {A ∈ D̃(1) : g̃1(A,B) = 0 for B ∈ z ∩ D̃(1)}.
We call the sub-Riemannian structure (G, D̂, ĝ) with ĝ = g̃

∣∣
D̂ the corresponding shrunk

extension.
For any D-curve g(·) on G/Z and any ĝ0 ∈ G such that q(ĝ0) = g(0), there exists a

unique D̂-curve ĝ(·) on G such that ĝ(0) = ĝ0 and q ◦ ĝ(·) = g(·). We say that ĝ(·) is the
D̂-lift through ĝ0 of g(·). On the other hand, for any D̃-curve g̃(·), there exists a unique D̂-
curve ĝ(·) such that ĝ(0) = g̃(0) and q ◦ ĝ(·) = q ◦ g̃(·). We call ĝ(·) the D̂-projection of
g̃(·). Note that the D̂-projection of g̃(·) is exactly the D̂-lift through g̃(0) of q ◦ g̃(·). D̂-lifts
and D̂-projections are compatible with (normal) geodesics in the following sense.
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Proposition 7 ([15]) The D̂-lift of any (minimizing, normal, or abnormal) geodesic
of (G/Z,D, g) is a (minimizing, normal, or abnormal, respectively) geodesic of both
(G, D̂, ĝ) and (G, D̃, g̃). Furthermore, the normal geodesics of (G, D̂, ĝ) are exactly the
D̂-projections of the normal geodesics of (G, D̃, g̃).

The Riemannian structure (H2n+1, g̃λ) is a central extension of the Riemannian structure
on the Abelian group H2n+1/Z(H2n+1) ∼= R

2n with orthonormal frame
(

1√
λ1

T1q · X1,
1√
λ1

T1q · Y2, . . . ,
1√
λn

T1q · Xn,
1√
λn

T1q · Yn

)
. (7)

Here, q : H2n+1 → H2n+1/Z(H2n+1) ∼= R
2n. Moreover, the sub-Riemannian structure

(H2n+1,H , gλ) tamed by (H2n+1, g̃λ) is the corresponding shrunk extension. Accordingly,
we have the following result.

Proposition 8 Suppose (H2n+1, g̃λ) tames (H2n+1,H , gλ). Then:

1. The normal geodesics of (H2n+1,H , gλ) are exactly the H -projections of the normal
geodesics of (H2n+1, g̃λ).

2. The curve g(t) = m(0,
x̄1
t1

t,
ȳ1
t1

t, . . . , x̄n

t1
t,

ȳn

t1
t) with t1 =

√∑n
i=1 λi(x̄

2
i + ȳ2

i ) is a unit-
speed minimizing geodesic from identity to g(t1) = m(0, x̄1, ȳ1, . . . , x̄n, ȳn) for both
(H2n+1,H , gλ) and (H2n+1, g̃λ).

Proof The first item is simply a consequence of Proposition 7. The Euclidean space with
orthonormal frame (7) has minimizing geodesics g′(t) = (

x̄1
t1

t,
ȳ1
t1

t, . . . , x̄n

t1
t,

ȳn

t1
t) for

(x̄1, ȳ1, . . . , x̄n, ȳn) ∈ R
2n. The H -lift of g′(t) through g(0) = 1 is g(t). Hence by

Proposition 7, these are minimizing geodesics.

Remark 3 The first item in the above proposition explains (in part) the similarity between
the Riemannian and sub-Riemannian cases in the ensuing sections.

3.3 Isometry Groups

We calculate the group of isometries for (H2n+1,H , gλ) and (H2n+1, g̃λ). Let μ1 > μ2 >

· · · > μk > 0 denote the distinct values in the list (λ1, λ2, . . . , λn) and let ν1, . . . , νk

denote the corresponding multiplicities. We refer to the pair (μ, ν) as the metric data for
the structure. It turns out that if (H2n+1, g̃λ) and (H2n+1,H , gλ) have the same metric data,
then their respective isometry groups are identical.

Theorem 3 Suppose (H2n+1,H , gλ) and (H2n+1, g̃λ) have metric data (μ, ν). The groups
d Iso1(H2n+1,H , gλ) and d Iso1(H2n+1, g̃λ) of linearized isotropies are identical and given
by ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

1 0
g1

. . .

0 gk

⎤
⎥⎥⎥⎦ , σ

⎡
⎢⎢⎢⎣

1 0
g1

. . .

0 gk

⎤
⎥⎥⎥⎦ : gi ∈ U (νi)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

.

Here the unitary group U (νi) = Sp (νi,R) ∩ O (2νi), the orthogonal group O(m) = {g ∈
R

m×m : g�g = Im} and σ is the involutive automorphism (6).
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Proof Suppose that ψ ∈ d Iso1(H2n+1,H , gλ), i.e., ψ ∈ Aut(h2n+1), ψ · H (1) = H (1),
and gλ

1(A,B) = gλ
1(ψ · A,ψ · B). As ψ is a Lie algebra automorphism, we have

ψ =
[

r2 v

0 rg

]
or ψ = σ

[
r2 v

0 rg

]

for some r > 0, v ∈ R
1×2n and g ∈ Sp (n,R). We need only consider the former case, as a

simple computation shows that σ ∈ dIso1(H2n+1,H , gλ).
For the sub-Riemannian case, we have v = 0 as ψ · H (1) = H (1). Moreover, as

gλ
1(A,B) = gλ

1(ψ · A,ψ · B) for A, B ∈ H (1), we get that � = r2g��g. Since
Jg� = g−1J , the eigenvalues of J� and J g��g coincide. Hence, as � = r2g��g, the
eigenvalues of J� and r2J� must also coincide. The eigenvalues of J� are purely imagi-
nary and appear in conjugate pairs ±iλj , j = 1, . . . , n; likewise, the eigenvalues of r2J�

are ±ir2λj , j = 1, . . . , n. Therefore, it follows that r = 1. On the other hand, for the Rie-
mannian case, the condition gλ

1(A,B) = gλ
1(ψ · A, ψ · B) for A,B ∈ h2n+1 implies that

r = 1, v = 0, and � = g��g.
In either case, we have

ψ =
[

1 0
0 g

]
, g�Jg = J, and g��g = �.

It is a simple matter to show that J�g = gJ�. Thus, as �2 = −J�J�, we have
�2g = g�2. Hence �2gw = μ2

i gw whenever w is an eigenvector of �2 associated to
the eigenvalue μ2

i . It follows that g (resp. g�) preserves each eigenspace of �2. That is,
g ei = ei and g� ei = ei , i = 1, . . . , k where ei denotes the eigenspace of �2 corresponding
to μ2

i . Therefore, g takes block diagonal form

g =
⎡
⎢⎣

g1 0
. . .

0 gk

⎤
⎥⎦ , gi ∈ GL (2νi,R).

Moreover, as g�Jg = J and g��g = �, we have gi ∈ Sp (νi,R) ∩ O (2νi) = U(νi).

Finally, it is easy to verify that each mapping ψ =
[

1 0
0 g

]
of this form satisfies ψ ∈

Aut(h2n+1), ψ · H (1) = H (1), and gλ
1(A,B) = gλ

1(ψ · A, ψ · B) and so is a linearized
isotropy.

Remark 4 We have that φ ∈ Aut(H2n+1),

T1φ =

⎡
⎢⎢⎢⎣

1 0
g1

. . .

0 gn

⎤
⎥⎥⎥⎦ , gi ∈ SO (2)

is always an isotropy of identity for (H2n+1,H , gλ) and (H2n+1, g̃λ) irrespective of the
metric data. Hence, the isotropy subgroup is at least n-dimensional.

Corollary 1 For the structures (H2n+1,H , gλ) and (H2n+1, g̃λ) with metric data (μ, ν) we
have that

Iso1(H2n+1,H , gλ) = Iso1(H2n+1, g̃λ) ∼= (U (ν1) × · · · × U (νk)) � {1, σ }
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and

n ≤ dim Iso1(H2n+1,H , gλ) = dim Iso1(H2n+1, g̃λ) =
k∑

i=1

ν2
i ≤ n2.

The minimal dimension is attained when the values λ1, . . . , λn are all distinct; the maximal
dimension is attained when the values λ1, . . . , λn are all identical.

Remark 5 The Riemannian structures (H2n+1, g̃λ) are not symmetric, i.e., there exists
no involutive isotropy φ such that T1φ = −I . However, the sub-Riemannian structures
(H2n+1,H , gλ) are sub-symmetric, i.e., there exists an involutive isotropy φ such that
T1φ|H (1) = −I (cf. [56]), namely the automorphism δ−1 given by T1δ−1 : azZ +∑n

i=1 axi
Xi + ayi

Yi �→ azZ − ∑n
i=1 axi

Xi + ayi
Yi .

Remark 6 As noted in Section 2.1.1, the sub-Riemannian Carnot group (H2n+1,H , gλ)

admits the homotheties

δr : m(z, x1, y1, . . . , xn, ym) �→ m(r2 z, r x1, r y1, . . . , r xn, r yn), r > 0.

That is, (δr )∗H = H and δ∗
r g

λ = r2 gλ and so dSR(δr (g1), δr (g2)) = r dSR(g1, g2)

for g1, g2 ∈ H2n+1. (Here, dSR is the Carnot–Carathéodory distance associated with
(H2n+1,H , gλ).) On the other hand, (H2n+1, g̃λ) admits no homotheties which are not
isometries (i.e., if φ∗g̃λ = r g̃λ for some r > 0, then r = 1 and φ is an isometry).

3.4 Exponential Map

The sub-Riemannian structure (H2n+1,H , gλ) has (reduced) Hamiltonian

HSR : h∗
2n+1 → R, HSR(p) =

n∑
i=1

p2
xi

+ p2
yi

λi

.

Likewise, the Riemannian structure (H2n+1, g̃λ) has Hamiltonian

HR : h∗
2n+1 → R, HR(p) = p2

z +
n∑

i=1

p2
xi

+ p2
yi

λi

.

Here, p = pzZ
∗ + ∑n

i=1 pxi
X∗

i + pyi
Y ∗

i . The Hamiltonian vector fields 
HSR and 
HR

coincide (as C(p) = p2
z is a Casimir function for h∗

2n+1) and are given by

⎧⎨
⎩

ṗz = 0[
ṗxi

ṗyi

]
=
[

0 −pz

pz 0

] [
pxi

pyi

]
, i = 1, . . . , n.

The normal geodesic ġ = m(z, x1, y1, . . . , xn, yn) corresponding to an integral curve p(·)
of 
H is then given by (see Proposition 4)

⎧⎪⎪⎨
⎪⎪⎩

ż = 1
2

n∑
i=1

xipyi
(t)−yipxi

(t)

λi[
ẋi

ẏi

]
= 1

λi

[
pxi

(t)

pyi
(t)

]
, i = 1, . . . , n
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in the sub-Riemannian case and by⎧⎪⎪⎨
⎪⎪⎩

ż(t) = pz + 1
2

n∑
i=1

xipyi
(t)−yipxi

(t)

λi[
ẋi

ẏi

]
= 1

λi

[
pxi

(t)

pyi
(t)

]
, i = 1, . . . , n

in the Riemannian case. These equations are easily integrated (with g(0) = 1) to yield the
exponential Exp(p(0)) = g(1).

Proposition 9 The exponential map Exp : h∗
2n+1 → H2n+1 for (H2n+1,H , gλ) is given by

Exp(pz, px1 , py1 , . . . , pxn, pyn) = m(z, x1, y1, . . . , xn, yn), where⎧⎪⎪⎪⎨
⎪⎪⎪⎩

z = 1
2p2

z

n∑
i=1

(
p2

xi
+ p2

yi

) (
pz

λi
− sin pz

λi

)
[

xi

yi

]
= 1

pz

[
sin pz

λi
−
(

1 − cos pz

λi

)
1 − cos pz

λi
sin pz

λi

][
pxi

pyi

]
, i = 1, . . . , n

when pz �= 0 and (z, x1, y1, . . . , xn, yn) = (0,
px1
λ1

,
py1
λ1

, . . . ,
pxn

λn
,

pyn

λn
) when pz = 0.

Note 4 The annihilator of H (1) is given by H (1)◦ = span{Z∗}.

Proposition 10 The exponential map Exp : h∗
2n+1 → H2n+1 for (H2n+1, g̃λ) is given by

Exp(pz, px1 , py1 , . . . , pxn, pyn) = m(z, x1, y1, . . . , xn, yn), where⎧⎪⎪⎨
⎪⎪⎩

z = pz + 1
2p2

z

∑n
i=1

(
p2

xi
+ p2

yi

) (
pz

λi
− sin pz

λi

)
[

xi

yi

]
= 1

pz

[
sin pz

λi
−
(

1 − cos pz

λi

)
1 − cos pz

λi
sin pz

λi

][
pxi

pyi

]
, i = 1, . . . , n

when pz �= 0 and (z, x1, y1, . . . , xn, yn) = (0,
px1
λ1

,
py1
λ1

, . . . ,
pxn

λn
,

pyn

λn
) when pz = 0.

Remark 7 The xi and yi coordinates for the sub-Riemannian and Riemannian expo-
nential maps coincide; this is in accordance with the sub-Riemannian geodesics being
H -projections of the Riemannian geodesics (see Section 3.2).

Remark 8 The projection of a geodesic of (H2n+1, g̃λ) to H2n+1/Z(H2n+1) (endowed with
the Riemannian structure admitting the orthonormal frame (7)) has constant curvature (cf.
[32]). Moreover, in the maximally symmetric case, this projection is a point, a line, or a
circle. The same two comments hold true for (H2n+1,H , gλ).

4 Totally Geodesic Subgroups

By analogy to the Riemannian case, there are two prospective definitions for a (con-
nected) closed subgroup N to be a (normal) totally geodesic subgroup of a left-invariant
sub-Riemannian structure (G,D, g):

D1. Whenever a normal geodesic g(·) of (G,D, g) is tangent to N at some point g(t1) ∈
N, then the entire trace of g(·) is contained in N.

D2. Any normal geodesic of the restricted structure (N,E , g |E ), E (g) = D(g) ∩ TgN is
a normal geodesic of the ambient structure (G,D, g).
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Remark 9 As the sub-Riemannian structures on the Heisenberg group admit no abnormal
geodesics (Note 1), we find it convenient here to restrict our definition to normal geodesics.

In the Riemannian case, D1 and D2 are equivalent. However, for sub-Riemannian struc-
tures, they do not coincide. Indeed, for the structure (H2n+1,H , gλ) on the Heisenberg
group, any Abelian subgroup N with Lie algebra n ⊂ H (1) satisfies D2 but not D1 (see
Proposition 9). On the other hand, it turns out that D1 implies D2 (at least on the Heisenberg
group). Accordingly, we shall say that a closed subgroup N is a totally geodesic subgroup
of (G,D, g) if it satisfies D1. (We note, however, that in [7] totally geodesic submanifolds
are defined in accordance to D2.)

Proposition 11 Let N be a closed subgroup with Lie algebra n. The following statements
are equivalent:

1. N is a totally geodesic subgroup of (G,D, g).
2. Exp(p) ∈ N for every p ∈ (� ◦ ι∗)−1(n) ⊆ g∗.
3. (� ◦ ι∗)−1(n) ⊆ g∗ is an invariant subspace of the Hamiltonian vector field 
H .

Remark 10 (�◦ ι∗)−1(n) = (�◦ ι∗)−1(n∩D(1)) = (ι∗)−1((n∩D(1))�). So in the Rieman-
nian case, items 2 and 3 can be restated as: (2) Exp(A�) ∈ N for A ∈ n, (3) n� ⊆ g∗ is an
invariant subspace of the Hamiltonian vector field 
H .

Proof (1⇒3) Suppose N is a totally geodesic subgroup of (G,D, g). Let p ∈ g∗, (ι∗p)� ∈
n. Then g(t) = Exp(t p) is a geodesic such that ġ(0) = (ι∗p)� ∈ n (see Proposition 4).
Therefore, Exp(t p) ∈ N for all t including t = 1.

(2⇒3) Suppose Exp(p) ∈ N for every p ∈ (� ◦ ι∗)−1(n). Let p ∈ (� ◦ ι∗)−1(n)

and p(·) be the integral curve of 
H through p(0) = p. Let g(t) = Exp(t p(0)). As
t p(0) ∈ (� ◦ ι∗)−1(n) we have that g(t) ∈ N for all t . Hence, as ġ(t) = T1Lg(t) · (ι∗p(t))�,
we have that (ι∗p(t))� = Tg(t)Lg(t)−1 · ġ(t) ∈ n. Thus p(t) ∈ (� ◦ ι∗)−1(n) for
all t .

(3⇒1) Suppose (� ◦ ι∗)−1(n) ⊆ g∗ is an invariant subspace of the Hamiltonian vec-
tor field 
H . Let g(·) be a normal geodesic tangent to N at g(0). We have that ġ(t) =
T1Lg(t) ·(ι∗p(t))� for some p(·), ṗ(t) = 
H(p(t)). Furthermore, g(0)−1 ġ(0) = (ι∗p(0))� ∈
n. Therefore, p(0) ∈ (� ◦ ι∗)−1(n) and so p(t) ∈ (� ◦ ι∗)−1(n) for all t . Consequently
g(t)−1 ġ(t) ∈ n for all t and so (as g(0) ∈ N) it follows that g(t) ∈ N for all t .

4.1 Notation

We fix some notation to be used throughout Sections 4.2 and 4.3. Let (μ, ν) be the met-
ric data (see Section 3.3) of the sub-Riemannian structure (H2n+1,H , gλ) or Riemannian
structure (H2n+1, g̃λ) under consideration (i.e., μ1 > μ2 > · · · > μk > 0 denote the distinct
values in the list (λ1, λ2, . . . , λn) and ν1, . . . , νk denote the corresponding multiplicities).
Furthermore, let χi = ν1 + ν2 + · · · + νi and χ0 = 0.

In the sub-Riemannian case, the Lie algebra of h2n+1 decomposes as a direct sum
h2n+1 = z ⊕ H (1). Likewise, in the Riemannian case, h2n+1 = z ⊕ z⊥. Furthermore, the
subspace H (1) = z⊥ ⊂ h2n+1 decomposes as a direct sum H (1) = e1 ⊕ e2 ⊕ · · · ⊕ ek

of eigenspaces of � corresponding to values μ1, . . . , μk and with dimension ν1, . . . , νk ,
respectively. Hence, we have the following direct sum decomposition h2n+1 = z ⊕ e1 ⊕
· · · ⊕ ek .
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We shall denote by ρj (θ) the isotropy specified by (see Remark 4)

T1ρj (θ)
∣∣
(Xj ,Yj ) =

[
cos θ − sin θ

sin θ cos θ

]

T1ρj (θ)
∣∣
(Z,X1,Y1,...,Xj−1,Yj−1,Xj+1,Yj+1,...,Xn,Yn) = I2n−1.

(We note that ρj (θ) is simply a rotation in the xi, yi plane.) Likewise, when λi = λj , we
shall denote by ρi,j (θ) the isotropy specified by (see Theorem 3)

T1ρj,k (θ)
∣∣
(Xj ,Yj ,Xk,Yk) =

⎡
⎢⎢⎣

cos θ 0 − sin θ 0
0 cos θ 0 − sin θ

sin θ 0 cos θ 0
0 sin θ 0 cos θ

⎤
⎥⎥⎦ ∈ U(2) = Sp(2,R) ∩ O(4)

T1ρj,k(θ)
∣∣
(Z,X1,Y1,...,Xj−1,Yj−1,Xj+1,Yj+1,...,Xk−1,Yk−1,Xk+1,Yk+1,...,Xn,Yn) = I2n−3.

Furthermore, let ς denote the isotropy

ς = ρ1(
π
2 ) ◦ ρ2(

π
2 ) ◦ · · · ◦ ρn(

π
2 ) (8)

(T1ς is given by Z �→ Z, Xi �→ Yi , and Yi �→ −Xi).

4.2 Characterization and Classification

In the Riemannian case, the totally geodesic subalgebras of nonsingular two-step nilpotent
metric Lie algebras were classified by Eberlein in [25]. Let j : z → so(z⊥) be the linear
map given by

g̃λ
1([A, B], C) = g̃λ

1(j (C) · A, B), A, B ∈ z⊥, C ∈ z.

We have (with respect to (X1, Y1, . . . , Xn, Yn))

j (Z) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 − 1
λ1

0
1
λ1

0
. . .

0 − 1
λn

0 1
λn

0

⎤
⎥⎥⎥⎥⎥⎥⎦

.

Remark 11 A two-step nilpotent metric Lie algebra is said to be of Heisenberg type if
j (Z)2 = −‖Z‖2idz⊥ . We note that (H2n+1, g̃λ) is of Heisenberg type exactly when λ1 =
· · · = λn = 1.

By Eberlein’s result, a subgroup N with Lie algebra n is a totally geodesic subgroup of
(H2n+1, g̃λ) if and only if exactly one of the following occurs:

1. n is an Abelian subalgebra contained in z⊥
2. n is a subspace of z
3. j (Z)(n ∩ z⊥) = n ∩ z⊥ and n is a direct sum of nonzero subspaces n ∩ z and n ∩ z⊥.

For the Riemannian structure (H2n+1, g̃λ) on the Heisenberg group, the above character-
ization can be specialized as follows.
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Theorem 4 A subgroup N with Lie algebra n is a totally geodesic subgroup of (H2n+1, g̃λ)

if and only if n is an Abelian subalgebra contained in z⊥ or

T1ς(n) = n and n = z ⊕ n1 ⊕ · · · ⊕ nk, ni = n ∩ ei .

We now proceed to describe the totally geodesic subgroups of (H2n+1,H , gλ). It turns
out that the totally geodesic subgroups of (H2n+1,H , gλ) are closely related to those of
(H2n+1, g̃λ).

Proposition 12 Let N be a subgroup with Lie algebra n and let Ñ be the subgroup
with Lie algebra n + z. Furthermore, let (H2n+1, g̃λ) be the Riemannian structure taming
(H2n+1,H , gλ). N is a totally geodesic subgroup of (H2n+1,H , gλ) if and only if Ñ is a
totally geodesic subgroup of (H2n+1, g̃λ).

Proof Let HSR ∈ C∞(h∗
2n+1) be the Hamiltonian corresponding to (H2n+1,H , gλ) and

let HR ∈ C∞(h∗
2n+1) be the Hamiltonian corresponding to (H2n+1, g̃λ). Likewise, let

�SR : H (1)∗ → H (1) and ι∗SR : h∗
2n+1 → H (1)∗ be the maps associated to

(H2n+1,H , gλ) and let �R : h2n+1 → h∗
2n+1 be the map associated with (H2n+1, g̃λ). We

have that 
HSR = 
HR (see Section 3.4). N is a totally geodesic subgroup of (H2n+1,H , gλ)

if and only if (�SR ◦ ι∗SR)−1(n) ⊆ g∗ is an invariant subspace of the Hamiltonian vector field

HSR (Proposition 11). It is a simple matter to show that (�SR ◦ ι∗SR)−1(n) = (n+ z)�R . The

result then follows as Ñ is a totally geodesic subgroup of (H2n+1, g̃λ) if and only if (n+ z)�R

is an invariant subspace of 
HR = 
HSR .

Accordingly, we get the following characterization of the totally geodesic subgroups of
(H2n+1,H , g̃λ).

Theorem 5 A subgroup N with Lie algebra n is a totally geodesic subgroup of
(H2n+1,H , gλ) if and only if

T1ς(n) = n and n = z ⊕ n1 ⊕ · · · ⊕ nk, ni = n ∩ ei .

Remark 12 Suppose (H2n+1, g̃λ) tames (H2n+1,H , gλ). The only totally geodesic sub-
groups of (H2n+1, g̃λ) which are not totally geodesic subgroups of (H2n+1,H , gλ) are the
Abelian subgroups with Lie algebra contained in z⊥. Excluding the center (which is a totally
geodesic subgroup of the sub-Riemannian structure to which no geodesic is tangent), these
are exactly the totally geodesic subgroups of the Riemannian structure that are flat (cf. [51]).

Next, we enumerate the totally geodesic subgroups up to isometry.

Corollary 2 Any subgroup of H2n+1 with Lie algebra spanned by

(Z,Xi1 , Yi1 , . . . , Xik , Yik ), 1 ≤ i1 < i2 < · · · < ik ≤ n, 0 ≤ k ≤ n (9)

is a totally geodesic subgroup of (H2n+1,H , gλ); any other nontrivial totally geodesic
subgroup is the image under an isotropy φ ∈ Iso1(H2n+1,H , gλ) of one of these subgroups.

Corollary 3 Any subgroup of H2n+1 with Lie algebra spanned by Eq. 9 is a totally geodesic
subgroup of (H2n+1, g̃λ). Moreover, any other non-Abelian totally geodesic subgroup is the
image under an isotropy φ ∈ Iso1(H2n+1, g̃λ) of one of these subgroups.
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Corollaries 2 and 3 By Theorems 4 and 5, the given subgroups are totally geodesic. It
remains to be shown that any other totally geodesic subgroup is the image under an isotropy
of identity of one of the subgroups given. We consider only the sub-Riemannian case (the
Riemannian case is completely analogous).

Let �i : h2n+1 → ei denote the projection corresponding to the direct sum decomposi-
tion h2n+1 = z ⊕ e1 ⊕ · · · ⊕ ek . Let N be a totally geodesic subgroup with Lie algebra n.
Suppose �r(n) �= {0} for some r ∈ {1, 2, . . . , k}. Note that, by Theorem 5, we have that
�i(n) = n∩ei . Let A1, . . . , As be a basis for �r(n) and let Aj = ∑χr

i=χr−1+1 a
j
xi

Xi +a
j
yi

Yi .
There exists t such that χr−1 + 1 ≤ t ≤ χr ,

a
j
xi

= a
j
yi

= 0, i = χr−1 + 1, . . . , t − 1, j = 1, . . . , s (10)

and (au
xt

)2 + (au
yt

)2 �= 0 for some u; we may assume u = 1. (Note that when t = χr−1 + 1,

the condition (10) falls away.) Let a1
xt

= ε cos θ and a1
yt

= ε sin θ ; we may assume ε =
1. We have that ρr(−θ) ∈ Iso1(H2n+1,H , gλ). Hence B1 = T1ρr(−θ) · A1 = Xt +∑χr

i=t+1 a1
xi

Xi + a1
yi

Yi . Suppose (a1
xt̄

)2 + (a1
yt̄

)2 �= 0 for some t̄ ≥ t + 1; we may assume

a1
xt̄

�= 0 and a1
yt̄

= 0 by application of an appropriate isotropy ρt̄ (θ). Let a1
xt

= ε cos θ and

a1
xt̄

= ε sin θ . Then ρt,t̄ (−θ) ·B1 = εXt +∑χr

i=t+1, i �=t̄
a1
xi

Xi + a1
yi

Yi ; by rescaling, we may
assume ε = 1. Accordingly, (repeating this process several times if necessary) there exists
an isotropy φ such that T1φ · B1 = Xt .

As T1ς(n) = n and T1ς ◦�i = �i ◦T1ς , we have T1ς(�r(n)) = �r(n). Hence, we get
that T1ς(Xt ) = Yt ∈ T1φ(�r(n)). Accordingly, there exists an isotropy φ such that Xt, Yt ∈
T1φ(�r(n)). Therefore, T1φ(�r(n)) has basis Xt, Yt , C3, . . . , Cs where C3, . . . , Cs are
some elements of ei with ci

xj
= ci

yj
= 0 for j = χr−1+1, . . . , t . Repeating the above proce-

dure (possibly several times), it follows that there exists an isotropy φ such that T1φ(�r(n))

has basis {Xt1 , Yt1 , . . . , Xts , Yts } for some χr−1 + 1 ≤ t1 < t2 < . . . < ts ≤ χr and some
0 ≤ s ≤ νr . As �r(n) = n ∩ er , it follows that Xt1 , Yt1 , . . . , Xts , Yts ∈ T1φ(n). Moreover,
we have that the isotropy φ constructed fixes all elements in z and �i(n), i �= r . Therefore,
the procedure can be carried out for each subspace �i(n). Lastly, as Xi, Yi ∈ T1φ(n) for
some i ∈ {1, 2, . . . , n}, it follows that Z = [Xi, Yi] ∈ T1φ(n).

4.3 Representative Subgroups

We say that a totally geodesic subgroup N of (G,D, g) is representative if the following
four conditions hold:

1. The distribution E on N given by E (g) = D(g) ∩ TgN is bracket generating.
2. For every geodesic g(·) of (G,D, g), there exists an isometry φ ∈ Iso(G,D, g) such

that the trace of φ ◦ g(·) is contained in N.
3. Every minimizing geodesic of (N,E , g |E ) is a minimizing geodesic of the ambient

structure (G,D, g).
4. For every isometry φ ∈ Iso(N,E , g |E ), there exists an isometry φ̃ ∈ (G,D, g) such

that φ̃(N) = N and φ̃ |N = φ.

For example, the Euclidean space E
n (viewed as a left-invariant Riemannian structure on

the Abelian group R
n) has representative totally geodesic subgroup E

1. If N is a represen-
tative totally geodesic subgroup of (G,D, g), then the problem of finding the minimizing
geodesics of (G,D, g) can effectively be reduced to the problem of finding the minimizing
geodesics of (N,E , g |E ) in the following way.
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Proposition 13 Let N be a representative totally geodesic subgroup of (G,D, g). If g(·) is a
minimizing geodesic of (N,E , g |E ), then φ ◦g(·) is a minimizing geodesic of (G,D, g) for
every φ ∈ Iso(G,D, g). Moreover, for every minimizing geodesic ḡ(·) of (G,D, g), there
exists an isometry φ ∈ Iso(G,D, g) and a minimizing geodesic g(·) of (N,E , g |E ) such
that ḡ(·) = φ ◦ g(·).

Proof Let g(·) be a minimizing geodesic of (N,E , g |E ). Then g(·) is a minimizing
geodesic of the ambient structure (G,N, g). Hence, as isometries map minimizing geodesics
to minimizing geodesics, it follows that φ ◦ g(·) is a minimizing geodesic of (G,D, g) for
every φ ∈ Iso(G,D, g). On the other hand, let ḡ(·) be a minimizing geodesic of (G,D, g).
Then there exists an isometry φ ∈ Iso(G,D, g) such that the trace of φ ◦ ḡ(·) is contained
in N. Consequently, g(·) = φ ◦ ḡ(·) is a minimizing geodesic of (N,E , g |E ) such that
ḡ(·) = φ−1 ◦ g(·).

We now proceed to find representative totally geodesic subgroups of minimal dimension
for (H2n+1,H , gλ) and (H2n+1, g̃λ).

Theorem 6 For both (H2n+1,H , gλ) and (H2n+1, g̃λ), the (2k + 1)-dimensional subgroup
N with Lie algebra spanned by

(Z,X1, Y1, Xχ1+1, Yχ1+1, Xχ2+1, Yχ2+1, . . . , Xχk−1+1, Yχk−1+1)

is a representative totally geodesic subgroup of minimal dimension.

Proof We provide a proof for the sub-Riemannian case; the Riemannian case can be proved
similarly. Suppose λi = λi+1. Let N be the totally geodesic subgroup with Lie algebra
spanned by (Z,X1, Y1, . . . , Xi, Yi, Xi+2, Yi+2, . . . , Xn, Yn). We claim that N is a represen-
tative totally geodesic subgroup. Clearly, E is bracket generating. By Theorem 3, it follows
that, for every isometry φ ∈ Iso(N,E , gλ |E ), there exists an isometry φ̃ ∈ (H2n+1,H , gλ)

such that φ̃(N) = N and φ̃ |N = φ.
Let g(t) = Exp(t p) be a (normal) geodesic on H2n+1 and let pxi

= ri cos θi , pyi
=

ri sin θi . Then ρi(−θi)(Exp(t p)) = Exp(t (T1ρi(θi))
∗ · p), where the X∗

i , Y
∗
i components

of p′ = (T1ρi(θi))
∗ · p are p′

xi
= ri and p′

yi
= 0 (see Proposition 5). Likewise, there then

exists an isotropy ρi+1(−θi+1) such that p′′ = (T1ρi+1(θi+1))
∗ · p′ takes the form

p′′ = (pz, px1 , py1 , . . . , pxi−1 , pyi−1 , ri , 0, ri+1, 0, pxi+1 , pyi+1 , . . . , pxn, pyn).

Let ri = r cos θ and ri+1 = r sin θ . We have that ρi,i+1(−θ) ∈ Iso1(H2n+1,H , gλ) and
p′′′ = (T1ρi,i+1(θ))∗ · p′′ takes the form

p′′′ = (pz, px1 , py1 , . . . , pxi−1 , pyi−1 , r, 0, 0, 0, pxi+1 , pyi+1 , . . . , pxn, pyn).

If m(z̄(t), x̄1(t), ȳ1(t), . . . , x̄n(t), ȳn(t)) = Exp(t p′′′), then x̄i+1(t) = ȳi+1(t) = 0. Thus,
for every geodesic g(·) of (H2n+1,H , gλ), there exists an isotropy φ such that the trace of
φ ◦ g(·) is contained in N.

It remains to be shown that every minimizing geodesic of (N,E , gλ |E ) is a minimizing
geodesic of the ambient structure (H2n+1,H , gλ). Let g(·) be a minimizing geodesic of
(N,E , gλ |E ). We may assume g(0) = 1 (by left invariance). Suppose that g(·) is not a min-
imizing geodesic of (H2n+1,H , gλ), i.e., there exists a minimizing geodesic ḡ(·), ḡ(0) = 1,
ḡ(t1) = g(t1) such that

�(ḡ(·)) = d(H2n+1,H ,gλ)(1, g(t1)) < d(N,E , gλ
∣∣
E )(1, g(t1)) = �(g(·)).
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We have ḡ(t) = Exp(t p) for some p ∈ h∗
2n+1. Therefore

[
x̄j (t)

ȳj (t)

]
= 1

pz

[
sin pz t

λj
−
(

1 − cos pz t
λj

)
1 − cos pz t

λj
sin pz

λj t

][
pxj

pyj

]
, j = i, i + 1

However, as ḡ(t1) = g(t1) ∈ N, we have that x̄i+1(t1) = ȳi+1(t1) = 0. Thus either pxi+1 =
pyi+1 = 0 or pzt1 ∈ 2πλi+1Z. Suppose pxi+1 = pyi+1 = 0. Then ḡ(·) is a curve on N and
so is a minimizing geodesic of (N,E , gλ

∣∣
E
). Thus

�(g(·)) = d(N,E , gλ
∣∣
E )(1, g(t1)) = �(ḡ(·))

which contradicts �(ḡ(·)) < �(g(·)). On the other hand, suppose pzt1 ∈ 2πλi+1Z, pz �= 0.
Then x̄i (t1) = ȳi (t1) = 0 (as λi = λi+1). Consequently, the isotropy φ constructed above
fixes the point g(t1). Moreover, φ ◦ ḡ(·) is a minimizing geodesic of (N,E , gλ

∣∣
E
). Thus

�(g(·)) = d(N,E , gλ
∣∣
E )(1, g(t1)) = �(φ ◦ ḡ(·)) = �(ḡ(·))

which contradicts �(ḡ(·)) < �(g(·)). Lastly, suppose pz = 0. In this case g(t1) =
(0, x1(t1), y1(t1), . . . , xi(t1), yi(t1), 0, 0, xi+2(t1), yi+2(t1), . . . , xn(t1), yn(t1)). Therefore,

by Proposition 8, it follows that d(H2n+1,H ,gλ)(1, g(t1)) = d(N,E , gλ
∣∣
E )(1, g(t1)), which

again contradicts �(ḡ(·)) < �(g(·)).
It is easy to show that the property of being a representative totally geodesic subgroup is

transitive. Consequently, we can apply the above process until we end up with a representa-
tive totally geodesic subgroup of the given form (i.e., one that is isometric to a structure for
which λ1 > · · · > λk > 0). Every (linearized) isotropy preserves z and each subspace ei ;
moreover, dim ei ≥ 2, i = 1, . . . , k. Therefore, no representative totally geodesic subgroup
can have dimension less than 2k + 1.

Remark 13 The maximally symmetric structures (i.e., ones for which λ1 = λ2 = · · · = λn)
have minimal representative totally geodesic subgroup (isomorphic to) H3. The minimally
symmetric structures (i.e., ones for which λ1 > λ2 > · · · > λn) have no representative
totally geodesic subgroups (except trivially the group H2n+1 itself).

Note 5 Henceforth, we will consider only the minimally symmetric structures (i.e., λ1 >

λ2 > · · · > λn), as any structure (H2n+1,H , gλ) or (H2n+1, g̃λ) has a representative totally
geodesic subgroup isometric to one of these structures.

5 Minimizing Geodesics

5.1 Conjugate Locus

A point ḡ ∈ H2n+1 is said to be conjugate to 1 if it is a critical value of Exp : g∗ → G.
Likewise, ḡ is conjugate to 1 along the geodesic g(t) = Exp(t p) if ḡ = g(t1) and t1 p1 is
a critical point of the exponential map. A point ḡ ∈ H2n+1 is said to be a first conjugate
point if there exists a geodesic g(t) = Exp(t p) with g(t1) = ḡ conjugate to 1 and g(t)

not conjugate to 1 for 0 < t < t1. The collection of first conjugate points is referred as the
first conjugate locus. It is known that a geodesic g(t) = Exp(t p) is not minimizing after
passing through a conjugate point (see, e.g., [2, 6, 33]).
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We proceed to determine the first conjugate locus for both (H2n+1,H , gλ) and
(H2n+1, g̃λ). Throughout, we assume λ1 > λ2 > · · · > λn > 0 (see Note 5). In both cases,
the Jacobian J of Exp takes the form (cf. [47])

J =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂z
∂pz

zx1 zx2 · · · zxi
zyi

· · · zxn zyn

bx1 a1
11 a1

12
by1 a1

21 a1
22

...
. . .

bxi
ai

11 ai
12

byi
ai

21 ai
22

...
. . .

bxn an
11 an

12
byn an

21 an
22

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where

zxi
= ∂z

∂pxi

= pxi

p2
z

(
pz

λi

− sin
pz

λi

)

zyi
= ∂z

∂pyi

= pyi

p2
z

(
pz

λi

− sin
pz

λi

)

bxi
= ∂xi

∂pz

= 1

p2
z

(
pyi

− pzpyi
+ pxi

λi

λi

sin
pz

λi

+ pzpxi
− pyi

λi

λi

cos
pz

λi

)

byi
= ∂yi

∂pz

= 1

p2
z

(
−pxi

+ pzpyi
+ pxi

λi

λi

cos
pz

λi

+ pzpxi
− pyi

λi

λi

sin
pz

λi

)

and

Ai =
[

ai
11 ai

12
ai

21 ai
22

]
=
[ ∂xi

∂pxi

∂xi

∂pyi
∂yi

∂pxi

∂yi

∂pyi

]
= 1

pz

[
sin pz

λi
−(1 − cos pz

λi
)

1 − cos pz

λi
sin pz

λi

]
.

In the sub-Riemannian case

∂z

∂pz

= 1

2p2
z

n∑
i=1

(p2
xi

+ p2
yi

)

(
2

pz

sin
pz

λi

− 1

λi

(
1 + cos

pz

λi

))

and so

det J = 1

2p2
z

n∑
i=1

(p2
xi

+ p2
yi

)

(
2

pz

sin
pz

λi

− 1

λi

(
1 + cos

pz

λi

)) n∏
i=1

|Ai |

+
n∑

i=1

(
−zxi

(bxi
ai

22 − byi
ai

12) + zyi
(bxi

ai
21 − byi

ai
11)

)∏
j �=i

|Aj |

=
n∑

i=1

[
1

2p2
z

(
p2

xi
+ p2

yi

)( 2

pz

sin
pz

λi

− 1

λi

(
1 + cos

pz

λi

))(
2

p2
z

(
1 − cos

pz

λi

))

−zxi

(
bxi

ai
22 − byi

ai
12

)
+ zyi

(
bxi

ai
21 − byi

ai
11

) ]∏
j �=i

2

p2
z

(
1 − cos

pz

λi

)

= 2n

p
2(n+1)
z

n∑
i=1

1

λi

(
p2

xi
+ p2

yi

)(
1 − cos

pz

λi

− pz

2λi

sin
pz

λi

)∏
j �=i

(
1 − cos

pz

λj

)
.
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Likewise, in the Riemannian case

∂z

∂pz

= 1 + 1

2p2
z

n∑
i=1

(p2
xi

+ p2
yi

)

(
2

pz

sin
pz

λi

− 1

λi

(
1 + cos

pz

λi

))

and so

det J = 2n

p2n
z

n∏
i=1

(
1 − cos

pz

λi

)

+ 2n

p
2(n+1)
z

n∑
i=1

1

λi

(p2
xi

+ p2
yi

)

(
1 − cos

pz

λi

− pz

2λi

sin
pz

λi

)∏
j �=i

(
1 − cos

pz

λj

)
.

The term ηi(pz) = 1 − cos pz

λi
− pz

2λi
sin pz

λi
is positive for

pz ∈ (−2πλi, 0) ∪ (0, 2πλi) ⊇ (−2πλn, 0) ∪ (0, 2πλn)

and zero for pz = 0 and pz = ±2πλi . Indeed, ηi(0) = 0, dηi

pz

∣∣
pz=0 = 0 and d2ηi

dp2
z

=
pz

2λ3
i

sin pz

λi
> 0 for pz ∈ (0, πλi); hence ηi(pz) > 0 for pz ∈ (0, πλi). On the other hand,

1 − cos pz

λi
> 0 and − pz

2λi
sin pz

λi
≥ 0 for pz ∈ [πλi, 2πλi). Finally, note that ηi(−pz) =

ηi(pz).
Accordingly, for p = (pz, px1 , py1 , . . . , pxn, pyn) ∈ h∗

2n+1, pz ∈ [−2πλn, 0) ∪
(0, 2πλn], we have that p is a critical point for the sub-Riemannian (resp. Riemannian)
exponential map exactly when pz = ±2πλn.

Theorem 7 For both (H2n+1,H , gλ) and (H2n+1, g̃λ):

1. If pz = 0, then there are no conjugate points along the geodesic t �→ Exp(t p).
2. If pz �= 0 and p /∈ H (1)◦, then the first conjugate point along the geodesic t �→

Exp(t p) is attained at t = 2πλn|pz| .

Next, we determine the first conjugate locus. In Fig. 1, we graph the conjugate loci for
the three- and five-dimensional cases. (In the five-dimensional case, we graph the projection
of the loci under the mapping (z, x1, y1, x2, y2) �→ (z, x1, y1).)

Theorem 8 For (H2n+1,H , gλ), the first conjugate locus of identity is

C SR =
{

m(z, x1, y1, . . . , xn−1, yn−1, 0, 0) ∈ H2n+1\{1} : |z| ≥ 1

8

n−1∑
i=1

εi(x
2
i + y2

i )

}
.

Sub-Riemannian Riemannian

Fig. 1 First conjugate loci for sub-Riemannian and Riemannian structures in three and five dimensions
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For (H2n+1, g̃λ), the first conjugate locus of identity is

C R =
{

m(z, x1, y1, . . . , xn−1, yn−1, 0, 0) ∈ H2n+1 : |z| ≥ 2λnπ + 1

8

n−1∑
i=1

εi(x
2
i + y2

i )

}
.

Here, εi = 2πλn−λi sin 2πλn
λi

λi sin2 πλn
λi

> 0, i = 1, 2, . . . , n − 1.

Proof By Theorem 7, the first conjugate locus C is given by C = {Exp(p) : p ∈
h∗

2n+1\H (1)◦, |pz| = 2πλn}. Let m(z, x1, y1, . . . , xn, yn) = Exp(p) with |pz| = 2πλn.
Then [

xi

yi

]
= 1

pz

[
sin pz

λi
−
(

1 − cos pz

λi

)
1 − cos pz

λi
sin pz

λi

][
pxi

pyi

]
, i = 1, . . . , n − 1

and xn = yn = 0. Therefore,

1

p2
z

(p2
xi

+ p2
yi

) = x2
i + y2

i

4 sin2 πλn

λi

, i = 1, . . . , n − 1.

Consequently, (as sgn(pz) = sgn(z))

|z| = 1

8

n−1∑
i=1

2πλn − λi sin 2πλn

λi

λi sin2 πλn

λi

(
x2
i + y2

i

)
+ 1

4πλ2
n

(
p2

xn
+ p2

yn

)

in the sub-Riemannian case and

|z| = 2πλn + 1

8

n−1∑
i=1

2πλn − λi sin 2πλn

λi

λi sin2 πλn

λi

(
x2
i + y2

i

)
+ 1

4πλ2
n

(
p2

xn
+ p2

yn

)

in the Riemannian case. By ranging through pxn, pyn ∈ R, we arrive at the given expression.

Remark 14 In the general case (i.e., λ1 ≥ λ2 ≥ · · · ≥ λn > 0), the conjugate locus is
identical to the orbit, under the action of isotropy group Iso1(H2n+1,H , gλ), of the conju-
gate locus of a minimal representative totally geodesic subgroup. For example, in the case
of maximal symmetry (i.e., λ1 = λ2 = · · · = λn), the conjugate locus of the minimal rep-
resentative totally geodesic subgroup H3 (with Lie algebra spanned by Z, X1, X2) is the
center of the group (or a subset of the center in the Riemannian case). Consequently, as any
isotropy fixes each element in the center, the conjugate locus in this case coincides with the
conjugate locus of the minimal representative totally geodesic subgroup H3.

We shall find it convenient (for both (H2n+1,H , gλ) and (H2n+1, g̃λ)) to partition H2n+1
into the following four subsets.

– I : the collection of points Exp(t p) for which there are no conjugate points along
t �→ Exp(t p). (I coincides with collection of endpoints of the minimizing geodesics
described in Proposition 8.)

– H2n+1\(C ∪ I ): the collection of points which are not first conjugate points and do
not belong to I .

– ∂C : the boundary of C (excluding identity, with respect to the subgroup H2n−1 of
codimension two containing C ).
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– intC : the interior of the first conjugate locus (again with respect to the subgroup H2n−1
of codimension two containing C ).

These subsets can be characterized as follows:

g ∈ I ⇐⇒ z = 0

g /∈ C ∪ I ⇐⇒ z �= 0 and x2
n + y2

n �= 0, or 0 < |z| < ζ(g)

g ∈ ∂C ⇐⇒ x2
n + y2

n = 0 and |z| = ζ(g) > 0

g ∈ intC ⇐⇒ x2
n + y2

n = 0 and |z| > ζ(g).

Here, g = m(z, x1, y1, . . . , xn, yn), εi = 2πλn−λi sin 2πλn
λi

λi sin2 πλn
λi

, and

ζ SR(g) = 1

8

n−1∑
i=1

εi(x
2
i + y2

i ), ζR(g) = 2πλn + 1

8

n−1∑
i=1

εi(x
2
i + y2

i )

in the sub-Riemannian and Riemannian cases, respectively. We note that in the three-
dimensional case ∂C SR is empty and ∂C R = {±2πλ1}.

5.2 Optimal Synthesis

For every ḡ ∈ H2n+1, we describe the minimizing geodesics from identity to ḡ. (All other
minimizing geodesics can be recovered by left translations.) Again, it is assumed that λ1 >

λ2 > · · · > λn > 0 (see Note 5).

Theorem 9 Let ḡ = m(z̄, x̄1, ȳ1, x̄2, ȳ2, . . . , x̄n, ȳn) ∈ H2n+1. In the sub-Riemannian case
(H2n+1,H , gλ), let

τn(s1, s2) = 1

8

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s1
2λi

(
s2 − λi sin

s2

λi

)
, κn(s) = 1

4

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s
2λi

and in the Riemannian case (H2n+1, g̃λ), let

τn(s1, s2) = s2 + 1

8

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s1
2λi

(
s2 − λi sin

s2

λi

)
, κn(s) = 1 + 1

4

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s
2λi

.

Furthermore, let

ζ = τn−1(2πλn, 2πλn), Ri(t, t1, α) = sin α t
2t1λi

sin α
2λi

[
cos α(t−t1)

2t1λi
− sin α(t−t1)

2t1λi

sin α(t−t1)
2t1λi

cos α(t−t1)
2t1λi

]
.

For both (H2n+1,H , gλ) and (H2n+1, g̃λ), the unit-speed minimizing geodesics

g(t) = m(z(t), x1(t), y1(t), . . . , xn(t), yn(t))

from g(0) = 1 to g(t1) = ḡ (having length t1) are given below.

1. If ḡ ∈ I , then there exists a unique unit-speed minimizing geodesic from 1 to ḡ given
by

z(t) = 0, xi(t) = x̄i

t1
t, yi(t) = ȳi

t1
t

where t1 =
√∑n

i=1 λi(x̄
2
i + ȳ2

i ).
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2. If ḡ /∈ I ∪ C , then there exists a unique unit-speed minimizing geodesic from 1 to ḡ

given by ⎧⎪⎨
⎪⎩

z(t) = τn

(
α, α t

t1

)
[

xi(t)

yi(t)

]
= Ri(t, t1, α)

[
x̄i

ȳi

]
, i = 1, . . . , n

where sgn(z̄)α is the unique solution to τn(s, s) = |z̄| on the interval (0, 2πλn) and
t1 = |α|√κn(α).

3. If ḡ ∈ ∂C , then there exists a unique unit-speed minimizing geodesic from 1 to ḡ given
by ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

z(t) = τn−1

(
α, α t

t1

)
[

xi(t)

yi(t)

]
= Ri(t, t1, α)

[
x̄i

ȳi

]
, i = 1, . . . , n − 1

xn(t) = yn(t) = 0

where α = 2sgn(z̄)πλn and t1 = 2πλn

√
κn−1(2πλn).

4. If ḡ ∈ intC , then there exists a family of unit-speed minimizing geodesics⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

z(t) = τn−1

(
α, α t

t1

)
+ |z̄|−ζ

2π

(
α t

λn t1
− sin α t

λnt1

)
[

xi(t)

yi(t)

]
= Ri(t, t1, α)

[
x̄i

ȳi

]
, i = 1, . . . , n − 1

[
xn(t)

yn(t)

]
= sgn(z̄)

√|z̄|−ζ√
π

[
cos θ − sin θ

sin θ cos θ

] [
sin α t

λnt1
1 − cos α t

λnt1

]

from 1 to ḡ, parametrized by

[
cos θ − sin θ

sin θ cos θ

]
∈ SO (2). Here α = 2sgn(z̄)πλn and

t1 = 2
√

πλn

√|z̄| − ζ + πλnκn−1(2πλn). Moreover, the subgroup⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

φ ∈ Aut(H2n+1) : T1φ =

⎡
⎢⎢⎢⎢⎢⎣

1 0 0
0 I2 0

. . .

I2
0 0 gn

⎤
⎥⎥⎥⎥⎥⎦

, gn ∈ SO (2)

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

of the isotropy subgroup Iso1(H2n+1,H , gλ) = Iso1(H2n+1, g̃λ) acts transitively on
this family of minimal geodesics.

Proof We note that the existence of minimizing geodesics is assured by Proposition 1.
(Also, on the Heisenberg group, every minimizing geodesic is a normal geodesic, i.e., takes
the form t �→ Exp(t p).) We prove only the sub-Riemannian case (the Riemannian case fol-
lows similarly). Throughout, we make use of the characterizations of I , H2n+1\(I ∪ C ),
∂C , and intC given in Section 5.1.

If z̄ = 0, then there is exactly one unit-speed geodesic from identity to ḡ, namely the one
described in Proposition 8. Henceforth, we assume z̄ �= 0. We seek p ∈ h∗

2n+1, H(p) = 1
2

and minimal t1 > 0 such that Exp(t1 p) = ḡ, i.e.,

z̄ = 1

2p2
z

n∑
i=1

(
p2

xi
+ p2

yi

) (
pz t1
λi

− sin pz t1
λi

)

[
x̄i

ȳi

]
= 1

pz

[
sin pz t1

λi
−
(

1 − cos pz t1
λi

)
1 − cos pz t1

λi
sin pz t1

λi

][
pxi

pyi

]
, i = 1, . . . , n.
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Note that sgn(pz) = sgn(z̄). The condition H(p) = 1
2 corresponds to the restriction to

unit-speed geodesics. By Theorem 7, we have that |pz|t1 ∈ (0, 2πλn].
Suppose x2

n + y2
n �= 0; then |pz|t1 �= 2πλn and so |pz|t1 ∈ (0, 2πλn). We have∣∣∣∣∣

sin pz t1
λi

−
(

1 − cos pz t1
λi

)
1 − cos pz t1

λi
sin pz t1

λi

∣∣∣∣∣ = 2 − 2 cos
pz t1

λi

�= 0 for |pz| t ∈ (0, 2πλn).

Hence,
[

pxi

pyi

]
= pz

[
sin pz t1

λi
−
(

1 − cos pz t1
λi

)
1 − cos pz t1

λi
sin pz t1

λi

]−1 [
x̄i

ȳi

]
, i = 1, . . . , n (11)

and so z̄ = τn(pz t1, pz t1). We have that lims→0 τn(s, s) = 0, lims→2πλn τn(s, s) = ∞,

and dτn(s,s)
ds

=
(
x̄2
i +ȳ2

i

)(
2λi−s cot s

2λi

)

λ2
i sin2 s

2λi

> 0 for s ∈ (0, 2πλn). Hence, there exists a unique

solution s′ to τn(s, s) = |z̄| on (0, 2πλn). As τn(−s, −s) = −τn(s, s), it follows that
τn(sgn(z̄)s′, sgn(z̄)s′) = z̄. Let α = sgn(z̄)s′; then we have that pz t1 = α. As H(p) = 1

2 ,
we have that

n∑
i=1

p2
xi

+ p2
yi

λi

= p2
z

n∑
i=1

x̄2
i + ȳ2

i

4λi sin2 α
2λi

= 1.

Therefore, t1 = α
pz

= sgn(z̄)α
√

κn(α). Thus, we have obtained a unique p and t1 such that

Exp(t1 p) = g1 with t1 ∈ (0, 2πλn|pz| ). Substituting the value for p (with pz = α
t1

) back into
expression for Exp(t p) yields the expression given.

Henceforth, suppose x̄2
n + ȳ2

n = 0. As |pz|t1 ∈ (0, 2πλn] it follows that Eq. 11 holds, but
only for i = 1, 2, . . . , n − 1. Accordingly

|z̄| = τn−1(|pz|t1, |pz|t1) + 1
2p2

z

(
p2

xn
+ p2

yn

) ( |pz| t1
λn

− sin |pz| t1
λn

)
≥ τn−1(|pz|t1, |pz|t1).

Suppose |z̄| < τn−1(2πλn, 2πλn). If |pz|t1 = 2πλn, then |z̄| ≥ τn−1(2πλn, 2πλn), which
is a contradiction. Hence, |pz|t1 ∈ (0, 2πλn) and so the above argument holds for this case.

Suppose |z̄| = τn−1(2πλn, 2πλn). As x̄2
n + ȳ2

n = 0, it follows that |pz|t1 = 2πλn or
p2

xi
+ p2

yi
= 0. If p2

xi
+ p2

yi
= 0, then τn−1(2πλn, 2πλn) = τn−1(|pz|t1, |pz|t1) and so (as

τn−1(s, s) is increasing on (0, 2πλn]) we have that |pz|t1 = 2πλn. If |pz|t1 = 2πλn, then

τn−1(2πλn, 2πλn) = |z| = τn−1(2πλn, 2πλn) + π

p2
z

(
p2

xn
+ p2

yn

)

and so p2
xn

+p2
yn

= 0. Therefore, in either case, we have that |pz|t1 = 2πλn and p2
xn

+p2
yn

=
0. As H(p) = 1

2 , we have that

n∑
i=1

p2
xi

+ p2
yi

λi

= p2
z

n−1∑
i=1

x̄2
i + ȳ2

i

4λi sin2 πλn

λi

= 1.

Therefore, t1 = 2πλn|pz| = 2πλn

√
κn−1(2πλn). Again, substituting the unique value for p

back into expression for Exp(t p) yields the expression given.
Lastly, suppose z̄ > τn−1(2πλn, 2πλn). If p2

xn
+ p2

yn
= 0, then we have that |z̄| =

τn−1(|pz|t1, |pz|t1) ≤ τn−1(2πλn, 2πλn), which is a contradiction. Hence, as x2
n + y2

n = 0,
it follows that |pz|t1 = 2πλn. Consequently, as H(p) = 1

2 , we have that

n∑
i=1

p2
xi

+ p2
yi

λi

= p2
xn

+ p2
yn

λn

+ p2
z

n−1∑
i=1

x̄2
i + ȳ2

i

4λi sin2 πλn

λi

= 1.
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Therefore, p2
xn

+ p2
yn

= λn − λnp
2
zκn−1(2πλn) and so

|z̄| − τn−1(2πλn, 2πλn) = πλn

(
1

p2
z

− κn−1(2πλn)

)
.

Thus

t1 = 2πλn

|pz| = 2
√

πλn

√|z̄| − τn−1(2πλn, 2πλn) + πλnκn−1(2πλn).

Let pxn = r cos θ and pyn = r sin θ . As p2
xn

+ p2
yn

= λn − λnp
2
zκn−1(2πλn) and |pz| =

2πλn

t1
, we have that

r2 = λn(|z| − τn−1(2πλn, 2πλn))

|z| − τn−1(2πλn, 2πλn) + πλnκn−1(2πλn)
= 4πλ2

n

t2
1

(|z| − τn−1(2πλn, 2πλn)) .

We have determined p up to a rotation in the pxn, pyn plane. Nonetheless, all these geodesics
have the same unique length t1 and so are minimal. Hence, we have a family of minimizing
geodesics parametrized by SO (2). Again, substituting the value for p (with pxn = r cos θ ,
pyn = r sin θ , and r as given above) back into expression for Exp(t p) yields the expression
given.

Corollary 4 The associated (Carnot–Carathéodory) distance for (H2n+1,H , gλ) and
(H2n+1, g̃λ) is given by

d(1, g) =

⎧⎪⎨
⎪⎩

√∑n
i=1 λi(x

2
i + y2

i ) if g ∈ I

α
√

κn(α) if g /∈ C ∪ I
2
√

πλn

√|z| − τn−1(2πλn) + πλnκn−1(2nπλn) if g ∈ C .

Here, g = m(z, x1, y1, . . . , xn, yn), α is the unique solution to τn(s) = |z| on (0, 2πλn),

τn(s) = 1

8

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s
2λi

(
s − λi sin

s

λi

)
, κn(s) = 1

4

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s
2λi

in the sub-Riemannian case and

τn(s) = s + 1

8

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s
2λi

(
s − λi sin

s

λi

)
, κn(s) = 1 + 1

4

n∑
i=1

x̄2
i + ȳ2

i

λi sin2 s
2λi

in the Riemannian case.

Remark 15 We note that, in the above corollary,

−τn−1(2πλn) + πλnκn−1(2πλn) = 1

4

n−1∑
i=1

(x2
i + y2

i ) cot
πλn

λi

in the sub-Riemannian case, and

−τn−1(2πλn) + πλnκn−1(2πλn) = −πλn + 1

4

n−1∑
i=1

(x2
i + y2

i ) cot
πλn

λi

in the Riemannian case.

Remark 16 If a Riemannian structure tames a sub-Riemannian one, then dSR(1, g) ≥
dR(1, g). On the Heisenberg group, we have that dSR(1, g) = dR(1, g) if and only if
g ∈ I .
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For the sub-Riemannian and Riemannian structures on the Heisenberg group, we have
that H -projections are compatible with minimizing geodesics (see Section 3.2).

Corollary 5 Suppose that (H2n+1,H , gλ) is tamed by (H2n+1, g̃λ). An absolutely continu-
ous curve on H2n+1 is a minimizing geodesic of (H2n+1, g̃λ) if and only if its H -projection
is a minimizing geodesic of (H2n+1,H , gλ).

Furthermore, it turns out that the cut and conjugate loci coincide. (We say ḡ ∈ H2n+1 is a
cut point if there exists a geodesic g(·) with g(0) = 1 and g(t1) = ḡ such that d(1, g(t)) =
�(g(t)) for 0 < t ≤ t1, but d(1, g(t)) < �(g(t)) for t > t1. The cut locus is the collection
of cut points.)

Corollary 6 (cf. [3, 61]) For both (H2n+1,H , gλ) and (H2n+1, g̃λ), the first conjugate
locus and the cut locus coincide.

Remark 17 (cf. [61]) If a (strictly normal) geodesic g(·) from identity is minimizing up
to (but not beyond) a cut point ḡ = g(t1), then ḡ is a conjugate point or there exists
another geodesic of the same length from 1 to ḡ. (This is well known in the Riemannian
case, see, e.g., [52]; for the sub-Riemannian case, see [2, 4].) For both (H2n+1,H , gλ) and
(H2n+1, g̃λ), the points ḡ ∈ ∂C are examples of cut points which are conjugate points but
for which there exists only one geodesic from 1 to ḡ of length d(1, ḡ). (However, note that
this does not occur in the maximally symmetric sub-Riemannian case, as ∂C SR is empty.)

In Fig. 2, we plot the wavefronts W (s) = {Exp(s p) : p ∈ g∗\H (1)◦, H(p) = 1
2 } for

s = πλn, 2πλn, 4πλn in the Riemannian case and for s = 1 in the sub-Riemannian case.
(In the sub-Riemannian case W SR(s) = δs(W SR(1)), see Remark 6.) In Fig. 3, we graph
some typical minimizing geodesics.

Beals, Gaveau, and Greiner [12] previously described the minimizing geodesics (and
Carnot–Carathéodory distance) of the sub-Riemannian structures on the Heisenberg groups,
though from a different point of view. To facilitate the comparison of results, we give
an isometry between the normalized sub-Riemannian structure considered in [12] and
(H2n+1,H , gλ). In [12], the Heisenberg group is represented as R2n × R with group law

(x, t) · (x′, t ′) =
⎛
⎝x + x′, t + t ′ + 2

n∑
j=1

aj

(
x2j x

′
2j−1 − x2j−1x

′
2j

)⎞⎠

Fig. 2 Wave fronts for sub-Riemannian and Riemannian structures in three dimensions. (The sub-
Riemannian wavefront is plotted only for |pz| ≤ 12πλn)
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Sub-Riemannian Riemannian

Fig. 3 Some minimizing geodesics from identity for a sub-Riemannian structure and a Riemannian structure
(taming the sub-Riemannian one) in three dimensions, corresponding to the same set of endpoints (on the
x = y plane)

where a1, a2, . . . , an are constants such that 0 < a1 ≤ a2 ≤ · · · ≤ ap < ap+1 = · · · = an.
The vector fields

V2j−1 = ∂

∂x2j−1
+ 2ajx2j

∂

∂t
, V2j = ∂

∂x2j

− 2ajx2j−1
∂

∂t

are left invariant and generate the Lie algebra; we have [V2j−1, V2j ] = −4aj
∂
∂t

. The sub-
Riemannian structure considered in [12] is exactly the structure (R2n ×R,E ,h) on R

2n ×R

admitting the orthonormal frame (V1, V2, . . . , V2n). It is a simple matter to show that the
mapping φ : R2n × R → H2n+1 given by

(x, t) �−→ m
(
t, 1√

λ1
x2,

1√
λ1

x1,
1√
λ2

x4,
1√
λ2

x3, . . . ,
1√
λn

xn,
1√
λn

xn−1

)

with λj = 1
4aj

is a Lie group isomorphism. Moreover, φ∗V2j−1 = 1√
λj

Yj and φ∗V2j =
1√
λj

Xj . Accordingly, φ is an isometry between (R2n × R,E ,h) and (H2n+1,H , gλ).

Hence, φ maps minimizing geodesics of (R2n × R,E ,h) to minimizing geodesics of
(H2n+1,H , gλ) and, of course, d(R2n×R,E ,h)((0, 0), (x, t)) = d(H2n+1,H ,gλ)(1, φ(x, t)).
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14. Berndt J, Tricerri F, Vanhecke L. Generalized Heisenberg groups and Damek-Ricci harmonic spaces
Lecture Notes in Mathematics, vol 1598. Berlin: Springer; 1995.

15. Biggs R, Nagy PT. On extensions of sub-Riemannian structures on Lie groups. Differential Geom Appl.
2016;46:25–38. doi:10.1016/j.difgeo.2016.02.001.

16. Biggs R, Nagy PT. A classification of sub-Riemannian structures on the Heisenberg groups. Acta
Polytech Hungar. 2013;10(7):41–52. doi:10.12700/APH.10.07.2013.7.4.

17. Biggs R, Remsing CC. On the equivalence of cost-extended control systems on Lie groups. In:
Karimi HR, editors. Recent researches in automatic control, systems science and communications, Porto,
Portugal, 2012, pp 60–65. WSEAS Press; 2012.

18. Boscain U, Rossi F. Invariant Carnot–Caratheodory metrics on S3, SO(3), SL(2), and lens spaces. SIAM
J Control Optim. 2008;47(4):1851–78. doi:10.1137/070703727.

19. Butt YA, Sachkov YuL, Bhatti AI. Extremal trajectories and Maxwell strata in sub-Riemannian
problem on group of motions of pseudo-Euclidean plane. J Dyn Control Syst. 2014;20(3):341–64.
doi:10.1007/s10883-014-9239-2.

20. Calin O, Chang DC. Sub-Riemannian geometry. Cambridge: Cambridge University Press; 2009.
doi:10.1017/CBO9781139195966.

21. Calin O, Chang DC, Greiner P. Geometric analysis on the Heisenberg group and its generalizations.
American Mathematical Society, Providence, RI. Somerville: International Press; 2007.

22. Capogna L, Le Donne E. Smoothness of subRiemannian isometries (arXiv:1305.5286).
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