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Abstract
We present an improved approximation algorithm for k-level facility location problem
with submodular penalties, the new approximation ratio is 2.9444 for any constant k,
which improves the current best approximation ratio 3.314. The central ideas in our
results are as follows: first, we restructure the problem as an uncapacitated facility
location problem, then we use the primal-dual scheme with greedy augmentation. The
key technique of our result is that we change the way of last opening facility set in
primal-dual approximation algorithm to get much more tight result for k-level facility
location problem with submodular penalties.

Keywords Submodular penalties · Greedy augmentation · Primal-dual · k-level
facility location problem

Mathematics Subject Classification 90C27 · 90C10

1 Introduction

The uncapacitated facility location problem (UFLP) has been extensively studied in the
field of the facility location problem. Shmoys et al. (1997) provided the first constant
factor approximation ratio 3.16 for UFLP. Chudak and Shmoys (2003) presented an
improved approximation algorithm for UFLP with performance guarantee (1+1/e).
Sviridenko (2002) used pipage rounding to get an approximation algorithm with
approximation ratio 1.582. Jain and Vazirani (2001) proposed a primal-dual approxi-
mation algorithm for UFLP with approximation ratio 3. Mahdian et al. (2006) studied
UFLP by dual-fitting and greedy augmentation which give approximation ratio 1.52.
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The currently best approximation ratio for theUFLP is 1.488 provided byLi (2013). By
relatingUFLP to set cover, Charikar andGuha (2005) proved the lower bound ofUFLP
is 1.463 by assumingNP⊆DTIME(nlog log n). The greedy augmentation introduced by
Charikar and Guha (2005). Charikar et al. (2001) considered the uncapacitated facil-
ity location problem with penalties FLPWP and obtained a 3-performance guarantee
based on primal-dual. Jain et al. (2003) presented a combinatorial 2-approximation
ratio by dual fitting. Xu andXu (2009) presented a 1.8526-approximation algorithm by
primal-dual and local search heuristic. The currently best known approximation ratio
for FLPWP is 1.488whichwas given byQiu andKern (2016) based on dual-fitting and
LP-rounding. Hayrapetyan et al. (2005) investigated the single level facility location
problem with submodular penalties (FLPSP) and provided an 2.488-approximation
algorithm. The penalties cost is a monotone increasing submodular function h(·)
defined on client set D, i.e., for any A, B ⊆ D with A ⊆ B ⊆ D, h(A) ≤ h(B) and
h(A+ j)−h(A) ≥ h(B+ j)−h(B). Li et al. (2013) gave an 2.375-approximation algo-
rithm for the FLPSP by using the primal-dual and the greedy augmentation scheme.
Then, Li et al. (2015b) provided an LP-rounding 2-approximation algorithm for the
single level FLPSP. The k-facility location problem (k-UFLP) is a generalization of
UFLP. The aim of k-UFLP is to open a subset of facilities and the size of the facility
subset is at most k facilities, where k is a given constant positive integer, connect
all clients to the closest opened facilities such that the total cost is minimized. Jain
and Vazirani (2001) firstly considered the metric k-UFLP and gave a 6 primal-dual
approximation algorithm. Jain et al. (2003) proved a 4-approximation algorithm by
combining greedy scheme and dual fitting with factor-revealing LP. Zhang (2007)
used local search approach and gave a 2+

√
3+ε-approximation ratio, which is the best

approximation algorithm for k-UFLP. There are also many variant such as the squared
metric k-facility locationproblem,Zhanget al. (2023) gave a36.342+ε-approximation
algorithm based on local search scheme, which is the currently best known approxi-
mation ratio. The k-facility location problem with linear penalties is also an extension
of k-UFLP, such as Wang et al. (2018) proved a 2 + 1/p + √

3 + 2/p + 1/p2 + ε

based on local search scheme, where p is positive integer, ε > 0. k-level uncapaci-
tated facility location problem (k-LFLP) is a generalization of UFLP, when k = 1, the
k-LFLP is UFLP. The aim of k-LFLP is to connect all clients to opened facilities from
level 1 to level k such that the sum of the opening and connection cost is minimized.
By observing the structure of solution of k-LFLP, Byrka and Rybicki (2012) proposed
a 3-approximation algorithm by rounding a fractional solution to an extended LP for-
mulation, which is also the currently best approximation algorithm for k-LFLP. For
k-LFLP, Krishnaswamy and Sviridenko (2012) proved that there is no polynomial
time approximation algorithm with performance guarantee better than 1.61 unless
NP ⊆ DTIME(nO(log log n)). The k-level facility location problem with submodular
penalties (k-FLPSP) is a variant of k-LFLP. Li et al. (2012) presented a primal-dual
algorithms with a performance guarantee of 6 for k-FLPSP. Later on, Li et al. (2015a)
proposed an LP-rounding 1+ 2

1−e−2 (≈ 3.314)-approximation algorithm, which is the
best known approximation ratio. In this paper, we present an improved combinatorial
algorithm for the k-FLPSP. The main idea to get the result are local search and greedy
augmentation. The main steps is as follows: firstly, we restructure the k-FLPSP, and
then we present our primal-dual greedy augmentation approximation algorithm for
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the k-FLPSP. Finally, scaling the cost of the facility and penalty function, we prove
that the presented algorithm has an approximation ratio 2.9444.

2 Problem statement and notation

In this paper, we present an improved combinatorial algorithm for the k-FLPSP. In the
k-FLPSP, let D be the client set, F be the facility set, F =

⋃

t

F t , t ∈ {1, 2, · · · , k}.
And F t is the facilities set on the t th level, where t ∈ {1, 2, · · · , k}. P is the paths set
of k-level facilities, P = {p : p = (i1 ∈ F1, i2 ∈ F2, · · · , ik ∈ Fk)}. Each client
is assigned to a sequence of k different facilities, each of the k facilities belongs to a
distinct level from level 1 to level k. Each client should pay a connection cost c jp for

being connected, where c jp = c ji1 +
k∑

t=2
cit−1it is the connection cost between client j

and path p, c ji1 is the connection cost between client j and facility i1 ∈ F1, cit−1it is the
connection cost between it−1 ∈ F t−1 and it ∈ F t , where t ∈ {2, · · · , k}. We consider
the uncapacitated k-FLPSP, there is no capacitated restrictions for each facility. For
the sake of simplification, fit is the opening cost of facility it ∈ F t , t ∈ {1, 2, · · · , k}.
Given a nondecreasing submodular function h(·), h(S) is the penalty cost of client
set S ⊆ D and h(φ) = 0. We consider the metric k-FLPSP, this means that the
connection cost satisfies symmetry triangle inequality, such as ci j ≤ ci j ′ + ci ′ j ′ + ci ′ j ,
for i, i ′ ∈ F , j, j ′ ∈ D. Our aim is to select the facility subset of each level to open
and connect all clients to the open facilities such that the total cost of k-FLPSP is
minimized. The k-FLPSP can be formulated as the following integer programming:

min
k∑

l=1

∑

il∈F l

fil yil +
∑

j∈D

∑

p∈P

c jpx jp +
∑

S⊆D
h(S)zS (1)

s.t .
∑

p∈P

x jp +
∑

S⊆D, j∈S
zS ≥ 1, ∀ j ∈ D,

∑

p:il∈p

x jp ≤ yil , ∀ j ∈ D, il ∈ F l , l = 1, · · · , k,

x jp ≥ 0, ∀p ∈ P, j ∈ D,

yil ≥ 0, ∀il ∈ F l , l = 1, · · · , k,
zS ≥ 0, ∀S ⊆ D.

where x jp = 1 if client j is connected to path p, otherwise variable x jp = 0. When
the facility on level l is open yil = 1, and 0 otherwise. Variable zS equals 1 if the
client set S is penaltied, and 0 otherwise. The first constraint implies that a client can
be connected to a path p or be punished at some set S ⊆ D. The second constraint
indicates that if a client is connected to a path p, all the facilities of the path p must
be opened.

123



5 Page 4 of 19 Journal of Combinatorial Optimization (2023) 46 :5

The relaxation of the integer programming (1) is given as follows:

min
k∑

l=1

∑

il∈F l

fil yil +
∑

j∈D

∑

p∈P

c jpx jp +
∑

S⊆D
h(S)zS (2)

s.t .
∑

p∈P

x jp +
∑

S⊆D, j∈S
zS ≥ 1, ∀ j ∈ D,

∑

p:il∈p

x jp ≤ yil , ∀ j ∈ D, il ∈ F l , l = 1, · · · , k,

x jp ≥ 0, ∀p ∈ P, j ∈ D,

yil ≥ 0, ∀il ∈ F l , l = 1, · · · , k,
zS ≥ 0, ∀S ⊆ D.

The dual program corresponding to the linear programming relaxation (2) is the
following:

max
∑

j∈D
α j

s.t . α j ≤ c jp +
∑

il∈P

βil j , ∀p ∈ P, j ∈ D,

∑

j∈S
α j ≤ h(S), ∀S ⊆ D,

∑

j∈D
βil j ≤ fil , ∀il ∈ F l , l = 1, · · · , k,

α j ≥ 0, ∀ j ∈ D,

βil j ≥ 0, ∀ j ∈ D, il ∈ F l , l = 1, · · · , k.

where α j is the total spending of client j in the process, and βil j indicates the opening
cost of facility il given by client j .

3 Primal-dual approximation algorithm

Different from the primal-dual approximation algorithm of Li et al. (2012), we change
the way of last opening facility set to get much more tight result for k-FLPSP.

In order to understand the situation of each client when we run primal-dual algo-
rithm, we give some definitions. Initially, all clients in D are unfrozen, if client j is
connected to path p of which each facility of path p is open, client j is frozen. When∑

j∈D
βil j = fil , the facilities il is open. For some path p = (i1 ∈ F1, · · · , il ∈ F l),

if facilities i1, i2, · · · , il−1 are all open and α j = c jp + ∑l
l ′=1

βil′ j , client j reaches

facility il ∈ F l . If facilities il ∈ F l is open, client j leaves il andmakes contribution to
connection cost for the facility of the l + 1th level, 1 ≤ l < k or l = k, client j is con-
nected. The dual variable α j of all unfrozen clients j ∈ D increase uniformly at unit
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rate of time t . βil j increases at same rate of α j when client j ∈ D reaches unopened
facility il ∈ F l . All dual variables βil j ( j ∈ D) stop increasing when facility il is open.
Time will stop until there is no unfrozen client. Facility il ∈ F l is temporarily open
when

∑

j∈D
βil j = fil , til is the moment of facility il temporarily open. The predecessor

of il will be the facility in the l − 1th level via which il was for the first time reached
by a client, i.e. pred(il) := arg min

i∈F l−1
{ti + ciil }, ti is time of facility i temporarily

open, the predecessor of i1 ∈ F1 is the client which is closest to i1, tpred(i1) := 0.
Algorithm 1
Step 1. Initialization: we introduce the notion of time t , Initially, t = 0, set α j =

0(∀ j ∈ D), βil j = 0(il ∈ F l , 1 ≤ l ≤ k, j ∈ D), all facilities are unopened and all
clients are unfrozen. S̃ is the set of penalized clients, initially S̃ = ∅. With increase of
time, there will occur three events:

Event 1. Facility ik is temporarily open, we freeze those clients j with βik j > 0 and
let those clients be connected to ik , facility ik is the connecting witness for client j .
The associated path of ik is p(ik) = (i1, i2, · · · , ik), il = pred(il+1), ∀1 ≤ l ≤ k−1,
the predecessor of i1 is the client ji1 . The neighborhood of facility ik are the clients
which pay for connected path p(ik), i.e. N (ik) := { j ∈ D|βil j > 0, il ∈ p(ik)}.

Event 2. When unfrozen client j reaches temporarily open facility ik , freeze client
j , we call facility ik the connecting witness of client j .
Event 3. For some subset S ⊆ D, if

∑

j∈S
α j = h(S), freeze all unfrozen clients in

S, set S̃ := S̃ ∪ S, we call clients in S̃ the penalized clients.
When all clients are frozen, Step 1 terminates. If several events occur simultane-

ously, the algorithm executes these events in an arbitrary order.
Step 2. We choose set S̃ in Step 1 as the penalized client set, the temporarily open

facility set on level k is F̃k and sort these facilities temporarily according to the open
time t with nondecreasing order. Let F̄k be finial open facility set, we add facility ik
to F̄k with order if and only if there is no facility i ′k ∈ F̄k , which is satisfied with
cik i ′k ≤ 3tik , upset F̄k := F̄k ∪ {ik}, open facility ik ∈ F̄k and the associated path

p(ik). For each client j ∈ N (ik), if ik ∈ F̄k , connect client j to the associated path
p(ik) of facility ik . Otherwise, connect client j to the associated path p(i ′k) of the
closest facility i ′k .

Lemma 1 Li et al. (2012) Algorithm 1 can be solved in polynomial time.

Lemma 2 If facility ik, i ′k ∈ F̄k , then N (ik) ∩ N (i ′k) = ∅.
Proof We assume that N (ik) ∩ N (i ′k) 
= ∅, there exists a client j ∈ N (ik) ∩ N (i ′k).
Suppose that facility ik is open after the opening of facility i ′k , then

cik i ′k > 3tik > 2tik > tik + ti ′k .

Due to j ∈ N (ik), there exists a facility il ∈ p(ik) with βii j > 0, and there exists a
path pil fromF1 to facility il , where c jpil ≤ til . We consider the restructure of the path
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Algorithm 1
Input: connection cost ci j , opening cost fi , submodular penalty function h(·), i ∈ F , j ∈ D.
Output: feasible integer solution.
1: Initialization: α j = 0, βi j = 0, the penalty set S = ∅, t = 0.
2: for j ∈ D do
3: if ik is temporarily open then
4: freeze those clients j with βik j > 0 and let those clients be connected to ik ;
5: end if
6: if unfrozen client j reaches temporarily open facility ik then
7: freeze client j and connect client j to facility ik .
8: end if
9: if For subset S ⊆ D,

∑
j ∈ S α j = h(S) then

10: freeze all unfrozen clients in S, update S̃ := S̃ ∪ S.
11: end if
12: end for
13: for temporarily opened facility set F̃k on level k do
14: if there is no facility ik′ ∈ F̄k , which is satisfied with cik ik′ ≤ 3tik then

15: open facility ik ∈ F̄k and the associated path p(ik );
16: end if
17: end for

pik as following: firstly, along the path pil fromF1 to il , then along the associated path
p(ik) of facility ik from il to ik . According to the definition of predecessor, c jpik ≤ tik .

Analogously, there exists a path pi ′k of i
′
k fromF1 to i ′k with c jpi ′k ≤ ti ′k . In conclusion,

c jik + c ji ′k ≤ c jpik + c jpi ′k
≤ tik + ti ′k < cik i ′k , this conflict with triangle inequality. ��

Lemma 3 If j ∈ N (ik)\S̃, ik ∈ F̄k , then tik ≤ 2α j .

Proof Weassume that tik > 2α j , since client j ∈ N (ik)\S̃, from the proof of Lemma2,
we know that there exists a path pik of facility ik fromF1 to facility ik with c jpik ≤ tik .

Client j firstly reaches the open facility i ′k ∈ Fk . Then we have ti ′k ≤ α j , there also
exists a path pi ′k , such that c jpi ′k

≤ α j .

Case 1. If facility i ′k is open, then cik i ′k ≤ c jpi ′k
+ c jpik ≤ tik + α j < 3

2 tik < 3tik .

Case 2. If facility i ′k is not open, there exists an open facility i ′′k ∈ F̄k , ci ′k i ′′k ≤ 3ti ′k
and ti ′′k ≤ ti ′k ≤ α j < tik . So we can get

cik i ′′k ≤ c jpik + c jpi ′k
+ ci ′k i ′′k

≤ tik + α j + 3ti ′k
≤ tik + 4α j

< 3tik .

This conflict with the condition of facility opening in Algorithm 1. ��
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Lemma 4 Li et al. (2012)At anymoment t in Step 1 of Algorithm1, the cost of penalized
clients set S̃ is:

∑

j∈S̃
α j (t) = h(S̃).

α j (t) is equal to α j which α j is at moment t , and α j increases uniformly with time t
until client j is frozen.

In order to get tight bound of total cost of k-FLPSP, we analyze the opening cost
of facilities in detail.

Lemma 5 f (p(ik)) ≤
∑

i∈p(ik )

∑

j∈N (ik )\S̃
βi j +

∑

j∈N (ik )∩S̃

α j , ik ∈ F̄k .

Proof

f (p(ik)) =
∑

i∈p(ik )

∑

j∈N (ik)

βi j

=
∑

i∈p(ik )

∑

j∈N (ik)\S̃
βi j +

∑

j∈N (ik)∩S̃

βi j

≤
∑

i∈p(ik )

∑

j∈N (ik )\S̃
βi j +

∑

j∈N (ik )∩S̃

α j .

��
Lemma 6 On Step 2 of the Algorithm 1, client j is connected to facility ik and ik is
not a connecting witness of client j , while j makes no contribution to facilities of path
p(ik), i.e. M(ik) := { j ∈ D\N (ik) ∪ S̃|i( j) 
= ik, ī( j) = ik}. If facility i( j) is a
connecting witness of client j at Step 1, client j at Step 2 is connected to facility ī( j),
then

c jp(ik ) ≤ 6α j , j ∈ M(ik).

Proof We assumed that client j is the connecting witness of i ′k at Step 1, then there
exists a path pi ′k , which c jpi ′k

≤ α j and ti ′k ≤ α j . According to triangle inequality, we

have:

c jp(i ′k ) = c ji1 +
k∑

l ′=2

cil′−1il′

≤ c jpi ′k
+ 2

k∑

l ′=2

cil′−1il′

≤ α j + 2ti ′k≤ 3α j .
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If i ′k ∈ F̄k , then c jp(ik ) ≤ c jp(i ′k ) ≤ 3α j .

If i ′k /∈ F̄k , there exist facility i ′′k ∈ F̄k with ci ′k i ′′k ≤ 3ti ′k , and ti ′′k ≤ ti ′k , N (i ′k) ∩
N (i ′′k ) 
= ∅. Let client j ∈ N (i ′k) ∩ N (i ′′k ), from the proof above, we know that there
exist a associated path p(i ′′k ) := (i ′′1 , · · · , i ′′k−1, i

′′
k = i ′′) of facility i ′′k . The connection

cost of client j satisfies the following inequality:

c jp(ik ) ≤ c jp(i ′′k )

= c jp(i ′′1 ) + ∑k
l=2 ci ′′l−1i

′′
l

≤ c jp(i ′k ) + ci ′′k i ′′k + 2
∑k

l=2 ci ′′l−1i
′′
l≤ c jp(i ′k ) + ci ′′k i ′′k + 2ti ′′k≤ α j + 5ti ′k≤ 6α j .

��
Lemma 7 Client j is connected to facility ik at Step 2 of Algorithm 1 and ik is the
connecting witness of client j at Step 1, while client j makes no contribution to the
opening of facilities of path p(ik), i.e. j ∈ M ′(ik), M ′(ik) := { j ∈ D\N (ik) ∪ S̃|i( j)
= ik, ī( j) = ik}, i( j) and ī( j) are the same with Lemma 6, so we have

c jp(ik ) ≤ 3α j , j ∈ M ′(ik).

Proof Since client j is the connecting witness of facility ik at Step 1, from Lemma 6
we know that: c jp(ik ) ≤ 3α j , j ∈ M ′(ik). ��
Lemma 8 For ik ∈ F̄k ,

3 f (p(ik)) +
∑

j∈N (ik)\S̃
c( j p(ik)) ≤ 6

∑

j∈N (ik )\S̃
α j + 3

∑

j∈N (ik )∩S̃

α j .

Proof For client j ∈ N (ik)\S̃, the contribution of client j to the facilities of path
p(ik), facility il is the first facility which client j makes contribution to, i.e. il( j) :=
{im ∈ p(ik)|βim j > 0, βim j = 0,∀1 ≤ n < m}. There exists a path pil ( j) from F̄1 to
facility il with c jpil ( j) ≤ til . Let A = ∑l

l ′=2 cil′−1il′ + ∑k
l ′=2 cil′−1il′

3 f (p(ik)) +
∑

j∈N (ik)\S̃
c jp(ik )

≤ 3
∑

j∈N (ik )\S̃

∑

i∈p(ik )

βi j + 3
∑

j∈N (ik )∩S̃

α j +
∑

j∈N (ik)\S̃
c jp(ik )

≤ 3
∑

j∈N (ik )\S̃

k∑

l ′=1

βil′ j +
∑

j∈N (ik )\S̃
(c jpil ( j) + A) + 3

∑

j∈N (ik )∩S̃

α j
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≤
∑

j∈N (ik)\S̃
(3

k∑

l ′=1

βil′ j + c jpil ( j) + A) + 3
∑

j∈N (ik )∩S̃

α j

≤
∑

j∈N (ik)\S̃
[(

k∑

l ′=1

βil′ j + c jpil ( j) ) + 2A] + 3
∑

j∈N (ik )∩S̃

α j

≤
∑

j∈N (ik)\S̃
[(

k∑

l ′=1

βil′ j + c jpil ( j) ) + 2tik ] + 3
∑

j∈N (ik )∩S̃

α j

≤
∑

j∈N (ik)\S̃
(2α j + 2tik ) + 3

∑

j∈N (ik )∩S̃

α j

≤ 6
∑

j∈N (ik )\S̃
α j + 3

∑

j∈N (ik )∩S̃

α j .

Lemma 8 is proved. ��
Theorem 1 For k-FLPSP, the approximation ratio of Algorithm 1 is 6.

Proof F,C, h are the opening, connection and penalty cost, respectively.

3(F + h) + C

= 3(
∑

ik∈F̄ k

f (p(ik)) +
∑

j∈S̃
α j ) +

∑

ik∈F̄ k

(
∑

j∈M(ik )

c jp(ik ) +
∑

j∈M ′(ik )
c jp(ik )

+
∑

j∈N (ik)\S̃
c jp(ik ))

=
∑

ik∈F̄ k

(3 f (p(ik)) +
∑

j∈N (ik)\S̃
c jp(ik )) +

∑

ik∈F̄ k

(
∑

j∈M(ik )

c jp(ik )

+
∑

j∈M ′(ik )
c jp(ik )) + 3

∑

j∈S̃
α j

≤
∑

ik∈F̄ k

(6
∑

j∈N (ik )\S̃
α j + 3

∑

j∈N (ik )∩S̃

α j ) +
∑

ik∈F̄ k

(6
∑

j∈M(ik )

α j

+ 3
∑

j∈M ′(ik )
α j ) + 3

∑

j∈S̃
α j

≤ 6
∑

ik∈F̄ k

(
∑

j∈N (ik)\S̃
α j +

∑

j∈M(ik )

α j +
∑

j∈M ′(ik )
α j )

+ 3
∑

ik∈F̄ k

∑

j∈N (ik)∩S̃

α j + 3
∑

j∈S̃
α j

≤ 6
∑

j∈D\S̃
α j + 6

∑

j∈S̃
α j .
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Which proves the Theorem. ��
We restructure the k-FLPSP and firstly present the method of restructuring in the

following, thenwegive somenotations. Lastly,weuse greedy augmentation to improve
the initial solution.

Restructures: Consider the k-level facilities of the k-FLPSP. For every i1 ∈ F1,
let Pi1 = {i1, i2 ∈ F2, · · · , ik ∈ Fk}. Let D be the set of clients, and the set of the
"facility" be P := {p : p ∈ Pi1 ,∀i1 ∈ F1}, such as p := (i1 ∈ F1, i2 ∈ F2, · · · , ik ∈
Fk). the opening cost of each facility of each path p is calculated as follows:

f ′
i :=

{
fi , when i f irstly be computed in a path,

0, otherwise.

This means that the opening cost of each facility can just be computed once. The
opening cost of each path p ∈ P is f ′

p =
∑

i∈p

f ′
i . In order to improve the approximation

ratio of the current solution,weuse greedy augmentation technique.By executing some
local search operations from an arbitrary integer feasible solution, we can improve the
current approximation ratio. Let F0 be the set of open facilities, we randomly choose
a facility of each level from F0, enumerate all paths, let P0 be the path set and S0 be
the set of rejected clients in the current solution, let F0, C0, h0 be the current opening,
connection and penalty costs. cF0

j is the connection cost of the client to its closest open
path in current solution, C(F0 ∪ p) is the connection cost of all clients after adding
path p to facility set F0. gain(S) and gain(p) can be calculated as follows:

gain(S) =
∑

j∈S\S0
cF0
j + h0 − hS, S0 ⊆ S;

gain(p) = C0 − C(F0 ∪ p) − f ′
p, p ∈ P\P0.

Wewill try to improve the current solution by one of the two local search operations:
either replacing S0 with a larger set S (S0 ⊆ S ⊆ D) or incorporating a path p
from the path set P minus the current solution.

First, we extend the definition of gain(p) for p ∈ P0, and set gain(p) = 0 for
p ∈ P0. We will improve the approximation ratio by iteration upset the set penaltied
client or facility set until there is no set satisfies the condition. The following is the
new greedy augmentation algorithm.

Algorithm 2
Step 1. The arbitrary initial feasible solution SOL0 with open facilities set F0, the

path set is P0 and rejected clients set S0. Initialization s:= 1.

Step 2. Find a path p∗ ∈ P\Ps−1 to maximize

{
gain(p)

f ′
p

}

, where Ps−1 is the path

set of current solution, when s = 1, Ps−1 = P0, let

rs := gain(p∗)
f ′
p∗

= max
p∈P\Ps−1

{
gain(p)

f ′
p

}

.
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We can calculate

mk = max
S⊆D\Ss−1

gain(Ss−1 ∪ S).

Where Ss−1 is the penaltied clients set in the (s − 1)th iteration, S is client subset
which S ⊆ D\Ss−1. Ifms > 0, find a set of unrejected clients S∗ which is the optimal
solution of the following optimization problem

r ′
s := max

S⊆D\Ss−1

{
gain(Ss−1 ∪ S)

h(Ss−1 ∪ S) − h(Ss−1)

}
,

otherwise, set r ′
s := 0.

Step 3. If max{rs, r ′
s} ≤ 0, the algorithm terminates, and outputs a feasible solution

SOLs−1 (SOLs−1 is the solution which means we can’t found any client subset
or facility subset to be added, so the Algorithm terminates in the sth iteration. The
Algorithm outputs the (s−1)th solution.) with open facilities set Ps−1 and the rejected
clients set Ss−1.

Step 4. If rs ≥ r ′
s , open the path p and maintain the rejected clients set, meaning

that we get a feasible solution SOLs−1 with Ps := Ps−1 ∪ {p} and Ss := Ss−1;
otherwise, extending the rejected clients set to Ss−1 ∪ S∗ and maintaining the opening
facilities set, meaning that we get a feasible solution SOLs−1 with Ps := Ps−1 and
Ss := Ss−1 ∪ S∗. Update s := s + 1, and return to Step 1.

In the following, we present the whole algorithm.
Algorithm 3

Step 0. Given an instance of k-FLPSP, scale the facility cost and penalty function
by a factor δ = 0.8571.

Step 1. Through running the primal-dual algorithm (Algori thm 1) on the scaled
instance to obtain a feasible solution SOL0 to the original instance.

Step 2. Let SOL0 be the initial feasible solution, apply the greedy augmentation
algorithm (Algori thm 2) to get the solution ˇSOL , Where ˇSOL is the solution which
we obtain.

4 Analysis

We give the proof in Lemma 9–12 to prove that our algorithm can obtain a penaltied
client subset in polynomial time or we can enumerate all the paths, and we also give
the approximation ratio of Algorithm 3 in the following.

Lemma 9 Fujishige (2005) Suppose that f: 2D → R is a non-negative function with
f (∅) = 0, and g: 2D → R is a nonnegative function satisfying g(∅) = 0 and g(S) > 0
for some S ⊆ D. Define the following minimum-ratio problem
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Algorithm 2
Input: Initial feasible solution SOL0, open facilities set F0, rejected clients set S0.
Output: integer feasible solution.
1: for p∗ ∈ P\P ′ do
2:

rs := gain(p∗)

f ′
p∗

= max
p∈P\Ps−1

{
gain(p)

f ′
p

}

.

ms = max
S⊆D\Ss−1

gain(Ss−1 ∪ S),

3: if ms > 0 then
4: find a set of unrejected clients S∗ which is the optimal solution of the following optimization

problem
5:

r ′
s := max

S⊆D\Ss−1

{
gain(Ss−1 ∪ S)

h(Ss−1 ∪ S) − h(Ss−1)

}
,

6: else
7: r ′

s = 0.
8: if max{rs , r ′

s } ≤ 0 then
9: outputs a feasible solution SOLs−1.
10: end if
11: if rs ≥ r ′

s then
12: open the path p and maintain the rejected clients set.
13: else
14: extending the rejected clients set to Ss−1 ∪ S∗ and maintaining the opening facilities set.
15: end if
16: end if
17: end for

Algorithm 3
Input: Given an instance of k-FLPSP, δ = 0.8571.
Output: integer feasible solution of k-FLPSP.

Scaling the facility opening cost, penalty cost of given instance of k-FLPSP and call Algorithm 1 to
get the SOL0.

Let SOL0 be the initial solution of Algorithm 2, run Algorithm 2 and obtain solution ˇSOL .

min
f (S)

g(S)

s.t . g(S) > 0,
S ⊆ D.

(4.1)

The Lagrangian function for f and −g associated with (4.1) is given by

L(λ, S) = f (S) − λg(S),
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for λ ≥ 0 and S ⊆ D. Then a nonnegative λ̂ is the minimum value of (4.1) if and only
if

min
S⊆D

L(λ, S) = 0, 0 ≤ λ ≤ λ̂,

min
S⊆D

L(λ, S) = 0, λ̂ < λ.

Furthermore, the minimum-ratio problem (4.1) is solvable in polynomial time if
min
S⊆D

L(λ, S) is solvable in polynomial time for any λ ≥ 0.

Lemma 10 Li et al. (2013) For Step 2 of Algorithm 2,

ms = max
S⊆D\Ss−1

{gain(Ss−1 ∪ S)}

is solvable in polynomial time and the maximum-ratio problem

r ′
s := max

S⊆D\Ss−1

{
gain(Ss−1 ∪ S)

P(Ss−1) − PSs−1

}

is solvable in polynomial time when mk > 0.

Lemma 11 The path p can be found in polynomial time in Algorithm 2.

Proof There are total |F1||F2| · · · |Fk | paths after we restructure the k-FLPSP, for any
constant k. The number of paths of the final solution is at most |D||F1||F2| · · · |Fk |
minus the number of paths which in the initial solution SOL0. So Step 2 of the
Algorithm 2 can be finished in polynomial time. ��
Lemma 12 The Algorithm 2 can be completed in polynomial time.

Proof In the Step 1 of Algorithm 2, we know that the Algorithm of Li et al. (2013) can
be complete in the polynomial time. For Lemmas 9–11, it is possible in polynomial
time to find a path or a subset of clients to be punished. So the Algorithm 2 can be
executed in polynomial time. ��
Lemma 13

∑

p∈PSOL

gain(p) + gain(SSOL ∪ Ss) ≥ Cs − (FSOL + hSOL + CSOL),

where FSOL , CSOL , hSOL are the opening, connection and penalty costs of arbitrary
integer solution SOL of k-FLPSP, PSOL is the path set of solution SOL. Ss is the
penaltied clients set in current solution SOLs and SSOL is the penaltied clients set in
solution SOL.

Proof For arbitrary path p ∈ FSOL , DSOL(p) is the set of clients which are assigned
to path p in SOL . For arbitrary client j ∈ DSOL(p), let σ( j) and σSOL( j) be the
paths servicing j in the current solution SOLs(the output feasible solution of the sth

iteration in Algorithm 3 ) and solution SOL , respectively. Let c jp = c ji1 +
k∑

t=2

cit−1it .
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By including path p and reassigning the clients inDSOL(p)\Ss to p, we can update
the current solution. The gain′(p) is the resulted saving in cost, i.e.,

gain′(p) = ∑

j∈DSOL (p)\Ss
(c jσ( j) − c jσSOL ( j)) − f ′

p.

Note that it may occur that gain′(p) < 0. From the definition of gain(p), we know
that gain(p) > gain′(p). For j ∈ DSOL(p), let p = σSOL( j). Let PSOL be the path
set of solution SOL , S = SSOL ∪ Ss . We have

∑

p∈PSOL

gain′(p) + gain(S)

=
∑

p∈PSOL

(− f ′
p +

∑

j∈DSOL (p)\Ss
(c jσ( j) − c jσSOL ( j))) +

∑

j∈S\Ss
c jσ( j)

− (h(S) − h(Ss))

= −
∑

p∈PSOL

f ′
p + (

∑

p∈PSOL

∑

j∈DSOL (p)\Ss
c jσ( j) +

∑

j∈S\Ss
c jσ( j))

−
∑

p∈PSOL

∑

j∈DSOL (p)\Ss
c jσSOL ( j) − (h(S) − h(Ss))

≥ Cs − FSOL − hSOL − CSOL .

So we obtain the inequality ��
From the definition of rs+1 and r ′

s+1 in Algorithm 3, and Lemma 13, we have the
following lemma.

Lemma 14 max{rs+1, r ′
s+1} ≥ Cs−FSOL−hSOL−CSOL

FSOL+hSOL
.

Proof Firstly, we assume h(SSOL ∪ Ss) − h(Ss) > 0. Otherwise, with slight simplifi-
cation the following proof can be adapted to the special cases with f ′

p = 0 for paths
p ∈ FSOL or h(SSOL ∪ Ss)−h(Ss) = 0.We consider the special case that there exists
some special paths with f ′

p = 0, when f ′
p = 0, this means that the cost of facilities

in p have been computed before, let P ′′ be the facility set of all the special paths, we
can calculate as follows:

max
p∈PSOL\P ′′

{
gain(p)

f ′
p

}

FSOL +
∑

p∈P ′′
gain(p)

= max
p∈PSOL\P ′′

{
gain(p)

f ′
p

}
∑

p∈PSOL\P ′′

∑

i∈p

f ′
i +

∑

p∈P ′′
gain(p)

=
∑

p∈PSOL\P ′′
max

p∈PSOL

⎧
⎪⎨

⎪⎩

gain(p)
∑

i∈p
f ′
i

⎫
⎪⎬

⎪⎭

∑

i∈p

f ′
i +

∑

p∈P ′′
gain(p)
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≥
∑

p∈PSOL\P ′′

⎛

⎜
⎝
gain(p)
∑

i∈p
f ′
i

∑

i∈p

f ′
i

⎞

⎟
⎠ +

∑

p∈P ′′
gain(p)

=
∑

p∈PSOL

gain(p).

We can obtain the result by corresponding adjustment.
Now we consider the general case. From the above definition, we have

max
p∈PSOL

{
gain(p)

f ′
p

}

FSOL = max
p∈PSOL

{
gain(p)

f ′
p

}
∑

p∈PSOL

∑

i∈p

f ′
i

=
∑

p∈PSOL

max
p∈PSOL

⎧
⎪⎨

⎪⎩

gain(p)
∑

i∈p
f ′
i

⎫
⎪⎬

⎪⎭

∑

i∈p

f ′
i

≥
∑

p∈PSOL

⎛

⎜
⎝
gain(p)
∑

i∈p
f ′
i

∑

i∈p

f ′
i

⎞

⎟
⎠

=
∑

p∈PSOL

gain(p). (4.2)

The reason for the second equality holds is that the opening cost of each facility
of path p is just computed once, then the connection cost of the opened facilities is
0 after it is first opened in a path. So the total opening cost of facility set of solution
SOL is FSOL =

∑

p∈PSOL

∑

i∈p

f ′
i .

Due to the submodularity of h(·), we have
gain(SSOL ∪ Ss)

h(SSOL ∪ Ss) − h(Ss)
h(SSOL) ≥ gain(SSOL ∪ Ss)

h(SSOL ∪ Ss) − h(Ss)
(h(SSOL ∪ Ss) − h(Ss))

= gain(SSOL ∪ Ss). (4.3)

Combining the result of Lemma 11 and (4.2), (4.3), we have

max

{

max
p∈PSOL

{
gain(p)

f ′
p

}

,
gain(SSOL ∪ Ss)

h(SSOL ∪ Ss) − h(Ss)

}

(FSOL + h(SSOL))

≥ max
p∈PSOL

{
gain(p)

f ′
p

}

FSOL + gain(SSOL ∪ Ss)

h(SSOL ∪ Ss) − h(Ss)
h(SSOL)

≥
∑

p∈PSOL

gain(p) + gain(SSOL ∪ Ss)

≥ Cs − (FSOL + hSOL + CSOL).
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According to the definitions of rs+1 and r ′
s+1, we have the following:

max{rs+1, r
′
s+1} ≥ max

{

max
p∈PSOL\Ps

{
gain(p)

f ′
p

}

,
gain((SSOL\Ss) ∪ Ss)

h((SSOL\Ss) ∪ Ss) − h(Ss)

}

= max

{

max
p∈PSOL

{
gain(p)

f ′
p

}

,
gain(SSOL ∪ Ss)

h(SSOL ∪ Ss) − h(Ss)

}

≥ Cs − (FSOL + hSOL + CSOL)

FSOL + hSOL
.

��
Lemma 15 Assume that SOL is an arbitrary feasible solution, F0, C0, h0 are the open-
ing, connection and penalty cost of the initial feasible solution SOL0, respectively.
After greedy augmentation, the total cost of the resulted solution is not exceeding

F0 + h0 + (FSOL + hSOL)max{0, ln( C0−CSOL
FSOL+hSOL

)} + FSOL + hSOL + CSOL .

Proof For iteration s (s ≥ 0), the current solution SOLs has opening cost Fs ,
connection cost Cs and penalty cost hs . When C0 ≤ FSOL + hSOL + CSOL , the
lemma is true. Lemma 14 indicates that there exists an integer m ≥ 1 such that
Cm ≤ FSOL + hSOL + CSOL and Ck > FSOL + hSOL + CSOL for all 0 ≤ s < m.
It suffices to bound the cost at iteration m and the same bound will still hold for the
final solution.

Consider an arbitrary iteration s (0 ≤ s < m). It follows from Lemma 14 and
Algorithm 3 that

Cs + Fs + hs − (Cs+1 + Fs+1 + hs+1)

Fs+1 + hs+1 − (Fs + hs)
≥ Cs − FSOL − hSOL − CSOL

FSOL + hSOL
.

or equivalently,

Fs+1 + hs+1 − Fs − hs ≤ (FSOL + hSOL)
Cs − Cs+1

Cs − CSOL
.

From the definition that in every iteration only one of Fs and hs changes. We have

Fm + hm + Cm = F0 + h0 +
m∑

s=1
(Fs + hs − Fs−1 − hs−1) + Cm

≤ F0 + h0 + (FSOL + hSOL)
m∑

s=1

Cs−1−Cs
Cs−1−CSOL

+ Cm .

(4.4)

The derivation of the last expression of (4.4) for Cm is 1− FSOL+CSOL
Cm−1−CSOL

, for Cm−1 >

FSOL +CSOL ≥ CSOL , so the right hand of inequality (4.4) increases monotonically
about Cm . When Cm = FSOL + hSOL + CSOL , (4.4) can arrive the maximal value.
In the following discussion, we assume that Cm = FSOL + hSOL + CSOL . Finally,
we have
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Fm + hm + Cm

≤ F0 + h0 + (FSOL + hSOL)
m∑

s=1

Cs−1−Cs
Cs−1−CSOL

+ Cm

= F0 + h0 + (FSOL + hSOL)
m∑

s=1
(1 − Cs−CSOL

Cs−1−CSOL
) + Cm

≤ F0 + h0 + (FSOL + hSOL)
m∑

s=1
ln(Cs−1−CSOL

Cs−CSOL
) + Cm

= F0 + h0 + (FSOL + hSOL) ln( C0−CSOL
Cm−CSOL

) + Cm

= F0 + h0 + (FSOL + hSOL) ln( C0−CSOL
FSOL+PSOL

) + FSOL + hSOL + CSOL .

��
Theorem 2 The approximation ratio for Algorithm 3 is no more than 2.9444.

Proof Let FOPT ,COPT , hOPT denote the opening, connection and penalty costs of
the optimal solution to the original instance. Let the opening, connection and penalty
costs of the solution output of Algorithm 2 be F , C and h. Applying the primal-dual
algorithm to the modified instance, we get a solution SOL0 with facility opening
cost F ′, penalty cost h′ and connection cost C ′, which corresponding to facility cost
F0 = F ′/δ, penalty cost h0 = h′/δ and connection cost C0 = C ′, respectively. If
the initial solution SOL0, which is the output solution of Algorithm 1, is viewed as a
feasible solution of the original instance.

From Theorem 1 and scale the opening and penalty costs by a factor δ,

3δ(F0 + h0) + C0 = 3(F ′ + h′) + C ′
≤ 6[δ(FOPT + hOPT ) + COPT ].

There are two possibilities.
Case 1. C0 ≤ FOPT + hOPT + COPT .

F̌ + ȟ + Č ≤ F0 + h0 + C0

= 3δ(F0 + h0) + C0

3δ
+ (1 − 1

3δ
)C0

≤ (3 − 1

3δ
)(FOPT + hOPT ) + (1 + 5

3δ
)COPT .

Case 2. C0 > FOPT + hOPT + COPT .

C0 ≤ 6[δ(FOPT + hOPT ) + COPT ] − 3δ(F0 + h0),

Lemma 15 implies that the cost after greedy augmentation is at most

F0 + h0 + (FOPT + hOPT ) ln

(
6δ(FOPT + hOPT ) + 5COPT − 3δ(F0 + h0)

FOPT + hOPT

)

+ FOPT + hOPT + COPT .
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The derivation of F0 + h0 in the above indicates that when

F0 + h0 = FOPT + hOPT + 5

3δ
COPT ,

The polynomial achieves its maximal value.

F̌ + ȟ + Č ≤ (2 + ln(3δ))(FOPT + hOPT ) + (1 + 5

3δ
)COPT .

From Case 1 and Case 2, we have

F̌ + ȟ + Č ≤ max{3 − 1

3δ
, 2 + ln(3δ)}(FOPT + hOPT ) + (1 + 5

3δ
)COPT

≤ (2 + ln(3δ))(FOPT + hOPT ) + (1 + 5

3δ
)COPT

≤ max{2 + ln(3δ), 1 + 5

3δ
}OPT .

When δ = 0.8571, Algorithm 3 can achieve the best approximation ratio 2.9444. So
the approximation factor for the Algorithm 3 is no more than 2.9444. ��

5 Conclusion

We consider k-FLPSP for any constant k in this paper and give an improved approx-
imation algorithm. In Algorithm 2, when we use greedy augmentation for path, the
facility in a path may appear in many paths, we define a new opening cost for each
facility to avoid repeating the computation of opening costs, every facility cost is just
computed once. How to analyse the opening cost properly, it is a question also exist
in k-FLPSP and all extensions of k-FLPSP. k-FLPSP is an extension of k-LFLP, we
don’t knowwhether our algorithm can be used in k-LFLP. The lower bound of k-LFLP
is 1.61, there is a sharp gap between the current upper bound and lower bound.
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