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Abstract

Sets of straight line segments with special structures and properties appear in various
applications of geometric modeling, such as scientific visualization, computer-aided
design, and medical image processing. In this paper, we derive sharp upper and lower
bounds on the number of intersection points and closed regions that can occur in sets of
line segments with certain structure, in terms of the number of segments. In particular,
we consider sets of segments whose underlying planar graphs are Halin graphs, cactus
graphs, maximal planar graphs, and triangle-free planar graphs, as well as randomly
produced segment sets.

Keywords Intersection points - Circuits - Halin graph - Cactus graph - Maximal
planar graph - Triangle-free planar graph

B Boris Brimkov
boris.brimkov @sru.edu

Jesse Geneson
geneson@gmail.com

Alathea Jensen
jensena@susqu.edu

Jordan Broussard
jordan.a.miller@wsu.edu

Pouria Salehi Nowbandegani

psalehin @broadinstitute.org

Department of Mathematics and Statistics, Slippery Rock University, Slippery Rock, PA 16057,
USA

2 Department of Mathematics, San Jose State University, San Jose, CA 95192, USA

Department of Mathematics and Computer Science, Susquehanna University, Selinsgrove, PA
17870, USA

Department of Mathematics and Statistics, Washington State University, Pullman, WA 99164,
USA

5 Broad Institute of MIT and Harvard, Cambridge, MA 02142, USA

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10878-021-00731-3&domain=pdf

Journal of Combinatorial Optimization (2022) 44:2302-2323 2303

1 Introduction

Sets of straight line segments with special structures and properties appear in various
applications of geometric modeling, such as scientific visualization, computer-aided
design, medical image processing, and geometric feature learning. In this paper, we
derive sharp upper and lower bounds on the number of intersection points and closed
regions that can occur in sets of line segments whose underlying planar graphs are
Halin graphs, cactus graphs, maximal planar graphs, and triangle-free planar graphs.
These bounds can be used to optimize the runtime of algorithms for combinatorial
problems posed on such sets of segments.

Let M be a finite set of line segments of nonzero length drawn in the plane. Sup-
pose there are no collinear segments that intersect (or treat such segments as a single
segment). Let P (M) be the set of all intersection points of segments in M and J (M)
be the set of endpoints of segments in M; note that P (M) N J (M) may be non-empty.
Let Gyy = (V(Gup), E(Gy)) be the graph whose vertex set is P(M) U J(M) and
where vertices u# and v are adjacent whenever there is a segment s € M that contains
u and v, such that there isno w € (P(M) U J(M)) N s that is between u and v. Note
that Gy is a planar graph; unless otherwise stated, we will assume G is endowed
with the plane embedding specified by the drawing of M.

Let C(M) be the set of inclusion-minimal regions enclosed by closed simple polyg-
onal curves in M; we will call the elements of C (M) circuits. By a circuit segment
set of M we will mean the set of segments in M that contribute to a circuit of M by
infinitely many points. There is a one-to-one correspondence between the circuits of
M, the circuit segment sets of M, and the bounded faces of G ;. We will call a path-
connected component of M trivial if it consists of a single segment, and nontrivial if
it contains two or more segments. Given a segment s € M, M \s denotes removing all
non-intersection points of s from M (in other words, removing all points which are
exclusively in s but keeping the points which also belong to other segments). Similarly,
given a subset of segments S = {s1,..., st} C M, M\S denotes M\s1\ ... \sr. We
will also define m(M) = |M|, p(M) = |P(M)|, j(M) = |J(M)|, c(M) = |C(M)|,
n(M) =|V(Gy)l|,e(M) = |E(Gpy)|,and k1 (M) and ko (M) respectively as the num-
ber of trivial and nontrivial components of M. When there is no scope for confusion,
dependence on M in all definitions will be omitted. The following are basic relations
between the quantities defined above.

Observation 1 For any segment set M,

1. p =< (’3) Any pair of segments can intersect at most once.

2. c < (m 2_ l) Each circuit has a leftmost intersection point.

3. e>m Each segment produces at least one edge.

4. n<p+j Vertices of G j; are intersection points or segment endpoints.

5. m > ky + 2ky Trivial components have a single segment; nontrivial have at least two.
6. p >k Nontrivial components have at least one intersection point.
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All bounds are sharp, i.e., there are classes of segment sets for which the bounds hold
with equality.

Since every planar graph has an embedding where its edges are mapped to straight
line segments (cf. Wagner 1936), for any planar graph G there exists a segment set
M such that Gy ~ G (any edges incident to a degree 2 vertex v that are drawn as
collinear segments in a straight-line embedding of G can be slightly shifted so that
v becomes an intersection point). Thus, there is an equivalence between sets of line
segments and planar graphs. Given a family F of planar graphs, we will refer to the
family {M is a set of segments : Gy € F} as segment-F. For instance, any set of
segments with ¢ = 0 will be called a segment forest, and any set of segments that
is path-connected and has ¢ = 0 will be called a segment tree. In general, graphs of
the type Gy (as defined earlier in this section) will be called segment graphs. For
special classes of segment sets, the bounds from Observation 1 can be improved. The
following are sharp bounds for some simple families of segment sets.

Observation2 1. If M is a segment tree, p <m — 1 and ¢ = 0.
2. If M is a segment forest, then p < m — k; — ky and ¢ = 0.
3. If M is a segment unicyclic graph, then p < m and ¢ = 1.
Moreover, all bounds are sharp.

As an example of a nontrivial result of this kind, Poonen and Rubinstein (Poonen and
Rubinstein 1998) computed p and ¢ for sets of segments formed by the diagonals of
regular polygons. A recent paper of Kumar (Kumar 2019) extends this investigation to
sets of segments formed by the diagonals of convex polygons. A conference version
of the present paper (Brimkov 2017) computed p and ¢ for segment cactus graphs.
See also (Dujmovi¢ et al. 2007; Durocher and Mondal 2018; Green and Tao 2013;
Igamberdiev et al. 2015; Oliveros et al. 2020; Samee et al. 2008) for related questions
on drawing planar graphs with few segments, and combinatorial properties of sets of
lines and segments.

These kinds of bounds can be used to analyze the time and space complexity of algo-
rithms for finding the intersections and bounded regions occurring in a set of segments
in terms of m, p, and c; these are fundamental tasks in computational geometry and
have been widely studied (cf. Balaban 1995; Bentley and Ottmann 1979; Chazelle

1983; Mairson and Stolfi 1988; Preparata and Shamos 2012; Tiernan 1970). For
example, the algorithms of Bentley-Ottmann (Bentley and Ottmann 1979), Chazelle
(Chazelle 1983), and Balaban (Balaban 1995), which compute all intersections in
a given set of segments, have respective time complexities of O((m + p)logm),

O(p + fzgl(;ﬁzﬁ), and O(p + mlogm), the last one being optimal for general seg-
ment sets. Tfle worst case performance of these algorithms is achieved for sets of
segments with Q(m?) intersections, and is respectively €2 (m?logm) for Bentley-
Ottmann’s algorithm, and 2 (m2) for Chazelle’s and Balaban’s algorithms. However,
as we show in the sequel, segment sets that feature a Halin or cactus structure have
p = O(m); thus, for these types of segment sets, Bentley-Ottmann’s and Balaban’s

algorithms run in O (m logm) time and are superior to Chazelle’s algorithm, which
mlog? m
loglogm

runs in O(

) time. As another example, Chen and Chan (Chen and Chan
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Fig.1 A segment maximal
outerplanar graph with
m(M) =9, p(M) =9,
c(M)="17,n(M) =09, and
e(M) =15

2003) and Vahrenhold et al. (Bose et al. 2007; Vahrenhold 2007) presented in-place
algorithms for finding all intersections in a set of segments (i.e., algorithms that use
O (1) cells of memory in addition to the input array). The time complexity of these
algorithms is O((m + p)logm) and O(mlog®>m + p), respectively; for arbitrary
segment sets, Vahrenhold’s algorithm is superior to Chen-Chan’s algorithm, as they
respectively require 2 (m?) and 2 (m? log m) time in the worst case. However, for the
aforementioned classes of segment sets, Chen-Chan’s algorithm runs in O (m log m)
time and is superior to Vahrenhold’s algorithm which runs in O (m log> m) time. The
algorithms discussed above have various applications in imaging sciences and mathe-
matical visualization, including for tasks like computer-aided geometric design, digital
image restoration, image segmentation, and geographic information systems queries.
Since these algorithms are sometimes applied to very large datasets, the complexity
improvements that can be obtained from our bounds on p and ¢ could lead to a notable
reduction in runtime.

In some cases, there may be direct relations between p, ¢, and m. For example, in
segment maximal outerplanar graphs', p = c¢+2; however, while maximal outerplanar
graphs with n vertices have exactly 2n — 3 edges, a segment maximal outerplanar
graph may be realized with far fewer segments. For example, the segment maximal
outerplanar graph in Fig. 1 has p = n = m = 9. This is possible because a segment
can participate in arbitrarily many intersection points and circuits, while a graph edge
is incident to exactly two vertices and two faces. See (Brévilliers et al. 2007; Brimkov
2013; Brimkov et al. 2011, 2012; de Castro et al. 2002; Chan and Chen 2010; Francis
et al. 2012; Kéra and Kratochvil 2006; Rappaport et al. 1990) and the bibliographies
therein for other applications of computing p and c, as well as for techniques and
results on other problems defined on segment sets and on graphs constructed through
segment sets.

This paper is organized as follows. In the next section, we give some preliminary
definitions and results. In Sect. 3, we give bounds on the number of intersections and
circuits for various families of segment sets. We end with some final remarks and
directions for future work in Sect. 4.

LA graph is maximal outerplanar if it has a plane embedding in which all vertices belong to the outer face,
and adding any edge to the graph causes it to no longer have this property.
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Fig.2 Left: Set of segments M. Middle: Trimming every segment of M once. Right: Trimming M

2 Preliminaries

A cut vertex of a graph G is a vertex whose deletion increases the number of connected
components of G. A biconnected component or block of G is a maximal subgraph
of G that has no cut vertices. An isomorphism between graphs G; and G, will be
denoted by G| >~ G». Given a vertex v of G, G — v will denote G with v removed,
along with all edges incident to v. A vertex of G is a leaf if it has a single neighbor in
G. K, denotes the complete graph on n vertices.

Let M be a set of segments and s be a segment of M with endpoints a and b. Let a’
be the first intersection point in s encountered when moving along s in a straight line
from a to b in M, and b’ be the last intersection point encountered (note it is possible
that a’ = a and b’ = b). Trimming s is the operation of replacing s by a segment s’
with endpoints a” and b’; if s has fewer than two intersection points, then trimming s
means deleting s. Trimming M means repeatedly trimming the segments in M until
further trimming yields no difference. Note that it may be possible to trim a segment,
then trim another segment, and then trim the first segment again. See Fig. 2 for an
illustration of trimming.

We end this section with some preliminary observations about segment sets.

Proposition 1 For any nontrivial connected segment set M, there are at least two
segments s and sp in M such that M\s, and M\s}, are connected.

Proof Let H be a graph that has a vertex for each segment in M, and where two
vertices are adjacent whenever the corresponding segments intersect in M.

Let s and s, be any two vertices of H, and x and y be non-intersection points
respectively belonging to the segments s, and s, in M. Since M is connected, there is
apathx, p1, ..., pk, y between x and y, where py, ..., py are parts of segments (or
entire segments) of M. In particular, let p; C s;, for 1 <t < k (where s5;, = s, and
siy = Sy). By construction of H, for 1 <t < k — 1, s;, is adjacent to s;,,, in H. Thus,
the path x, p1, ..., px, y in M corresponds to a path sy, s;,, ..., i, sy in H, so H is
connected.

Since any connected graph with atleast two vertices has at least two non-cut vertices,
H has two non-cut vertices s, and s,. We claim that M\s, and M\s, are connected.
To see why, let x and y be any two points in M\s,. If x and y belong to the same
segment, clearly there is a path between them. Otherwise, let s, and s, respectively be
segments containing x and y. Since s, is a non-cut vertex of H, H — s, is connected.
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Let sy, 8iy, ..., 8i, Sy be a simple path between sy and sy in H — s,. By construction
of H, segments s, and s;, intersect in M; thus, there is a path between x and every
point in s;, . Similarly, segments s;, and s;,,, intersectin M for 1 <t <k —1, and s;,
intersects sy, so there is a path between x and y in M\s,. Thus, M\s, is connected;
similarly, M\s; is connected. O

Corollary 1 Any nontrivial segment tree M contains at least two segments s, and sp
such that M\s, and M \sp, are connected, and such that s, and s;, each contain a single
intersection point.

Proof By Proposition 1, there are two segments s, and s, such that M\s, and M\s,
are connected; we claim that each of these segments contains a single intersection
point. Indeed, since M is a segment tree and is therefore connected, s, and s, must
each contain at least one intersection point. Suppose for contradiction that s, contains
two (or more) intersection points x and y. Since M is a segment tree, there is only one
path, namely along s,, between the segments that intersect s, at x and the segments
that intersect s, at y. Then, there will be no path between these segments in M\s,, a
contradiction. O

3 Boundsonpandc

In this section, we derive tight bounds on the number of intersection points p and
circuits ¢ in certain families of segment sets as a function of the number of segments
m.

3.1 Segment Halin graphs

A Halin graph is a graph that can be obtained by starting from a tree with no vertices
of degree two that is embedded in the plane, and connecting the leaves of this tree
in a cycle according to their clockwise ordering specified by the embedding. Halin
graphs have a unique embedding up to the choice of which face is the outer face. A
segment Halin graph is a set of segments M satisfying the following two properties:
(1) Gy is a Halin graph; (2) in the embedding of G, induced by M, the edges of
the outer face constitute the cycle used in the construction of Gj;. See (Cornuéjols
et al. 1983; Eppstein 2016; Horton and Parker 1995; Systo and Proskurowski 1983)
for some applications and algorithmic aspects of Halin graphs.

Theorem 3 Let M be a segment Halin graph. Then

m(M) + 2
|
m(M) +3

]

p(M) = [
c(M) = [
and these bounds are tight.
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Fig.3 Constructions
demonstrating the tightness of
the lower bound on p(M) for
segment Halin graphs. On the
left, m(M) = 12; on the right,
m(M) =13

Proof Halin graphs do not have any leaves, so for any segment Halin graph M, J C P,
and hence p(M) = n(M). Furthermore, for any Halin graph G, |E(G)| = |V (G)| —
1+ £(G), where £(G) is the number of leaves of the tree used in the construction of
G. Thus for any segment Halin graph M, e(M) < 2(p(M) — 1), so

e(M)+2 _ m(M)+2

p(M) > > > >

Since m(M) is an integer, this bound can be tightened to p(M) > {W—‘ This
bound holds with equality when m is even and m > 6 for the set of segments formed
by the edges of a straight-line noncollinear embedding of a wheel graph on 7 + 1
vertices; see Fig. 3, left. When m is odd and m > 7, equality can be achieved by a
similar construction, shown in Fig. 3, right. Since there are no segment Halin graphs
with fewer than six segments, the bound on p(M) is tight for all m.

Let M be a segment Halin graph, T be the tree used in the construction of G, and
£(T) be the number of leaves of T. Then, |E(Gy)| = |E(T)| + |E(Gm)\E(T)| =
|V(T)| — 1+ £(T). Moreover, since by definition 7 has no degree 2 vertices, its £(T)
leaves have degree 1, and its |V (T)| — £(T) non-leaf vertices have degree at least 3.
Then,

2(1lV(D)| = 1) =2|E(T)| = Z deg(v)
veV(T)
> UT)+3(V(T)| = &(T)) =3|V(T)| —2¢(T).

Solving for |V (T')|, we obtain |V (T')| < 2¢(T) — 2. Moreover, the number of bounded
faces of Gy equals £(T); thus, combining the inequalities above, we have

m(M) < |[E(Gy)| = 36(T) —3 =3c(M) - 3.

Solving for ¢(M), we obtain c(M) >

—’"(”?*3, and since m(M) is an integer, this

bound can be tightened to c(M) > {w .

The bound on ¢(M) holds with equality when m = 0 (mod 3) for the following
construction, shown in Fig. 4, left: let # = 5 + 1 and draw a regular z-gon S with
intersection points p1, ..., p; in clockwise order, and a larger, dilated concentric copy
of S with intersection points p/, ..., p; in clockwise order; delete the segments pi ps,

P2D3, P34, and add the segments py p5, pap5, p1p), and pip; for4 < k < t. Similar
constructions can be used in the cases when m = 2 (mod 3) and m = 1 (mod 3); see
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Fig. 4 Constructions demonstrating the tightness of the lower bound on ¢(M) for segment Halin graphs.
On the left, m(M) = 21; in the center, m(M) = 20; on the right, m(M) = 19

Fig. 4, center, and Fig. 4, right, respectively. Thus, the bound on c¢(M) is tight for all
m. (]

Theorem 4 Let M be a segment Halin graph. Then

p(M) < 3m(M) — 11,
c(M) < 2m(M) — 6,

and these bounds are tight.

Proof Let T be the tree used in the construction of Gy, let C be the cycle used in the
construction of G s equipped with the embedding induced by M, and let £(T) = |C|
denote the number of leaves of T' (equivalently, the order of C). We will call vertices
of C convex, straight, and concave if their interior angle with respect to the embedding
of C is respectively less than 7, equal to , and greater than 7. Given a polygon
with k vertices, the sum of the interior angles of the vertices is (k — 2)r. Thus, the
polygon must contain at least 3 convex vertices, since if at most 2 of its k vertices are
convex, the sum of the interior degrees of the vertices would be greater than (k — 2),
a contradiction.

We will first show that there are at least 3 segments in M which belong exclusively
to C and not to 7. If a segment of M belongs to both C and 7', it must pass between
C and T at a concave vertex of C. Moreover, since only leaves of T touch C, at most
one of the segments that meet at a concave vertex can pass from C to T at that vertex.
Since C (equipped with its embedding induced by M) is a polygon, C must contain at
least 3 convex vertices. Suppose C contains r straight vertices. Then, the number of
non-straight vertices of C is |C| — r, and hence the number of segments that make up
Cis |C| — r. Since at least 3 of the vertices of C are convex, at most |C| — r — 3 of the
vertices of C are concave, so there are at most [C| — r — 3 places where a segment can
pass from 7T to C. Then, at most [C| — r — 3 of the segments of C pass into 7. Every
segment that does not pass into 7' is a segment that is contained entirely in C. Thus, at
least 3 segments belong to C but not 7', so

m(T) <m(M) — 3. (1)
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Using the inequality in (1) and the fact that Halin graphs have no leaves, we have

pM) =nM) =n(T) < p(T) + j(T)
<m(T)—14+2m(T) =3m(T) — 1
<3(mM)-3)—1.

We show that at least one of the three inequalities above must be strict. Suppose for
contradiction that p(M) = 3m(M) — 10. Then, all of the following hold:

(1) n(M) = p(T) + j(T),
@) p(T)+ j(T) =3m((T) — 1,
3) m(T) =m(M) — 3.

Equality (3) implies that exactly 3 segments of M are exclusively in C and not in 7.
Hence, |C| —r — 3 of the segments of C must pass into 7'. Since segments can only pass
between C and T at a concave vertex of C, and since at most one of the segments that
meet at a concave vertex can pass from C to T at that vertex, it follows that |C| —r — 3
of the non-straight vertices of C must be concave. Thus, there are exactly 3 convex
vertices in C.

Let the convex vertices of C be ay, az, as, and let s; be the segment of T which has
an endpoint at a;, 1 <i < 3.Let Ay be the path in C between a; and a that does not
pass through a3; define A3 and A3 analogously. Equalities (1) and (2) imply that no
intersection point of 7 is also an endpoint of a segment of 7', that no three segments of
T intersect in the same point, and that both endpoints of each segment of T are leaves
of T and touch C. Since all vertices on A and A3 are concave or straight, s; cannot
have its other endpoint on A, or A13; thus, it must be in A»3. Similarly, s, must have
its other endpoint in A3. Thus, the segments s1 and s; intersect in a point x in the
interior of C. Moreover, s3 must have its other endpoint in A, and must therefore
intersect s and s;; see Fig. 5, left, for an illustration. However, if 53 does not pass
through x, then the segments sy, s, 53 form a triangle in the interior of C; this triangle
must be part of 7', contradicting the fact that 7T is a tree. On the other hand, if 53 passes
through x, this contradicts the fact that no three segments of 7 intersect in the same
point. Thus, (1), (2), and (3) cannot all hold at the same time, so p(M) < 3m(M)—10.
Since p(M) is an integer, it follows that p(M) < 3m(M) — 11.

The number of bounded faces of Gy, equals £(T'); thus, again using the inequality
(1), we have c(M) = €(T) < 2m(T) < 2(m(M) — 3). The upper bounds on p and ¢
are tight for all m > 6 for the family of segment Halin graphs shown in Fig. 5, right.

O

3.2 Segment cactus graphs

A graph G is called a cactus graph if any two cycles of G have at most one vertex in
common. Every edge of a cactus graph belongs to at most one cycle, and the bicon-
nected components of a cactus graph are either cycles or single edges. By definition,
two circuits of a segment cactus graph can have at most one vertex in common, i.e.,
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ap

a,

Fig.5 Left: The outer face of a Halin graph with exactly 3 convex points. Right: Construction demonstrating
the tightness of the upper bounds on p(M) and c(M) for segment Halin graphs

they cannot share a portion of a segment different from a point. Properties of cactus
graphs have been studied with some applications in mind; for example, cactus graphs
arise in the design of telecommunication systems, material handling networks, and
local area networks (cf. Ben-Moshe et al. 2012; Brimkov and Hicks 2017; Harary
and Uhlenbeck 1953; Husimi 1950; Kariv and Hakimi 1979; Koontz 1980 and the
bibliographies therein).

Proposition 2 A connected segment cactus graph M with ¢ > 1 circuits contains at
least two segments s| and s, such that fori € {1, 2},

(A) s; belongs to a single circuit segment set S;,
(B) the connected components of M \s; which do not contain segments of S; are segment
trees.

Proof If ¢ = 1, every segment in the single circuit segment set of M satisfies properties
(A) and (B); thus, assume henceforth that ¢ > 2.

Let QO = {s1,..., 54} be a maximal set of segments of M such thatfor1 <i <g¢,
s; does not belong to any circuit segment set of M, and s; is a segment whose deletion
does not disconnect M\{s1, ..., s;—1}. Let M’ = M\ Q. By construction, M and M’
have the same circuit segment sets; moreover, the connected components of M\ M’ (i.e.
of Q) are segment trees. Hence, for any segment s € M’, the connected components
of M\s which do not contain segments of M’ are segment trees. Let M” be the set
of segments obtained by trimming M’ (in fact, M” is identical to the set of segments
obtained by trimming M). Note that M, M’, and M” have the same circuits.

The graph Gy~ has no leaves, since a leaf of G j;» would have to be an endpoint
of a segment in M”, and all endpoints of segments in M"” are also intersection points.
Thus, all outer blocks of G~ (i.e., biconnected components with a single cut vertex)
are cycles. Since ¢ > 2 and since M and M” have the same circuits, it follows that
G v has at least two cycles; thus, G ;7 has at least two outer blocks which are cycles,
say C1 and C;. Let S7 and S be the circuit segment sets in M corresponding to C
and C», respectively. Fori € {1, 2}, exactly two edges of C; in Gy~ are incident to the
cut vertex v; of C;; thus, in M, v; corresponds to an intersection point of at most two
segments of S;. Since S; contains at least three segments, there is a segment s; € S;
which does not contain v; as an intersection point in M. Then, since C; is an outer
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cycle block, s; does not belong to any other circuit segment set of M, i.e., s; satisfies
property A). Furthermore, the connected components of M\s; which do not contain
segments of S; also do not contain segments of M’. However, as shown above, the
connected components of M\s; which do not contain segments of M’ are segment
trees. Thus, s; satisfies property B). O

Theorem 5 Let M be a segment cactus graph. Then

p(M) = 2(m(M) — ki (M)) — 3k (M), @
c(M) = (m(M) — ki (M)) — 2ka(M), 3)

and these bounds are tight.

Proof If M is a segment forest, then p < 2p — ko < 2(m — k1 — ky) — kp =
2(m — k1) — 3ko, where the first inequality follows from Observation 1 (part 6.) and
the second inequality follows from Observation 2 (part 2.); this establishes the upper
bound in (2). Likewise, if M is a segment forest, then the upper bound in (3) follows
from Observation 1 (part 5.) and the fact that ¢ = 0. Thus, it remains to be shown that
the upper bounds in (2) and (3) hold for the case when the segment cactus graph is not
a segment forest, i.e., when ¢ > 1, and hence m > 3. We will proceed by induction on
m. Both inequalities clearly hold for m = 3. Assume the inequalities hold for some
m > 3 and let M be a segment cactus graph with m + 1 segments.

By Proposition 2, M contains a segment s; which belongs to a single circuit segment
set S1 of a connected component M of M, such that the connected components of
M 1\s1 which do not contain segments of S| are segment trees. If M;\s; does not have
any connected components which do not contain segments of Sy, let s, = s1. Note
that in this case, deleting s, from M decreases the number of intersection points by
at most two, and the number of circuits by one. If M;\s; has at least one connected
component 7" which does not contain segments of Sy, then 7 is a segment tree which
can only intersect s in a single point, since otherwise s; would be part of at least two
circuits. If 7' consists of a single segment, let s, be that segment. If 7 contains at least
two segments, then by Corollary 1, T contains two segments s, and s, each having
a single intersection point, such that removing either one of them from 7' does not
disconnect 7. If neither s, nor s intersect s, let s, = s,. If exactly one of s, and
sp intersects s, let s, be the segment among s, and s, which does not intersect s;. If
both s, and s, intersect s1, then s1, 5,4, and s, must all intersect in the same point; in
this case, let s, = s1. In each of these cases, deleting s, from M decreases the number
of intersection points by at most one and does not affect the number of circuits.

Thus, the segment cactus graph M \s,. has m segments, p —i intersection points for
some i € {0, 1, 2}, and ¢ — ¢ circuits for some ¢ € {0, 1}. By the induction hypothesis,
p—1i <2(m—ky)—3k>. Then, for the segment cactus graph M with m + 1 segments
and p intersections, we obtain p < 2(m — k1) — 3k +i <2(m — k1) —3kr +2 =
2(m + 1 — k1) — 3k,. Similarly, by the induction hypothesis, c —t < (m — k1) — 2k».
Then, for the segment cactus graph M with m + 1 segments and c circuits we obtain
c<(m—ky)—2ky+t <(m—ky)—2kr+1= (m+1—ky) —2ky. This concludes
the inductive step and establishes the inequalities. The inequalities in (2) and (3) hold
with equality for all m > 1 for the construction shown in Fig. 6. O

@ Springer



Journal of Combinatorial Optimization (2022) 44:2302-2323 2313

Fig.6 Construction

demonstrating the tightness of

the upper bounds on p(M) and

c(M) for segment cactus graphs;

in this example, m(M) = 9, / >( >< >< \
p(M) =15,and c(M) =7

Since a segment forest is a segment cactus graph, p > k> and ¢ > 0 are tight lower
bounds for segment cactus graphs.

3.3 Segment K3-free graphs

A K3-free graph? is a graph which has no subgraph isomorphic to K3.

Theorem 6 Let M be a segment K3-free graph. Then

M
p(M) < (’"(2 )) — (m(M) —2),

(M) < (m(MZ) — 2>’

and these bounds are tight.

Proof Given a segment set M, let 1(M) denote the number of K3 subgraphs of Gy,
let A(M) = p(M) —t(M), and let B(M) = c¢(M) — t(M). When there is no scope
for confusion, dependence on M will be omitted. We will refer to the circuits of M
which correspond to K3-subgraphs of Gy as triangle circuits. Let M be an arbitrary
segment K3-free graph with m segments. Let My be obtained from M by extending
each segment s of M which has an endpoint that is also an intersection point by a
small distance in the direction of that endpoint so that the endpoint is no longer an
intersection point, but s does not intersect any new segment. Note that M is also a
segment K3-free graph (since Gy, is obtained by adding some leaves to G ys, which
cannot create a K3 subgraph), and that p(M) = p(My) and c¢(M) = c¢(Mp). Let the
segments of Mg be s1, ..., s,,. We will transform M;_1,i > 1, into M; by perturbing
s; as follows.

First, translate s; by a small distance so that none of its intersection points are shared
with more than one other segment, and so that s; does not intersect any segments that
it did not previously intersect. Since none of the endpoints in M; are intersection
points, this can be done by choosing a small enough translation distance (which is
also small enough that no endpoints become intersection points after the translation).
For each intersection point of s; that was shared with more than one other segment
before the translation, the number of new intersection points that are created as a
result of the translation is one more than the number of new triangle circuits created

2 We use this nomenclature instead of triangle-free graph in order to avoid confusion between geometric
and graph theoretic triangles.
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VANV, VAV,

Fig.7 The bold segment is translated by a small distance so that none of its intersection points share more
than one other segment. The number of triangle circuits created by the translation (shaded dark) is no more
than the number of intersection points created; some triangle circuits become non-triangle circuits (shaded
light), but no non-triangle circuits disappear

(see Fig. 7 for an illustration). Each existing triangle circuit which intersects s; in a
side or a point either remains a triangle circuit or is turned into non-triangle circuit
through the translation. However, non-triangle circuits cannot disappear or be turned
into triangle circuits through the translation, because doing so would require segments
which did not previously intersect to intersect after the translation. Thus, B does not
decrease after the translation; moreover, since p increases at least as much as ¢ after
the translation, A also does not decrease.

Next, rotate s; by a small (possibly zero) degree so that it is not parallel to any other
segment in M;. The degree can be chosen small enough so that each intersection point
of s; remains an intersection point between the same two segments it was previously
an intersection point between (note that the endpoints are not intersection points, so no
intersection points will disappear if the degree of rotation is small enough). Thus, the
topology of neither the circuits nor the intersection points is affected by this rotation,
so A and B do not change.

Next, extend s; from one endpoint until it intersects another segment, if this is
possible. If extending s; from that endpoint never causes it to intersect another segment,
simply extend s; from that endpoint by a sufficiently large distance (as described further
below). If extending s; from that endpoint does cause it to intersect another segment
and if the extended endpoint of s; intersects the new segment at an already-existing
intersection point, translate s; by a small distance so that all of the previous intersection
points and circuits (and their topologies) are preserved, but the extended endpoint of s;
intersects the new segment in a point that was not previously an intersection point. As
discussed previously, no non-triangle circuits disappear as a result of such a translation,
if one is necessary. If the extension does not split any circuit into two circuits, then B
has not changed, ¢ has not changed, and p has increased by one. If this extension does
split a circuit into two circuits, then at most one of these two circuits is a triangle, since
splitting a circuit into two triangle circuits requires at least one of the two intersection
points of s; with the circuit to be a point where 3 segments meet (this is avoided by
the translations). Thus, in either case, p increases at least as much as ¢, so A does not
decrease. Moreover, regardless of whether the circuit that is split by s; was a triangle
or a non-triangle, B cannot decrease, since in either case at least one new non-triangle
circuit is created and at most one non-triangle circuit disappears. Repeat this extension
with both endpoints of s; until no new segments can be crossed, and then extend both
endpoints by a sufficiently large distance so that all future extensions of segments
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will be able to intersect s;. Call the resulting set of segments M; . Since at each
step of the perturbation, A and B either increase or remain unchanged, it follows that
AM;) < A(Mi11) and B(M;) < B(Mj11).

By repeating the same perturbation with all segments, we obtain a sequence of
segment sets My, ..., My, such that A(My) < ... < A(M,;) and B(Mp) < ... <
B(M,,). In M,,, no segments are parallel, and no intersection point is shared by more
than two segments; moreover, since the segments are long enough, each segment
intersects every other segment. If each segment of M,, is extended to a line, we obtain
a set of lines £ in general position; moreover, A(L) = A(M,,) and B(L) = B(M,,)
since no new circuits or intersection points can be created by extending the segments.
It is well-known that for a set of lines £ in general position, p(L) = (';) and 1 (L) >
m — 2. Hence, since t(My) = 0, we have

p(M) = p(Mo) — 1(Mo) = A(Mop) < A(My,)
m
=AL) =pL) —1(L) = <2> —(m—=2).
It is also well-known that the number of regions formed by a set of m lines in general

I .. .
position is %’”H (this is known as the sequence of central polygonal numbers); this

. . 2
count includes 2m unbounded regions, so ¢(£) = %’"H — 2m. Then,

c(M) = c¢(Mo) — t(Mo) = B(Mo)

< B(My) < B(L) = c(L) — (L)
2
=< %M—Zm—(m—Z).

Since M was arbitrary, it follows that for any segment K3-free graph, p < (’;’) —(m—2)

and ¢ < % —2m — (m —2) = (", ). These bounds are tight for the following
construction. Start with vertical parallel segments r(y and £( which are long enough for
future segments to intersect. Let 71 be a segment crossing both ry and £ at an angle
to the right. Then, for i > 1, we iteratively add segments ¢; and ;1| as follows. After
a segment r; is added, find the intersection of ; and r;_;, move down along r;_; a
short distance, and place one endpoint of the segment ¢; there. From this endpoint,
£; continues downward and to the left, at such an angle that it intersects every line
already present, except for r;. After a segment ¢; is added, find the intersection of
£; and ¢;_1, move down along ¢;_ a short distance, and place one endpoint of the
segment 7;1 there. From this endpoint, r;1 continues downward and to the right,
at such an angle that it intersects every line already present, except for ¢;. Newly
added segments are long enough for all future segments to intersect; see Fig. 8 for
an illustration. There are two intersection points and zero circuits among rg, £g, and
r1; then, beginning with the fourth segment, each added segment intersects all-but-
one of the existing segments. Thus, the total number of intersection points in this
construction is 2+ Y /-, (i —2) = () — (m — 2), and the total number of circuits is

YL =3 = ("), 0
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Fig.8 Construction
demonstrating the tightness of ro
the upper bound on p(M) for ‘%
segment K3-free graphs; in this

example, m = 8 and p =22

1

4y

T2

r3

Since a segment forest is a segment K3-free graph, p > k; and ¢ > 0 are tight lower
bounds for general segment K3-free graphs. A better lower bound can be derived for
a segment K3-free graph M which has been trimmed (i.e., the corresponding graph
G has no leaves). In this case, p = n > e—54 > m+4 where the first inequality
follows from the fact that for any planar K3-free graph G, |E(G)| < 2(|V(G)| — 2).
This bound is tight, e.g., for a noncollinear straight-line embedding of the complete
bipartite graph with parts of size 2 and n — 2

3.4 Segment maximal planar graphs

A graph is maximal planar if it is planar and adding any edge causes it to no longer be
planar. Every face of a maximal planar graph (in any planar embedding) is a triangle.

Proposition 3 Let M be a segment maximal planar graph. Then

m(M)+6
pan = [P0026]
0 > "2m(M)—3—‘
c(M) > T s

and these bounds are tight. Moreover, there exist segment maximal planar graphs with
p= 0(m?) and ¢ = 6(m?).

Proof Maximal planar graphs do not have any leaves, so for segment maximal planar
graphs, J C P, and hence p = n. For any maximal planar graph G, |E(G)| =
3|V(G)| — 6. Thus, p = # > mT% and since p is an integer, this bound can be
tightened to p > |"”T+6'|. By Euler’s formula and by the previous inequality,

6 2m —3
c=l—-n+e=1-n+@Bn—-6)=2n—-5=2p — 5>2< ;_ ) -
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Fig.9 Construction
demonstrating the tightness of
the asymptotic upper bound on
p(M) and c(M) for segment
maximal planar graphs

and since c is an integer, this bound can be tightened to ¢ > {%1. The bounds on
p and ¢ hold with equality for any segment set obtained from a straight-line plane
embedding of a maximal planar graph in which the edges are drawn as non-collinear
segments. The set of segments obtained by triangulating an equilateral triangle with
x > 0 segments parallel to each side, and connecting an external point to each
intersection point on each side of the boundary of the triangle as in Fig. 9, has
m = 6x + 9 segments, and hence p = w +3= % + %+ % =0 (m?) and

c=GAH D3+ ="+ 4 T =(m?). 0

3.5 Buffon segments

A setof segments M = M (m, £) is called a Buffon set” if it is produced by m segments
of length ¢ randomly placed in the unit square; dependence on m and £ will be omitted
when itis clear from the context. We will assume the centers and angles of the segments
are chosen uniformly at random. In this section, we investigate the expected number
of intersection points in a Buffon set of segments as a function of m and ¢, along
with other structural properties. Since the segments in a Buffon set are placed inside
a unit square, throughout this section we will assume that £ < 1 unless otherwise
stated. If this assumption is lifted, it can easily be shown that “¢” in the statements of
Proposition 4, Theorem 7, and Theorem 8 can be replaced with “min(¢, 1)”.

Proposition4 Let M be a Buffon set of segments. The expected number of distinct
subsets of M of t segments which mutually intersect is O (m'€*~2).

Proof Let s, ...,s; be segments in M; let X be the event that 51, ..., s, mutually
intersect, and let Y be the event that the centers of s, ..., s; are within distance
£ of the center of s;. If the center of some s;, 2 < i < ¢, is not within distance
£ of the center of 51, then sq, ..., s, cannot mutually intersect. Thus, X implies Y,
and Pr[X] < Pr[Y]. Moreover, Pr[Y] < (w£?)'~!, since this is the probability
that the centers of sy, ..., s; lie in a disk with radius ¢ centered at the center of s;.
Thus, Pr[X] = O(¢*~2). The number of distinct sets of segments which mutually
intersect is equal to ZT M, |T|=t X7, where X7 is the indicator random variable for

3 The nomenclature is derived from Buffon’s Needle Problem, which investigates the probability that a
needle will fall on a line when dropped on a sheet with equally spaced lines.

@ Springer



2318 Journal of Combinatorial Optimization (2022) 44:2302-2323

the event that the segments in 7 mutually intersect. By linearity of expectation and
the fact that E[X7] = O(£*~?2), the expected number of distinct sets of # segments
which mutually intersect is Y7 17\ E[X7] = O(m'€*~2). i

Theorem 7 Let M be a Buffon set of segments. Then, E[p(M)] = 6 (m>¢?).

Proof Let X be the event that two segments s1, s of length ¢ intersect, let Y be the
event that the distance between the centers of s; and s> is at most £/2, and let Z be the
event that the distance between the centers of s1 and 57 is exactly £/2. Let p; = Pr[X],
p2 = PriXNY1, ps = PriX|Y], ps = Pr(Y],and ps = Pr[X|Z].Clearly pi > ps,
and by definition of conditional probability, p» = p3pas. Moreover, p3 > ps since
the probability that two segments intersect decreases with the distance between their
centers. Also, note that ps is a constant independent of ¢, since the probability that
two segments of length ¢ intersect given that their centers are ¢/2 apart is equal to
the probability that two segments of length x¢ intersect, given that their centers are
x€/2 apart, for any x > 0 (including x = 1/£). Finally, in order for event ¥ to occur,
the center of 5o would have to lie in a disk of radius £/2 centered at the center of sy;
since at least a quarter of such a disk intersects the unit square (this happens when the
center of s1 is in a corner of the unit square), it follows that pgy > }tn(ﬂ / 2)2. Thus,
p1 = p2 > paps = BE02 = Q).

Now, p(M) = Z{ﬂ M X{s,50)> Where Xy, 5,y is the indicator random variable
for the event that segments s1 and s; intersect. From the above argument, E[ Xy, 5,)] =
Q(¢%). By linearity of expectation,

Elp(M)]= Y ElXps.5)]=Qm* .
{s1.:2}CM

Moreover, by Proposition 4, E[p(M)] = O(m?¢?); thus, E[p(M)] = 0(m*¢?). 0
Corollary2 Let M be a Buffon set of segments of length at most (%)3/4, for any
constant a > 0. Then, the expected number of K3 subgraphs of Gy is O(1).

Proof Each K3 subgraphin G p corresponds to a distinct triple of mutually intersecting
segments in M (but not vice versa). By Proposition 4, the expected number of triples
of mutually intersecting segments in M is O (m>£*). Since £ < (%)3/ “and ais a

constant independent of m, it follows that the expected number of K3 subgraphs in
Gy is O(1). O

The complexity of a set of segments M is the sum of the vertices, edges, and bounded
faces of G ;. Below we derive a bound on the expected complexity of a Buffon set of
segments that is tight up to a constant factor.

Theorem 8 Let M be a Buffon set of segments. The expected complexity of M is
O(m?0% + m).

Proof In a Buffon set, the expected number of points which are both endpoints of
segments and intersection points is zero, and the expected number of intersection
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points where more than 2 segments meet is zero. Thus, in expectation, n(M) =
p(M) + j(M) = p(M) +2m (M), and

e(M) = Z (number of intersection points in s plus 1) = 2p(M) + m(M).
seM

Let My, ..., M, be the connected components of M. By the argument above, in
expectation, for 1 <i <t,n(M;) = p(M;)+2m(M;) ande(M;) = 2p(M;)+m(M;).
By Euler’s formula, the expected number of faces of M; (including the outer face) is
QpM;)+m(M;))+2—(p(M;)+2m(M;)) = p(M;)—m(M;)+2. Counting only the
bounded faces and summing over i, we have c(M) = Zle (p(M;) —m(M;)+ 1) =
p(M) — m(M) + t. Thus, by linearity of expectation, the expected complexity of M
is E[n(M)]+ Ele(M)]+ E[c(M)] =4E[p(M)]+2m(M) +t¢. Since by Theorem 7,
Elp(M)] = Q(mzﬂz), and since 1 <t < m, it follows that the expected complexity
of M is 0(m*€* + m). u]

Finally, we give necessary and sufficient conditions for a Buffon set of segments to
have no intersections (i.e., for G s to be a perfect matching) with probability approach-
ing 1 as the number of segments increases. We begin with a technical lemma.

Lemma 1 Let m andt be positive integers,m > 2, m > t, and let x € [0, 1/m]. Then,

1_[(1_1) z(z+1).

Proof Let f(x) = [i_;(1 — ix). Then,

fo=Y - J] a-jxo.

izt jell..\{i)

ffo= > 2 ] (—ko.

l=i<j<t ke{l,.... i\, j}

By Taylor’s Theorem, f(x) = f(0) + f'(0)x + %xz, for some r € (0, x). Note
that £(0) = 1 and f/(0) = —w. Moreover, since r < x < l/mandk <t <m,

/" (r) is a sum of products of nonnegative real numbers, so f”(r) > 0. Thus, f(x) >
1 — ta+b o
2

Theorem 9 Let M be a Buffon set of segments of length €. Then, as m — 09,
Prip(M) =0] — 1 ifand only if £ = o(1/m).

Proof Let the segmentsin M be sy, ..., sy,andfor1 <t <m,let M; = s;U...Us;.
If ¢ = o(L), then Prip(M) > 0] = Pr[p(M) > 1] < 2L s 0 a5 m — oo,
where the last inequality follows from Theorem 7 and from Markov s inequality. Thus,
if £ = o(:), then Pr[p(M) = 0] — 1 asm — oc.

Now, suppose that £ = - for some a € (0, ,/1/7]. Let X; be the event that the
centers of s1, ..., s;_1 are all at least at distance ¢ from each other. Since X; implies
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that p(M;_1) = 0 with probability 1, and by the definition of conditional probability,
we have

Pri(p(M;) > 0) 0 (p(M;—1) = 0)] = Pr[(p(M;) > 0) N X;]
= PriX:1 Pri(p(M;) > 0)| X;]. (4

The probability that the center of s, is at least £ away from the center of s is at least
the area of the unit square minus the area of a disk of radius ¢; hence,

Pr(Xs] > 1 — >

Similarly, the probability that the center of s; is outside the disks of radius £ around
the centers of 51, ...,s;_jisatleast 1 — (¢ — l)nﬁz, SO

PriXee1 | X > 1— (¢t — Dre?.

Thus, by the chain rule for probabilities,

t=-D-2)

2
5 e, 5

1 t—2
PriXd=]]PriXi|Xial =[]0 —int®) = 1 -
i=3 i=1

where the last inequality follows from Lemma 1. Note that since « < /1/m and
£ = a/m, it follows that 7% < 1/m for all m > 1, so the conditions of Lemma 1 are
satisfied.

Moreover, as shown in the proof of Theorem 7, the probability that two segments
of length ¢ intersect is at least %62, where ps is the probability that two segments
of length 1 intersect, given that their centers are distance 0.5 apart. By the same
argument, if the center of s; is within distance £/2 of the center of some other segment
si, | <i <t — 1, the conditional probability that s; intersects s; is at least ps. Thus,

Pri(p(My) > 0) | X;] = (t — 1)%52. (6)

Substituting (5) and (6) into (4), we obtain

Pri(p(M)) > 0) N (p(M,—1) = 0)] = <1 - W”z) o

The event (p(M) > 0) is the disjoint union of the events (p(M;) > 0) N (p(M;—1) =
0),2 <t <m. Thus, Pr[p(M) > 0] can be computed as follows:
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Pr(p(M) > 0] = Z Pri(p(My) > 0) N (p(M;—1) =0)]
=2

> ps”ezz < - e2>
psTT m—1 2 m—1 Zz m—1
_ 2 By 2
_16€<Z __Z 2Zt)
= t=1
_ psw PsT m(m — 1) nZZ (m — 1)2m?
16 2 2 4
+71£2 (m—Dm@2m — 1)
2 6
- psT PsT m(m — 1) _ T 02m*
- 16 2 8
D57 o ot o?
= (=-——-—]>0,
16 2 8 2m

for m sufficiently large. Thus, if £ = % fora < /1/m, then Pr[p(M) > 0] -» 0 as
m — 00. However, since increasing £ cannot decrease Pr[p(M) > 0], it follows that
if ¢ = Q(-L), then Pr[p(M) > 0] - 0 as m — oo. o

4 Concluding remarks

In this paper, we derived tight bounds on the number of intersection points and circuits
of different families of segment sets. Such bounds on p and c in terms of m can yield
better bounds on the time and space complexities of existing algorithms. In particu-
lar, in Sect. 3, we considered segment Halin graphs, segment cactus graphs, segment
K;-free graphs, and segment maximal planar graphs. These classes of segments are
mostly non-overlapping and thus constitute a significant part of all sets of segments;
for instance, segment Halin graphs and segment K3-free graphs are disjoint, as are
segment maximal planar graphs and segment cactus graphs (for m # 3). Some other
interesting families to consider are segment bipartite planar graphs and segment maxi-
mal outerplanar graphs. By a similar reasoning as in Proposition 3, it can be shown that
for a segment maximal outerplanar graph, p > [(m + 3)/2] and ¢ > [(m — 1)/2].
However, we have not been able to find exact or asymptotic tight upper bounds on
p and c. A construction of segment maximal outerplanar graphs with p = 2m — 6
and ¢ = 2m — 8 is shown in Fig. 10, but in general, this construction is not the best
possible. However, we conjecture that the upper bounds for both p and ¢ are linear in
m.

In Sect. 3.5, we investigated randomly generated sets of segments with fixed length.
A related direction for future work is to explore properties of Buffon segment sets with
non-uniform lengths; for example, the lengths of the segments could be random vari-
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Fig. 10 An instance of a class of
segment maximal outerplanar
graphs with p = 2m — 6 and

¢ = 2m — 8; we conjecture that
for segment maximal

outerplanar graphs, p and ¢ are
both O (m)

ables with a given probability distribution. The expected value of other parameters of
Gy (such as independence number, maximum matching, etc.) could also be explored,
for a Buffon set M with uniform or non-uniform length segments.
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