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Abstract A safe set of a graph G = (V, E) is anon-empty subset S of V such that for
every component A of G[S] and every component B of G[V\S], we have |A| > |B|
whenever there exists an edge of G between A and B. In this paper, we show that a
minimum safe set can be found in polynomial time for trees. We then further extend
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the result and present polynomial-time algorithms for graphs of bounded treewidth,
and also for interval graphs. We also study the parameterized complexity. We show
that the problem is fixed-parameter tractable when parameterized by the solution size.
Furthermore, we show that this parameter lies between the tree-depth and the vertex
cover number. We then conclude the paper by showing hardness for split graphs and
planar graphs.

Keywords Safe set - Graph algorithm - Graph class - Parameterized complexity

1 Introduction

In this paper, we only consider finite and simple graphs. The subgraph of a graph G
induced by S € V(G) is denoted by G[S]. A component of G is a connected induced
subgraph of G with an inclusionwise maximal vertex set. For vertex-disjoint subgraphs
A and B of G, if there is an edge between A and B, then A and B are adjacent.

Inagraph G = (V, E), anon-empty set S € V of vertices is a safe set if, for every
component A of G[S] and every component B of G[V'\S] adjacent to A, it holds that
|A| > |B|. If a safe set induces a connected subgraph, then it is a connected safe set.
The safe number s(G) of G is the size of a minimum safe set of G, and the connected
safe number cS(G) of G is the size of a minimum connected safe set of G. It is known
that S(G) < ¢cs(G) <2-s(G) — 1 (Fujita et al. 2016).

The concept of (connected) safe number was introduced by Fujita et al. (2016).
Their motivation came from a variant of facility location problems, where the goal is
to find a “safe” subset of nodes in a network that can be used for safe evacuation. See

Tadashi Sakuma
sakuma@e.yamagata-u.ac.jp

Zsolt Tuza
tuza@dcs.uni-pannon.hu

Renyu Xu

renyu.xu@Iri.fr
I Universidad de Castilla-La Mancha, Ciudad Real, Spain
LRI, University Paris-Sud, Orsay, France
Yokohama City University, Yokohama, Japan
Tokai University, Tokyo, Japan
LIAFA, University Paris-Diderot, Paris, France
Nagoya University, Nagoya, Japan
Kumamoto University, Kumamoto, Japan
Yamagata University, Yamagata, Japan
MTA Rényi Institute, Budapest, Hungary
University of Pannonia, Veszprém, Hungary

Shandong University, Jinan, China

@ Springer



J Comb Optim (2018) 36:1221-1242 1223

Bapatetal. (2016) also for further discussions about the motivation. Fujita et al. (2016)
showed that the problems of finding a minimum safe set and a minimum connected
safe set are NP-hard in general. They also showed that a minimum connected safe set
in a tree can be found in linear time.

The main contribution of this paper is to give polynomial-time algorithms for finding
a minimum safe set on trees, graphs of bounded treewidth, and interval graphs. We
also show that the problems are fixed-parameter tractable when parameterized by the
solution size. These positive results are complemented by a few hardness results.

The rest of the paper is organized as follows. In Sect. 2, we present an O (n°)-
time algorithm for finding a minimum safe set on trees. In Sect. 3, we generalize the
algorithm to make it work on graphs of bounded treewidth. In Sect. 4, we show that
the problem can be solved in O (n®) time for interval graphs. In Sect. 5, we show the
fixed-parameter tractability of the problem when the parameter is the solution size.
We also discuss the relationship of safe number to other important and well-studied
graph parameters. In Sect. 6, we show that the problems are NP-complete for split
graphs and planar graphs.

2 Safe sets in trees

Recall that a tree is a connected graph with no cycles. In this section, we prove the
following theorem.

Theorem 2.1 For an n-vertex tree, a safe set of minimum size can be found in time
ond).

We only show that the size of a minimum safe set can be computed in O (1n°) time.
It is straightforward to modify the dynamic program below for computing an actual
safe set in the same running time.

In the following, we assume that a tree T = (V, E) has a root and that the children
of each vertex are ordered. For a vertex u € V, we denote the set of children of u by
Cr(u). By V,, we denote the vertex set that consists of # and its descendants, where
avertex v # u is a descendant of u if u is on the path from v to the root. We define
some subtrees induced by special sets of vertices as follows (see Fig. 1):

— Foravertexu € V,let T(u) = T[V,].
— For an edge {u, v} € E where v is the parent of u, let T (u — v) = T[{v} U V,].

_ Foru € V with children wy, ..., wg, let T(u,i) = T [{u} UU i< ij].

Note that T(u, 1) = T(w; — u) if wy is the first child of u, T (u) = T (u, |C1(u)])
if u is not a leaf, and T = T (p) if p is the root of T'.

Fragments For a subtree T’ of T and S € V(T'), a fragment in T’ with respect to
S is the vertex set of a component in T'[S] or T'[V (T")\S]. We denote the set of
fragments in 7" with respect to S by F(7’, S).The fragment that contains the root
of T’ is active, and the other fragments are inactive. Two fragments in F(T’, S) are
adjacent if there is an edge of T’ between them. A fragment F € F(T’, S) is bad if
it is inactive, F C S, and there is another inactive fragment F’ € F(T’, S) adjacent
to F with |F| < |F'|.
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Fig. 1 Subtrees 7 (u), T (v — w), and T (x, 2)

(T, b, s, a)-feasible sets For b € {in,out}, s € {0,...,n},anda € {1,...,n}, we
say S C V(T') is (T, b, s, a)-feasible if |S| = s, the size of the active fragment in
F(T', S) is a, there is no bad fragment in F(T’, §), and b = in if and only if the root
of T"isin S.

Intuitively, a (T’, b, s, a)-feasible set S is “almost safe.” If A is the active fragment
in F(T’, S), then S\ A is a safe set of T'[V (T")\ A].

For § € V(T), we set a7 (S) and 8?‘,i“(S) to be the sizes of maximum and
minimum fragments, respectively, adjacent to the active fragment in F(7’, S). If there
is no adjacent fragment, then we set 37**(§) = —oo and 8?}“(5) = +o00.

DP table We construct a table with values ps(T’, b, s, a) € {0, ..., n}U{+00, —o0}
for storing information of partial solutions, where b € {in,out}, s € {0,...,n},
and a € {1,...,n}, and T’ is a subtree of T such that either T’ = T (u) for some
ueV, T"=T(u — v) for some {u,v} € E,or T’ = T (u, i) for some u € V and
1 <i < |Cr(u)|. The table entries will have the following values:

+00 if no (77, in, s, a)-feasible set exists,
977%(S) otherwise,

/o —
ps(T’,in,s,a) = min
(T',in,s,a)-feasible S
—00 if no (T, out, s, a)-feasible set exists,
8Tm,i“(S) otherwise.

ps(T’,out, s, a) = {

max
(T’,0ut,s,a)-feasible S

The definition of the table ps implies the following fact.

Lemma 2.2 s(T) is the smallest s such that there is a € {l,...,n} with
ps(T,in,s,a) < aorps(T,out,s,a) > a.

Proof Assume that S is a safe set of T such that |S| = s and the root is contained in
S. Let A be the active fragment in F (T, S). Then, S is (7, in, s, |A|)-feasible. Since
A cannot be smaller than any adjacent fragment, we have 97'**(S) < |A|. Hence
ps(T,in, s, |A]) < |A| holds. By a similar argument, we can show that if the root is
not in S, then ps(7, out, s, |A|) > |A|.
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Conversely, assume that ps(T, in, s, a) < a for some a € {1, ..., n}. (The proof
for the other case, where ps(7, out, s, a) > a, is similar.) Let S be a (T, in, s, a)-
feasible set with 97%*(S) = ps(T, in, s, a). Since there is no bad fragment in F (7, )
and the active fragment (of size @) is not smaller than the adjacent fragments (of size
at most 37 (S) = ps(7,in, s, a) < a), all fragments included in S are not smaller
than their adjacent fragments. This implies that S is a safe set of size s. O

By Lemma 2.2, after computing all entries ps(7”’, b, s, a), we can compute S(T)
in time O (n?). There are O (n?) tuples (77, b, s, a), and thus to prove the theorem,
it suffices to show that each entry ps(7’,b, s, a) can be computed in time O(nz)
assuming that the entries for all subtrees of T’ are already computed.

We compute all entries ps(7’, b, s, a) in a bottom-up manner: We first compute the
entries for T (u) for each leaf u. We then repeat the following steps until none of them
can be applied. (1) For each u such that the entries for T (u) are already computed, we
compute the entries for 7 (u — v), where v is the parent of u. (2) For each u such that
the entries for T'(u,i — 1) and T (w; — u) are already computed, where wj; is the ith
child of u, we compute the entries for 7 (u, 7).

Lemma 2.3 For aleaf u of T, each table entry ps(T (u), b, s, a) can be computed in
constant time.

Proof The set {u} is the unique (T (u), in, 1, 1)-feasible set. Since F (T (1), {u}) con-
tains no inactive fragment, we set ps(7 (), in, 1, 1) = — co. Similarly, the empty set
is the unique (7 (u), out, 0, 1)-feasible set. We set ps(7 (u), out, 0, 1) = + oo. For
the other tuples, there are no feasible sets. We set the values accordingly for them.
Clearly, each entry can be computed in constant time. O

Lemma 2.4 For a vertex u and its parent v in T, each table entry ps(T (u —
v), b, s,a) can be computed in O(n) time, using the table entries for the subtree
T (u).

Proof We separate the proof into two cases: a > 2 and a = 1. If a > 2, then we can
compute the table entry in constant time. If a = 1, we need O (n) time.

Case 1 a > 2.1Inthis case, forevery (T (u — v), b, s, a)-feasible set S, u and v are in
the active fragment of 7 (7T (u — v), S) since the root v of 7' (# — v) has the unique
neighbor u.

Case 1-1: b = in. Let S be a (T(u — v),in,s, a)-feasible set that mini-
mizes 8;“8?_)1})(5‘). Observe that S\{v} is (T (u),in,s — 1,a — 1)-feasible and that

BrT"(aLf_)v)(S) = 8;“;‘;)(S\{v}).Weclaimthat BTT"(E‘;)(S\{U}) =ps(T(u),in,s—1,a—1),
and thus

ps(T (u — v),in,s,a) = ps(T(u),in,s — 1,a — 1).

Suppose that some (T (u),in,s — 1,a — 1)-feasible set Q satisfies E)%j‘)(Q) <

a;“g;)(S\{v}). Now Q U {v}is (T (u — v), in, s, a)-feasible. However, it holds that
() (Q U{}) = 3705 (@) < 370y (S\[v}) = 37, ) (S).
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This contradicts the optimality of S.

_Case 1-2b = out. Let S be a (T (u — v), out, s, a)-feasible set that maximizes
8}“&2_) l})(S). The set S'is alsp (T (u), out, s, a— 1)-feasible and satisfies 3?‘(‘3_)1))(8) =
BrT"(‘;‘)(S). We claim that 8;“(‘3)(5) = ps(T (u), in, s, a — 1), and thus

ps(T (u — v),out, s,a) = ps(T (u),out,s,a — 1).

Suppose that there is a (T (u), in, s, a — 1)-feasible set Q with aan(i;)(Q) > a;l(ig)(S).
Since Q is also (T (u — v), out, s, a)-feasible, it holds that

O (@) = 070 (Q) > Iy () = D) (5)-
This contradicts the optimality of .

Case 2 a = 1. For every (T (u — v), b, s, 1)-feasible set S, the set {v} is the active
fragment, and the vertex u is in the unique fragment adjacent to the active fragment.

Case 2-1 b = in. Let S be a (T(u — v),in, s, 1)-feasible set. Then S\{v} is
a (T (u),out,s — 1, a’)-feasible set for some a’. Moreover, since F(T (u — v), S)
does not contain any bad fragment, 8%‘4‘)6 \{v}) > a’. Thus we can set ps(T (u —
v),in, s, 1) as follows:

DS(T(u — v).in. 5. 1) = [min{a’ :ps(T(u),out,s —1,a’) > ad'} if such.a’ exists,
+o00 otherwise.
Case 2-2: b = out. Let S be a (T (u — v), out, s, 1)-feasible set. The set S is a
(T (u), in, s, a’)-feasible set for some a’. Since F(T (u — v), §) does not contain any
bad fragment, BrTn(a;)(S) < a’. Thus we can set ps(T (v — v), out, s, 1) as follows:

pS(T'( — v). out. 5. 1) = !max{a’ cps(T(u),in,s,a’) <a'} ifthere.is such an a’,
—00 otherwise.
In both Cases 2-1 and 2-2, we can compute the entry ps(7T (u — v), b, s, 1) in
O (n) time by looking up at most n table entries for the subtree T (u). O

Lemma 2.5 For a non-leaf vertex u with the children wy, ..., wg and an integer i
with?2 < i <d, each table entry ps(T (u, i), b, s, a) can be computed in 0(n2) time,
using the table entries for the subtrees T (u,i — 1) and T (w; — u).

Proof For the sake of simplicity, let 7} = T(u,i — 1) and T» = T(w; — u). Let
Sbea (T(u,i),b,s,a)-feasible set and A be the active fragment in F (7T (u, i), S).
For j € {I,2},let §; = SN V(T;) and A; = AN V(T;). Observe that S; is a
(Tj, b, |S;l, |Aj|)-feasible set. If b = in, then S1 NS> = {u}; otherwise S1 N S = ¢.
Thus |S1|+|S2] = |S|+ 1if b =in, and |S1]| + |S2| = | S| otherwise. Similarly, since
A1 N Ay = {u}, it holds that [A|| + |A>2| = |A| + 1. Therefore, we can set the table
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entries as follows:

ps(T (u,i),in,s,a) = min  max{ps(Ty,in, s1, a1), ps(Tz, in, 52, az)},
s1+so=s+1
ar+ar=a+1

ps(T (u,i),out, s,a) = TaX min{ps(71, out, s1, ar), ps(7, out, s2, az)}.
s §2 =5
al-il-azia—i-l

In both cases, we can compute the entry ps(7 (u, i), b, s, @) in O (n2) time since there
are O (n) possibilities for each (s, s2) and (ayp, a2). O

3 Safe sets in graphs of bounded treewidth

In this section, we show that for any fixed constant k, a minimum safe set and a
minimum connected safe set of a graph of treewidth at most k can be found in O (n°**%)
time.

Basically, the algorithm in this section is a generalization of the one in the previous
section. The most crucial difference is that here we may have many active fragments,
and each active fragment may have many vertices adjacent to the “outside.” This makes
the algorithm much more complicated and slow.

A tree decomposition of a graph G = (V, E) is a pair ({X,, : p € I}, T) such that
each X, called a bag, is a subset of V, and T is a tree with V(T') = I such that

— foreachv € V, thereis p € I withv € X;
— for each {u, v} € E, thereis p € I withu, v € X,;
— for p,q,r € 1,if g is on the p—r pathin T, then X, N X, C X,,.

The width of a tree decomposition is the size of a largest bag minus 1. The freewidth
of a graph, denoted by tw(G), is the minimum width over all tree decompositions of
G.

A tree decomposition ({X, : p € I}, T) is nice if

T is arooted tree in which every node has at most two children;
if a node p has two children ¢, r, then X, = X, = X, (such a node p is a join
node);
if a node p has only one child g, then either
- Xp = X, U {v} forsome v ¢ X, (pis a introduce node), or
- X, = X, \{v} for some v € X, (q is a forget node);
if anode p is a leaf, then X, = {v} for some v € V (p is a leaf node).

Theorem 3.1 Let k be a fixed constant. For an n-vertex graph of treewidth at most k,
a (connected) safe set of minimum size can be found in time O (n>**+8).

Proof We only show that S(G) and ¢S(G) can be computed in the claimed running
time. It is straightforward to modify the dynamic program below for computing an
actual set in the same running time.

Let G = (V, E) be a graph of treewidth at most k. We compute a nice tree
decomposition ({X, : p € I}, T) with at most 4n nodes. It can be done in O (n)
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time (Bodlaender 1996; Kloks 1994). For each p € I, let V), = X, U, X, where
q runs through all descendants of p in T'.

Fragments For anode p and a vertex set S C V), a fragment is a component in G[S]
or G[V,\S]. We denote the set of fragments with respect to p and S by F(p, S). A
fragment F' € F(p, S) is active if F N X, # (J, and it is inactive otherwise. Two
fragments in F(p, S) are adjacent if there is an edge of G[V),] between them. A
fragment F is bad if it is inactive, F C S, and there is another inactive fragment F’
adjacent to F with |F| < |F'|.

DP table For storing information of partial solutions, we construct a table with values
ps(p,s, A, B, v, ¢, ¥) € {t,f} with indices p € I, s € {0, ..., n}, a partition A of
Xp.B: A= {l,....n},y: A— {1,...,n}U{xo0},¢: A — {t,f},and ¢ : (“;) —
{t, f}. We set

pS(P’S’ A’ ﬂ, Vs ¢’ I/f) =t

if and only if there exists a set S € V), of size s with the following conditions:

— there is no bad fragment in F(p, S),
— for each active fragment F in F(p, S),
— there is a unique element A € Asuchthat Ap = F N X,
- B(AFp) =|F]|,
— ¢(Ap) =tifandonlyif F C S,
— if F C S, then y(AF) is the size of a maximum inactive fragment adjacent to
F (if no such fragment exists, we set y (A;) = —00),
— if F ¢ S, then y(AF) is the size of a minimum inactive fragment adjacent to
F (if no such fragment exists, we set y (A;) = +00),
— for two active fragments F, F' in F(p, S), ¥ ({Ap, Ap/}) = tif and only if F and
F' are adjacent, where Ap = FN X, and Ap = F' N X,,.!

Let p be the root of T'. The definition of the table ps implies the following fact.

Observation 3.2 s(G) is the smallest s with ps(p, s, A, 8, ¥, ¢, ¥) = t for some A,
B, vy, ¢, and ¢ such that B(A) > y(A) foreach A € Awith¢(A) =1, B(A) < y(A)
for each A € A with ¢(A) =f, and B(A) > B(A’) forany A, A’ € A with ¢(A) =1t
and Y (A, A') =1t.

For computing ¢s(G), we need to compute additional information for each tuple
(p,s, A, B,v,¢,¥). For A € A, let B/(A) be the size of the fragment in F(p, S)
that is a superset of the fragment F4 2 A in F(p, S). If A C S, then B/(A) = B(A);
otherwise B'(A) = |Ca\Xp| + > arc 4. arcc, B(A"), where Cy is the component in
G[(V\V,) U (X,\S)] that includes A. We can compute 8'(A) for all A € Ain time
O(n) by running a breadth-first search from X ,\S.

1 In the following, we (ab)use simpler notation ¥ (A, A pr) instead of Y ({Afp, Apr}).
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Fig. 2 Introducing a vertex v.
Fragments are colored in such a
way that the fragments in S are
colored with one color and the
fragments not in § are colored
with the other color (Color
figure online)

v
%%\\“ Z\\\
\

Observation 3.3 cs(G) is the smallest s with ps(p, s, A, B, y, ¢, ) = t for some
p, A, B, v, ¢, and ¥ such that B(A) > y(A) for each A € A with ¢(A) = t,
B(A) < y(A) foreach A € A with ¢p(A) =f, and B(A) > B/(A") forany A, A’ € A
with¢p(A) =tand Yy (A, A)) =1.

Vp\Xp:Vq\Xq

By Observations 3.2 and 3.3, provided that all entries ps(p, s, A, B, y, ¢, V) are
computed in advance, we can compute S(G) and cS(G) by spending time O (1) and
O (n), respectively, for each tuple. We compute all entries ps(p, s, A, 8. v, ¢, ) by
a bottom-up dynamic program.

There are at most 4n - (n + 1) - (k + D L gkl (g 4 2)k+1 L 2k+1 okt Dk/2 —
0(n2k+4) tuples (p, s, A, B8, v, ¢, ¥). Now, to prove the theorem, it suffices to show
that each entry ps(p, s, A, B, ¥, ¢, ¥) can be computed in time O (n3***) assuming
that the entries for the children of p are already computed.

Leaf nodes For aleaf node p with X, = {v}, ps(p, s, A, B, v, ¢, ) = tif and only
if the following conditions are satisfied: A = {{v}}; s = 1ifp({v}) =1, 5 =0
otherwise; B({v}) = 1; y({v}) = —oc0 if ¢ ({v}) =1, y{v}) = 400 otherwise; and
Y is the empty function. The conditions can be checked in O (1) time.

Introduce nodes Let p be an introduce node with the child ¢ and X, = X, U {v}.
Observe from the definition of tree decompositions that v has no neighbor in V,\ X ,.
LetS C Vyand ' = SNV,.Ifv € S, then | S| = |S| — I; otherwise, |S'| = |S|. Now
F(p, S)and F(q, S') have the same set of the inactive fragments, and thus F(p, S) has
a bad fragment if and only if so does F (g, S”).Let J (v) be the set of active fragments
in F(q, S’) that contain a neighbor of v and are contained in §" if v € S and in V,\ S’
otherwise. By introducing v, we merge the fragments in 7 (v) with v into a single
active fragment in F(p, S). (See Fig. 2.) Thus, if we set F, = {v} U UFej(u) F,
then F(p, S) = {F,}U(F(g, SHO\T (v)) and | Fy| = 1 +| UFej(v) F|. The fragment
F), is adjacent to an inactive fragment F if and only at least one fragment in 7 (v) is
adjacent to F. Other active fragments have the same adjacent inactive fragments in
F(p,S) and F(q, S"). The fragment F, is adjacent to another active fragment F in
F(p, S) if and only if either there is an edge between v and F or F is adjacent to an
active fragment F’ in F(q, S’) that is a subset of F,.
The next proposition follows.
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Proposition 3.4 For an introduce node p with the child g and X, = X, U {v}, the
entry ps(p,s, A, B, v, ¢,¥) = tifand only if ps(q, s’ A", B, y', ¢'. ") = t for
somes', A, B, y', ¢/, and v’ with the following conditions satisfied, where A, is the
element of A that contains vand A'y = {A € A : A C A,):

—s=s5"+1ifp(A,) =1t s = otherwise;

- A\{A,)} = ANA;

— foreach A € A\Ay, it holds that B(A) = B'(A), y(A) = y'(A), and ¢ (A) =
@' (A);

- BAY) =1+ acn, B/(A);

- ¥(Ay) =maxygeq, ¥ (A) if p(Ay) =1, y(Ay) = minge g, y'(A) otherwise;

- ¢(Ay) = ¢'(A) foreach A € A',;

— Y (A A) = Y/(AA) for A,A" € A\NAy, ¥ (Ay, A') = Fu € A, {u,v} €
E)v \/AEA’U Y'(A, A) for A" € A\Ay;

There are at most |A, |4l = O(1) candidates for A’, at most n!4?! = O (n**+1) for g/,
at most (n+2)4v = 0 (n**1) for y’, and at most AMAANAL — O (1) for y'. Hence
there are only O (n***2) candidates of tuples (¢, s’, A, B/, ¥, ¢', ¥') satisfying the
conditions in Proposition 3.4. We can check in O (1) time whether a candidate satisfies
the conditions, and thus we can compute the entry ps(p, s, A, B8, ¥, ¢, ¥) in O (n2k+2)
time.

Forget nodes Let p be a forget node with the child ¢ and X, = X,\{v}. First note
that V,, = V,, and thus for any § C V,, the sets of fragments F(p, §) and F(q, S)
are the same. For a set § C V), let F, be the fragment containing v. Since v € X,
F, is active in F (g, S). On the other hand, F, is inactive in F(p, S) if and only if
F, N X, = {v}, thatis, F, becomes inactive by forgetting v.

If F, is active also in F(p, S), then the sets of active fragments in F(p, §) and
F(q, S) are the same. In such a case, we do not have to update any information about
the fragments.

If F, N X4 = {v}, then F, is inactive in F(p, §), see Fig. 3. For an active fragment
Fin F(p, S), F, may be a largest or smallest inactive fragment adjacent to it. In such
a case, we may have to update the y value of Ap = F N X,. Let F' be an inactive
fragment in F(p, S) that is adjacent to F,. If F;, C S and |F,| < |F|, then F} is bad.
If F, ¢ Sand |F,| > |F|, then F is bad.

From the observations above, we can conclude the following rule for updating the
table for forget nodes.

Proposition 3.5 For a forget node p with the child q and X, = X,\{v}, the table
entry ps(p, s, A, B,y, ¢, ) = tif and only if either (1) ps(q, s, A\{A} U {A U
{v}}, B, v, ¢, ) = tfor some A € A or(2)ps(q,s, AU{{v}} B/, y', ¢, ¥) =t
for some B/, y', @', and " with the following conditions satisfied:

- () =y Q) ife' () =t B'({vh) < y'(uh) if ¢’ v} =1;

~B=Flad=0lav =¥

— if Y (A, {v}) =ffor A € A then y(A) = y'(A);

— ifY'(A, {v}) =tfor A € A then y(A) = max{y'(A), B'({v])} if $(A) = tand
y(A) = min{y’(A), B'({v)} if p(A) = 1.
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Fig. 3 Forgetting a vertex v

For the first case in Proposition 3.5, there are only | A|] = O(1) candidates of
tuples. For the second case, there are options of function values only for the arguments
involving {v}. Thus there are only O(n?) candidates of tuples. The conditions of
each candidate can be checked in O(1) time, and thus we can compute the entry
ps(p,s,a, B, v, ¢, ¥) in O(n?) time.

Join nodes Let p be a join node with the children ¢ and r with X, = X, = X,.. From
the definition of tree decompositions, we can see that V, NV, = X, and there is no
edge between V,\X, and V,\X,. Let SC V,, ' =SNV,,and §" = SN V..

Observe that an inactive fragment in F(p, S) is an inactive fragment in exactly
one of F(q, S") and F(r, §”), and there is no other inactive fragment in F (g, S") or
F(r, S”). On the other hand, an active fragment in F(p, S) may be split into several
active fragments in F(q, S") and F(r, §”), see Fig. 4. Let H = (F', F"; £) be the
bipartite graph such that 7 is the set of active fragments in F (g, S’), F” is the set of
active fragments in F(r, "), and {F’, F"} € € for F/ € 7' and F" € F” if and only
if F"' N F” # . Then, each active fragment F in F(p, S) corresponds to a unique
component C of H. Thatis, F = Jpo F'.

By considering the sizes and adjacency among the merged active fragments and the
unmodified inactive fragments, we can update a table entry for a join node as follows.

Proposition 3.6 For a join node p with the children q and r, the table entry
ps(p,s. A, B.y.¢.¥) = tif and only if ps(q,s’, A'.B'.y". ¢, ¢¥') = t and
ps(r’ S//, A//’ ﬁ//’ y//7 (p//’ w//) — tfor some S/, s//’ A/’ A//’ ﬂ/’ ﬂ//, ,}///’ ¢/, ¢//’ ,lp/,
and " with the following conditions satisfied, where A\, = {A" € A" : A" C A} and
Ay ={A"e A" : A" C A}:

—s=5"+5" =3 4ca pa)=t |Al;

— A" and A" are refinements of A;

— forany A € A any A" € A, andany A" € A'\, there is a family {Ay, ..., A;} C
Ay UA suchthat Ay = A, Ay = A", and Ai N Ay #WDforl <i <t;

_ fO}’A € A, ,B(A) = ZA’G.A’A ﬂ/(A/) + ZA”E.A;; ﬂ//(A”) — |A|,

- ¢(A) =¢'(A") forall A" € A and ¢ (A) = ¢"(A") forall A" € A'};

— for A e A, ifp(A) =1, then y(A) = max ({y’(A’) A e AJUYy"(A”) 1 A €
AY), otherwise y (A) = min ({y"(A") : A" € A, }U{y"(A") : A” € A}});
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Fig. 4 Joining at bags X4 and X;. (An active fragment in F(p, S) is depicted.)

— forall A, B € A,

w(A, B) = ( \/ V(A B/)) v ( \/ w(A, B”)) ‘

I ’ 4 "
A'e A\, B'e Al A’e A\, B"e Al

Under the conditions of Proposition 3.6. there are O (n) possible options for (s, s),
O (n*+1 for (B, B"), O(n**?) for (y', "), and O(1) for the remaining parameters.
Thus we can compute the entry ps(p, s, «, B, v, ¢, ¥) in 0(n3k+4) time because the
validity of each tuple can be checked in O (1) time. O

Note that our algorithm for graphs of treewidth at most & runs in n¢® time. Such
an algorithm is called an XP algorithm, and an FPT algorithm with running time
f (k) - n¢ is more preferable, where f is an arbitrary computable function and ¢ is a
fixed constant. It would be interesting if one can show that such an algorithm exists
(or does not exist under some complexity assumption).

3.1 Weighted graphs

For a vertex-weighted graph G = (V, E) with a weight function w: V — Z%, a
set S C V is a weighted safe set of weight )" ¢ w(s) if for each component C of
G[S] and each component D of G[V\S] with an edge between C and D, it holds
that w(C) > w(D). Bapat et al. (2016) showed that finding a minimum (connected)
weighted safe set is weakly NP-hard even for stars. Here we note that the problem is
not strongly NP-hard unless P = NP. Let W = ) _,, w(v). Our dynamic program
above works for the weighted version if we extend the ranges of parameters s, 8, and
y by including {1, ..., W}. The running time becomes polynomial in W.
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Theorem 3.7 For a vertex weighted graph of bounded treewidth, a weighted (con-
nected) safe set of the minimum weight can be found in pseudo-polynomial time.

4 Safe sets in interval graphs

In this section, we present a polynomial-time algorithm for finding a minimum safe
set and a minimum connected safe set in an interval graph.

A graph is an interval graph if it can be represented as the intersection graph of
intervals on a line. Given a graph, one can determine in linear time whether the graph
is an interval graph, and if so, find a corresponding interval representation in the same
running time (Booth and Lueker 1976).

Theorem 4.1 For an n-vertex interval graph, a minimum safe set and a minimum
connected safe set can be found in time O (n®).

Proof Let G = (V, E) be agiven interval graph. As we can deal with each component
of G separately, we assume that G is connected. The algorithm uses the dynamic
programming technique on an interval representation of G. We assume that its vertices
(i.e.intervals) vy, ..., v, are ordered increasingly according to their left ends, and write
X ={vy,...,v;}.

At each step i of the algorithm, we want to store all subsets S € X; which can
potentially be completed (with vertices from V'\ X;) into a safe set. The number of such
sets can be exponential: we thus define a notion of signature, and store the signatures
of the sets instead of storing the sets themselves. The cost of this storage is bounded
by the number of possible signatures, which is polynomial in 7.

We will then prove that all possible signatures of sets at step i can be deduced from
the set of signatures at step i — 1. The cardinality of a minimum safe set (and a minimum
connected safe set) can finally be deduced from the set of signatures stored during the
last step. We can easily modify the algorithm so that it also outputs a minimum set.

We define the signature of S at step i as the 8-tuple that consists of the following
items (see Fig. 5):

The size of S.
The vertex v> of S with the most neighbors in V\ X;.

The vertex vrS of § := X;\ S with the most neighbors in V\ X;.
The size of S, (the rightmost component of ).

The size of S, (the rightmost component of S).

The largest size of a component of S\ S, adjacent with S,.

The smallest size of a component of S\ S, adjacent with S,.

A Boolean value indicating whether S is connected.

NN R WD

Assuming that we know the signature of a set S at step i, we show how to obtain
the signature at step i + 1 of (a) S’ = S and (b) §" = S U {v;11}. With this procedure,
all signatures of step i + 1 can be obtained from all signatures at step i.

1. The size of S’ (at step i: |S]).
(@) |S].
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Fig. 5 The dynamic programming technique applied to an interval representation

() |S]+ 1.
2. The vertex of S’ with the most neighbors in V\ X, (at step i: vf).
(a) v5.
(b) The one of vf and v; 41 which has the most neighbors in V\ X;1.
3. The vertex of S’ := X, 1\’ with the most neighbors in V\ X, (at step i: vrS).
(a) The one of vf and v; 1 which has the most neighbors in V\ X; 1.
(b) v3.
4. The size of the rightmost component S/. of S’ (at step i: |Sy]).
(@) [Srl.
) IS+ 1ifvjyg and vrS are adjacent, and 1 otherwise (new component). In the
latter case, we discard the signature if |S,| is strictly smaller than the largest
size of a component of S\ S, adjacent with S, at step i.
5. The size of the rightmost component S/ of §’ (at step i: | S, ).
(a) 1ifv;4q and vf are not adjacent (new component), and |S‘,.| + 1 otherwise. In
the latter case, we discard the signature if | S, | is strictly larger than the smallest
size of a component of S\ S, adjacent with S, at step i.
®) 15/1. .
6. The largest size of a component of S'\S. adjacent with S, (at step i: ¢).
(a) c if no new component of §” was created (see 5.), and max{c, |5‘; |} otherwise.
(b) ¢ if no new component of S” was created (see 4.), and —oo otherwise.
7. The smallest size of a component of S'\ S/ adjacent with S/ (at step i: ¢).
(a) cif no new component of S was created (see 5.), and +o00 otherwise.
(b) c if no new component of §” was created (see 4.), and min{c, |S).|} otherwise.
8. A Boolean variable indicating whether S’ is connected (at step i: b).
(@ b
(b) tif |S| =0, bif v;4; and v,s are adjacent, and f otherwise.

When all signatures at step n have been computed, we use the additional infor-
mation that S and § cannot be further extended to discard the remaining signatures
corresponding to non-safe sets. That is, we discard a signature if S| < |S,|, or |S,| is
strictly smaller than the largest size of a component of S\ S, adjacent to it, or |S,| + 1
is strictly larger than the smallest size of a component of S\ S, adjacent to it.

The minimum sizes of a safe set and a connected safe set can be obtained from the
remaining signatures. For each step i, there are O(n”) signatures. From a signature
for step i, we can compute the corresponding signature for step i 4+ 1 in O (1) time.
Therefore, the total running time is on®). m|
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5 Fixed-parameter tractability

In this section, we show that the problems of finding a safe set and a connected safe set
of size at most s is fixed-parameter tractable when the solution size s is the parameter.
For the standard concepts in parameterized complexity, see the recent textbook (Cygan
et al. 2015).

We first show that graphs with small safe sets have small treewidth. We then show
that for any fixed constants s the property of having a (connected) safe set of size at
most s can be expressed in the monadic second-order logic on graphs. Then we use the
well-known theorems by Bodlaender (1996) and Courcelle (1992) to obtain an FPT
algorithm that depends only linearly on the input size.

Lemma 5.1 Let G = (V, E) be a connected graph. Iftw(G) > s2—1, then s(G) > s.

Proof Tt is known that every graph G has a path of tw(G) + 1 vertices as a sub-
graph (Bodlaender 1993). Thus tw(G) > s> — 1 implies that G has a path of s>
vertices as a subgraph.

Let P be a path of s2 vertices in G, and let S € V be an arbitrary set of size less
than s. By the pigeon-hole principle, there is a subpath Q of P such that |Q]| > s
and S N V(Q) = @. Hence there is a component B of G[V\S] with V(Q) < B.
Since G is connected there is a component A of G[S] adjacent to B. Now we have
|A] < |S| <s <|0Q| < |B|, which implies that S is not a safe set. O

The syntax of the monadic second-order logic of graphs (MS,) includes (i) the
logical connectives V, A, =, <, =, (ii) variables for vertices, edges, vertex sets,
and edge sets, (iii) the quantifiers V and 3 applicable to these variables, and (iv) the
following binary relations:

— v € U for a vertex variable v and a vertex set variable U;

— e € F for an edge variable e and an edge set variable F’;

— inc(e, v) for an edge variable e and a vertex variable v, where the interpretation is
that e is incident with v;

— equality of variables.

Lemma 5.2 For a fixed constant s, the property of having a safe set of size at most s
can be expressed in MS;.

Proof For two sets U and W of vertices, we can express the adjacency between them
as:

adjacent(U, W) :=3e € E,u € U, w € W (inc(e, u) Ainc(e, w)).

For a set U of vertices, the following formula implies that the subgraph induced by
U 1is connected:

connected(U) :=VX CU (X 0 AN X #U) — adjacent(X, U\X).
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By testing maximality also, the following formula implies that W is the vertex set of
a component of the subgraph induced by U.

component(U, W) := (W C U) A connected(W)
A —(Ju € U, connected(W U {u})).

To express the formula that a vertex set is a safe set, we need to compare the sizes
of two sets. In general, MS; is not capable of measuring the size of a set. However,
for a fixed constant s, we can express the relation |S| = s (and thus |S| < s and
|S] > s also) for any set S in MS,. For example, |S| = 2 is equivalent to the formula
vy, v € S (V1 # vy A—=(Jvz € S (V3 # v A vz # v2))). This obviously extends to
|S| = s for any fixed s. Using such a formula, we can express the relation |Q| > |W|
foraset Q with |Q| < s and for any set W as follows: \/,,_,(|Q]| = s'A|W| < s'—1).
Now a set S is a safe set of size at most s if and only if it satisfies the following formula:

s-safe(S) := (IS] < s) A (YVQ C S,VW C V\S, (component(S, Q) A
component(V\S, W) A adjacent(Q, W) — |Q| > |W])).

This implies the lemma as S(G) < s if and only if G models “3S, s-safe(S).” O

Corollary 5.3 For a fixed constant s, the property of having a connected safe set of
size at most s can be expressed in MS,.

Theorem 5.4 The problems of finding a safe set and a connected safe set of size
at most s are fixed-parameter tractable when the solution size s is the parameter.
Furthermore, the running time depends only linearly on the input size.

Proof Let G be a given graph. Since we can handle the components separately, we
assume that G is connected. We first check whether tw(G) < (s + 1)2 — 1 in O(n)
time by Bodlaender’s algorithm (Bodlaender 1996). If not, Lemma 5.1 implies that
S(G) > s + 1. Otherwise, Bodlaender’s algorithm gives us a tree decomposition of
G with width less than (s + 1)2 — 1. Courcelle’s theorem (Courcelle 1992) says that
it can be checked in linear time whether a graph satisfies a fixed MS; formula if the
graph is given with a tree decomposition of constant width (see also Arnborg et al.
1991). Therefore, Lemma 5.2 and Corollary 5.3 imply the theorem. O

5.1 Relationships to other structural graph parameters

As we showed in Lemma 5.1, the treewidth of a graph is bounded by a constant if
it has constant safe number. Here we further discuss the relationship to other well-
studied graph parameters: tree-depth and vertex cover number. As bounding these
parameters is more restricted than bounding treewidth, more problems can be solved
efficiently when the problems are parameterized by tree-depth or vertex cover number
(see Fellows et al. 2008; Gutin et al. 2015). In the following, we show that the safe
number lies between these two parameters. This implies that parameterizing a problem
by safe number may give a finer understanding of the parameterized complexity of
the problem.
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Tree-depth The tree-depth (Nesetfil and de Mendez 2012) [also known as elimination
tree height (Pothen 1988) and vertex ranking number (Bodlaender et al. 1998)] of a
connected graph G is the minimum depth of a rooted tree T’ such that 7* contains G
as a subgraph, where T* is the supergraph of 7" with the additional edges connecting
all comparable pairs in 7. We can easily see that the tree-depth of a graph is at least
its treewidth. It is known that a graph has constant tree-depth if and only if it has
a constant upper bound on the length of paths in it (NeSetfil and de Mendez 2012).
Hence the proof of Lemma 5.1 implies the following relation.

Lemma 5.5 The tree-depth of a connected graph is bounded by a constant if it has
constant safe number.

The converse of the statement above is not true in general. The complete k-ary tree of
depth d is the rooted tree such that each non-leaf vertex has k children and the distance
between the root and each leaf is d. The complete k-ary tree of depth 2 has tree-depth
2 and safe number k.

Vertex cover number A set C C V(G) is a vertex cover of a graph G if each edge in
G has at least one end in C. A connected vertex cover is a vertex cover that induces
a connected subgraph. The vertex cover number of a graph is the size of a minimum
vertex cover in the graph. We can see that C is a vertex cover if and only if each
component of G\C has size 1. Thus a vertex cover is a safe set, and the following
relation follows.

Lemma 5.6 The safe number of a graph is at most its vertex cover number.

Again the converse is not true. Consider the graph obtained from the star graph K &
by subdividing each edge. It has a (connected) safe set of size 2, while its vertex cover
number is k.

Note that Lemma 5.6 and Theorem 5.4 together imply that the problem of finding a
(connected) safe set is fixed-parameter tractable when parameterized by vertex cover
number.

6 Hardness results

A graph is chordal if it has no induced cycle of length 4 or more. Trees and interval
graphs form the most well-known subclasses of the class of chordal graphs. A natural
question would be deciding the complexity of the problems on chordal graphs. Another
question is about planar graphs. As the original motivation of the problem was from a
facility location problem, it would be natural to study the problem on planar graphs.
In this section, we show that both cases are hard, even for some of their subclasses.
We also discuss the approximation hardness of the problem.

The problem of deciding whether S(G) < k (or cs(G) < k) is clearly in NP. Thus
in the next subsections we only show NP-hardness.
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6.1 Split graphs

A clique in a graph is a set of pairwise adjacent vertices. An independent set in a graph
is a set of pairwise nonadjacent vertices. A graph G = (V, E) is a split graph if V
can be partitioned into a clique C and an independent set /. We denote such a split
graph by (C, I; E). In this subsection, we show that the problem of deciding whether
a split graph has a safe set (or a connected safe set) of size at most k is NP-complete.
This also implies the NP-completeness for chordal graphs because a split graph cannot
have an induced cycle of length 4 or more.

Lemma 6.1 Every connected split graph G = (C, I; E) with two or more vertices
has a minimum safe set S such that S C C.

Proof First observe that S(G) < |C]| since C itself is a safe set. If S(G) = |C|, then
C is the desired safe set. In the following, we assume that S(G) < |C]|.

Let S be a minimum safe set of G that minimizes |S N I|. Suppose to the contrary
that S includes a vertex u € I. Letv € C\S and §" := S\{u} U {v}.

Let X and X’ be the unique components of G[V (G)\S] and G[V (G)\S'] that
contains vertices of C, respectively. (Such components exists since |S’| = |S| < |C].)
All other components of G[V (G)\S] and G[V (G)\S'] are of size 1. Observe that X’
is obtained from X by first removing v with its neighbors in X N I that have v as the
unique neighbor in X N C, and then adding u if u has a neighbor in (X N C)\{v}.
Hence, X' € X U {u}\{v} holds.

Observe that S is adjacent to X: it is trivial if S includes a vertex in C; otherwise,
X contains C and is a dominating set of G. Since S is a safe set, |S| > | X| holds. Thus
we have that |S’'| = |§| > |X| > |X’|. This implies that S’ is a minimum safe set of
G. This contradicts the choice of Sas |S'NI|=|SNT|—1. O

Corollary 6.2 For every split graph G, s(G) = ¢s(G).

Now we reduce CLIQUE to our problem. In the problem CLIQUE, we are given a
graph H and an integer g and asked whether H contains a clique of size at least g.
CLIQUE is one of Karp’s 21 NP-complete problems (Karp 1972). Note that CLIQUE
is NP-complete even if 2g < |V (H)| since we can add a long path to H without
changing the maximum clique size.

Theorem 6.3 The problem of deciding S(G) < k is NP-complete even for split graphs.

Proof Let (H, g) be an instance of CLIQUE with 2q < |V (H)|. We construct an
instance (G, k) of our problem as follows.

Letn = |V(H)|andm = |E(H)|. Wesetk = n+m—q—(%).LetC = V(H)UW,
where W is a set of kK — g new vertices. If k — ¢ is not positive, then 2g < n implies
that m < (g) and thus (H, ¢) is a no-instance. Thus we assume k — ¢ is positive. Let
I = E(H) U P, where P is a set of k(k — g) new vertices. We set V(G) = C U I.
That is, we use the edges of H as vertices of G. In G, each {u, v} € E(H) is adjacent
tou and v. Each w € W is adjacent to k vertices in P, and no two vertices in W share
neighbors in P. Finally we make C a clique. Note that / is an independent set, and
thus G is a split graph. See Fig. 6.
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Fig. 6 The reduction for split graphs

Now we show that H has a clique of size at least ¢ if and only if G has a safe set
of size at most k.

To show the only-if part, assume that H has a clique Q of size atleastg.Let Q' € Q
be a clique of size exactly g. Let S = Q" U W. The set S has size k. We show that §
is a safe set. Let X be the unique component of G[V (G)\S] that contains vertices of
C. It suffices to show that | X| < k. It holds that

XNI=I\{vel:Ngw)CS}=EH\EH[Q).

Since Q' is aclique of size g, we have |[X N 1| = m—(4). As|XNC| = |V(H)\Q'| =
n —gq,itholdsthat | X|=|XNC|+|XNI|=n+m— q—()—k

To show the if part, assume that G has a safe set S of size at most k. By Lemma 6.1,
we can assume that S C C. Let S’ be a set of size exactly k satisfying that S € §' C C.
(Recall that |C| = |V(H)| + |W| = n + k — g > k.) Obviously S’ is a safe set. If
some w € W does not belong to S, then some component of G[V (G)\S’] contains
Ng[w] and thus has size at least k + 1. This contradicts that S’ is a safe set. Hence
W C Sholds. Let Q = §" — W. Since |W| = k — g, we have |Q| = ¢. Let X be the
unique component of G[V (G)\S'] that contains vertices of C. Since S’ is a safe set,
|X| < k. As before, we have | X| = | XNC|+ | XNI|=n—qg+m—|EH[Q]],
and thus |[E(H[Q])| > (g) This implies that Q is a clique (of size q). O

By Lemma 6.1, s(G) = ¢s(G) holds for every split graph G. Thus we have NP-
completeness also for the connected safe set problem.

Corollary 6.4 The problem of deciding cS(G) < k is NP-complete even for split
graphs.

6.2 Planar bipartite graphs

In CONNECTED VERTEX COVER, we are given a graph H and an integer k < |V (H)|,
and our goal is to decide whether H has a connected vertex cover of size at most k.
It is known that CONNECTED VERTEX COVER is NP-complete for connected planar
graphs of maximum degree 4 (Garey and Johnson 1977). We reduce this problem to
ours for connected planar bipartite graphs of maximum degree 7.

We first show that the problem is NP-hard even if k is relatively small.

Lemma 6.5 CONNECTED VERTEX COVER is NP-complete for connected planar
graphs G of maximum degree at most 6, even if 4k — 2 < |V (G)].
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H G V\Qk:degH(v) -2

Fig. 7 The reduction for planar bipartite graphs

Proof In the reduction by Garey and Johnson (1977), the obtained graph H has a
vertex v with a degree-1 neighbor. We can see that there is a minimum connected
vertex cover of H that contains v.

Let d be the integer such that (5~ — 1)/12 < |V(H)| < (5¢ — 1)/12, and T be
the complete 5-ary tree of depth d, which is with (5! — 1) /4 vertices. Observe that
the unique minimum connected vertex cover of 7 includes all inner vertices and is of
size (5¢ — 1) /4. Note that |V (T)| is bounded by a polynomial in |V (H)|. To see this,
observe that |V (H)| > 2 implies d > 3. Thus we have

v _ 54+ ] _s. 52 -1 e
3.|V(H)| — 54-1—-1" 5d-1 _1 = '
This implies that |V(T)| <78 - |V(H)|.

Now take the disjoint union of H and T, and then add an edge between v and the
root of 7. We call the obtained graph G. This graph G has maximum degree at most 6.
From the arguments above, we can see that H has a connected vertex cover of size at
most k if and only if G has a connected vertex cover of size at mostk” := k+(5¢—1) /4.
Now we can see that 4k’ — 2 < |V (G)| as follows:

4k’ —2 < 4k + 5% < 4|V(H)| +5% = |V(H)| + 3|V (H)| + 5¢
< V)| + G = D/a+5 = |VHE)|+ T = 1) /4 = |V(G)].

This implies the lemma. O

Let H be a connected planar graph of maximum degree at most 6, and let k be an
integer such that 4k —2 < |V (H)|. We may also assume that k > 5 because otherwise
the problem can be solved in polynomial time by an exhaustive search. First subdivide
each edge in E(H) once. Then, for each v € V(H), join v to one endpoint of a path
P, of 2k — degy; (v) — 2 new vertices. We call the obtained graph G. See Fig. 7. Note
that G is a connected planar bipartite graph of maximum degree at most 7. For each
vertex v € V(H), let G, denote the subgraph of G induced by Ng[v]U V (P,). Note
that |V(G,)| = 2k — 1 forevery v € V(H).

Lemma 6.6 Ifk > 5, then the following are equivalent:
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(1) H has a connected vertex cover of size k;
(i) G has a connected safe set of size 2k — 1;
(iii) G has a safe set of size 2k — 1.

Proof To show that (i) implies (ii), assume that C is a connected vertex cover of H such
that |C| = k. Let F be the set of edges in a spanning tree of H[C], and let Sy C V(G)
be the set of corresponding subdivision vertices. We claim that S := C U Sg is a
desired connected safe set of G. Since S is connected and |S| = 2k — 1, it suffices
to show that G — § has no component of size at least 2k. Since C is a vertex cover,
no two vertices in V (H) are in the same component of G[V (G)\S]. This implies that
each component of G[V(G)\S] is contained in G, for some v € V(H) and thus has
size at most 2k — 1.

Now we show that (ii) implies (i). Let S be a connected safe set of G with |S| =
2k — 1. Let S’ be the set of vertices v € V(H) such that S intersects {v} U V(P,).
Since S is connected in G, S’ is connected in H. Furthermore, |S’| < k holds since
the connectedness of G[S] implies that |S| > |S’| + |S’| — 1. Now it suffices to show
that S’ is a vertex cover of H. Suppose to the contrary that H[V (H)\S’] has an edge
{u, v}. Thatis, SN ({u}U P, U{v}U P,) = . Let w € V(G) be the subdivision vertex
corresponding to the edge {u, v}. Observe that w ¢ S also holds since otherwise {w} is
a component of G[S] adjacent to the component of G[V (G)\S] containing P,. Thus
G[V(G)\S] has a component that contains {u} U P, U{v}U P, U{w}. This component
has size at least

(2k — degyy () — 2) + (2k — degyy (v) —2) +3 = 4k — 13 > k.

This contradicts that S is a safe set. Thus S’ is a vertex cover of H.

By definition, (ii) implies (iii). To show that (iii) implies (ii), let S be a safe set of
G such that |S| = 2k — 1. A vertex of G can belong to at most two subgraphs G, and
G, for some v, v’ € V(H). Since 4k —2 < |V (H)|, there is a vertex v € V (H) such
that S does not intersect G,. Hence, G[V (G)\S] has a connected component D of
size at least |V (Gy)| = 2k — 1. If S is not connected, then each component of G[S]
has size less than 2k — 1. Since G is connected, some component of G[S] is adjacent
to D. This contradicts that S is a safe set. m|

Theorem 6.7 The problems of deciding S(G) < k and of deciding cs(G) < k are
NP-complete even for planar bipartite graphs of maximum degree at most 7.

6.3 Approximation hardness

Fujita et al. (2016) presented a reduction that transforms an instance (G, k) of INDE-
PENDENT SET to an instance (G’, |V (G)|—k+1) of SAFE SET and CONNECTED SAFE
SET. This can be seen as a reduction from an instance (G, k") of VERTEX COVER to
an instance (G’, k" + 1) of SAFE SET and CONNECTED SAFE SET. It is known that
approximating the vertex cover number within a factor of 1.3606 is NP-hard (Dinur
and Safra 2005). Since the reduction above is gap-preserving, we have the following
approximation hardness for our problems.
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Corollary 6.8 It is NP-hard to approximate the safe number and the connected safe
number within a factor of 1.3606.
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