
J Comb Optim (2011) 21: 138–149
DOI 10.1007/s10878-009-9231-z

Semi-online scheduling on 2 machines under a grade
of service provision with bounded processing times

Ming Liu · Chengbin Chu · Yinfeng Xu ·
Feifeng Zheng

Published online: 23 May 2009
© Springer Science+Business Media, LLC 2009

Abstract We study the problem of semi-online scheduling on 2 machines under a
grade of service (GoS). GoS means that some jobs have to be processed by some
machines to be guaranteed a high quality. The problem is online in the sense that
jobs are presented one by one, and each job shall be assigned to a time slot on its
arrival. Assume that the processing time pi of every job Ji is bounded by an interval
[a,αa], where a > 0 and α > 1 are two constant numbers. By knowing the bound
of jobs’ processing times, we denote it by semi-online problem. We deal with two
semi-online problems.

The first one concerns about bounded processing time constraint. First, we show
that a lower bound of competitive ratio is: (1) 1+α

2 in the case where 1 < α < 2; (2) 3
2

in the case where 2 ≤ α < 5; and (3) 4+α
6 in the case where 5 ≤ α < 6. We further

propose an algorithm, called B-ONLINE, and prove that in the case where 25
14 ≤ α and

the optimal makespan COPT ≥ 20a, B-ONLINE algorithm is optimal.
For the second problem, we further know the sum of jobs’ processing times �

in advance. We first show a lower bound 1+α
2 in the case where 1 < α < 2, then we
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propose an algorithm B-SUM-ONLINE which is optimal in the case where � ≥ 2α
α−1a

and 1 < α < 2.

Keywords Online scheduling · Makespan · Competitive analysis · Grade of
service · Bounded processing times · Total processing time

1 Introduction

Grade of service (GoS) is a qualitative concept, and it’s often translated into the level
of access privilege of different service provision. For example, suppose we have 2
machines (or processors). One of them can provide high quality service (or high
GoS) while the other one provides normal service (or low GoS). Some jobs which
request high quality must be processed by high GoS machine, while other jobs with
low quality requests can be processed by both machines whenever they are available.
For more recent development on GoS, see Hwang et al. (2004). The problem is online
in the sense that when receiving a job and before the next job is presented, we must
irrevocably assign the job to a time slot of the schedule. The assignment of each job
shall be made on its arrival and the next job arrives immediately after the assignment,
i.e., the difference of arrival times of two continual jobs is ignorable. Preemption and
re-assignment are not allowed. The objective is to minimize the makespan, that is the
completion time of the last job in the schedule. When all information is available at
one time before scheduling, the problem is called offline. We call a problem semi-
online if we know some information of jobs in advance, i.e., jobs’ total processing
time.

We use the competitive analysis (Borodin and El-Yaniv 1998) to measure the per-
formance of an online algorithm. For any input job sequence I , let CON(I ) denote
the makespan of the schedule produced by the online algorithm AON and COPT(I )

denote the makespan of the optimal schedule. We say that AON is ρ-competitive if

CON(I ) ≤ ρCOPT(I ) + v

where v is a constant number. We also say that ρ is the competitive ratio of AON .
Semi-online algorithm is measured by the same way. We say that an algorithm is
optimal if its competitive ratio matches the lower bound of competitive ratio.

Hwang et al. (2004) first study the (offline) problem of parallel machine schedul-
ing with GoS eligibility. They proposed an approximation algorithm LG-LPT, and
proved that its makespan is not greater than 5

4 times the optimal makespan for m = 2
and not greater than 2− 1

m−1 times the optimal makespan for m ≥ 3. However, online
scheduling under GoS eligibility was first studied by Park et al. (2006) and Jiang et
al. (2006). For the problem of online scheduling on 2 machines with GoS constraint,
they respectively proposed an optimal algorithm with a competitive ratio of 5

3 . Jiang
(2008) further investigated the problem of online scheduling on parallel machines
with two GoS levels. He assumed that the number of machines providing high GoS is
not known before scheduling and decisions must be made without knowledge of the
exact number of machines providing high GoS. I.e., we only know that in 10 parallel
machines there are k (1 ≤ k ≤ 9) machines which can provide high GoS. Under this
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consideration, he proved that 2 is a lower bound of online algorithms and proposed

an online algorithm with a competitive ratio of 12+4
√

2
7 .

He and Zhang (1999) investigated two different semi on-line scheduling problems
on a two-machine system. In the first problem, they assumed that all jobs have their
processing times in between p and rp (p > 0, r ≥ 1). They showed that LS is optimal
with a competitive ratio (r + 1)/2 in the case where 1 ≤ r < 2 and 3/2 in the case
where r ≥ 2. In the second problem, they supposed that the largest processing time
is known in advance. They showed that PLS algorithm is optimal with a competitive
ratio 4/3.

In this paper we will consider semi-online scheduling on two machines under a
grade of service provision with jobs’ processing times bounded by an interval [a,αa],
where a > 0 and α > 1 are two constant numbers. For simplicity, we use online
algorithm to denote semi-algorithm in the remainder.

The rest of this paper is organized as follows. In Sect. 2.1, we will describe
the problem and introduce some basic notations. Section 2.2 will show some lower
bounds of competitive ratio considering different values of α. In Sect. 2.3, we will
propose an algorithm B-ONLINE, and prove that in the case where 25

14 ≤ α and the op-
timal makespan COPT ≥ 20a, B-ONLINE is optimal. Finally, we will discuss the time
complexity of B-ONLINE and give an illustrative example in Sect. 2.4. In Sect. 3.1,
we will give some problem definitions and notations. Section 3.2 will present a lower
bound of competitive ratio. In Sect. 3.3, we will show an algorithm B-SUM-ONLINE
and prove that it is optimal in the case � ≥ 2α

α−1a and 1 < α < 2. In Sect. 3.4, we will
analyze the time complexity of B-SUM-ONLINE and give an illustrative example.

2 Online scheduling on 2 machines with GoS and bounded processing times

In this section, we study the problem of online scheduling on 2 machines under a
grade of service provision with bounded processing times.

2.1 Problem definitions and notations

We are given 2 machines with speed of 1. Without loss of generality, we denote
the one that can provide both high and low GoSs by machine-1, and the other one
that only provides low GoS by machine-2. We denote each job by Ji = (pi, gi),
where pi is the processing time of Ji and gi ∈ {1,2} is the GoS of the job. gi = 1
if Ji must be processed by machine-1 and gi = 2 if it can be processed by either
of the two machines. pi and gi are not known unless Ji arrives. A sequence of
jobs σ = {J1, J2, . . . , Jn} which arrive online have to be scheduled irrevocably on
one of the two machines on their arrivals. Each job Ji is presented immediately af-
ter Ji−1 is scheduled. The schedule can be seen as a partition of job sequence σ

into two subsequences, denoted by S1 and S2, where S1 and S2 consist of jobs as-
signed to machine-1 and machine-2, respectively. Let L1 = t (S1) = ∑

Ji∈S1
pi and

L2 = t (S2) = ∑
Ji∈S2

pi denote the loads (or total processing times) of machine-1
and machine-2, respectively. Hence, the makespan of one schedule is max{L1,L2}.
The online problem can be written as:

Given σ, find S1 and S2 to minimize max{L1,L2}.
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Let CON and COPT denote the makespan of online algorithm and offline optimal
algorithm (for short, offline algorithm), respectively.

2.2 Lower bounds of competitive ratio

In this section, we will show some lower bounds of the competitive ratio of online
algorithms for different values of α. If α = 1, online algorithms can reach the opti-
mal makespan. An algorithm is optimal if it assigns the jobs as many as possible on
machine-2 when the difference of the loads of two machines is not greater than 1.
Moreover, for the case where α ≥ 6, the lower bound of 5

3 has been proved in Park et
al. (2006). So, we will focus on the case where 1 < α < 6.

Theorem 1 For the problem of online scheduling on two machines under GoS con-
straint with jobs’ processing times bounded within interval [a,αa], there exists no
algorithm with a competitive ratio less than: (1) 1+α

2 in the case where 1 < α < 2;
(2) 3

2 in the case where 2 ≤ α < 5; and (3) 4+α
6 in the case where 5 ≤ α < 6.

Proof Without loss of generality, let a = 1. We will discuss the three cases of α in
the following.

Case 1 1 < α < 2. Let ϕ = 1+α
2 . We will generate a job sequence ρ consisting of

at most 3 jobs, which arrive one by one. Once the ratio of makespans between online
and offline algorithms is at least ϕ after some job is assigned, no more jobs will be
presented and we stop. We begin with job J1 = (1,2). If online algorithm assigns J1

to machine-1, we further generate job J2 = (1,1). Since offline algorithm will assign
J1 to machine-2, CON

COPT
= 2 > ϕ and we stop. Otherwise if online algorithm assigns

J1 to machine-2, we generate job J2 = (1,2). If J2 is assigned to machine-2, we have
CON
COPT

= 2 > ϕ. Otherwise if J2 is assigned to machine-1, we generate job J3 = (α,1).

We have CON
COPT

= 1+α
2 = ϕ in this case.

Case 2 2 ≤ α < 5. Similar to the analysis in Case 1, we begin with jobs J1 =
J2 = (1,2). If online algorithm assigns both of them to one of the two machines, we
have CON

COPT
= 2 > 3

2 . Otherwise, we further generate job J3 = (2,1). Then we have

CON = 3 and COPT = 2, since the optimal solution consists of scheduling J1, J2 on
machine-2 and J3 on machine-1. It follows that CON

COPT
= 3

2 .

Case 3 5 ≤ α < 6. Let ϕ = 4+α
6 . We will generate a job sequence which consists

of at most 5 jobs in this case. Similarly, we begin with jobs J1 = J2 = (1,2) and
observe the behavior of online algorithm. If both of them are assigned to one of
the two machines, CON

COPT
= 2 > ϕ and we stop. Otherwise, we further generate job

J3 = (1,2). If J3 is assigned to machine-1, we give job J4 = (3,1) and then CON
COPT

=
1+1+3

3 = 5
3 > ϕ. Otherwise if J3 is assigned to machine-2, we further generate job

J4 = (3,2). If J4 is assigned to machine-2, it follows that CON
COPT

= 1+1+3
3 = 5

3 > ϕ.
Otherwise if J4 is assigned to machine-1, we give the last job J5 = (α,1), and then
CON
COPT

= 1+3+α
6 = 4+α

6 = ϕ.

Therefore, the theorem follows. �
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Remark 1 In the case where α ≥ 6, the tight lower bound of competitive ratio is 5
3

(see Park et al. 2006).

2.3 B-ONLINE algorithm

Combining the ONLINE algorithm proposed in Park et al. (2006) with bounded jobs’
processing time of job, we will give a modified algorithm called B-ONLINE. Be-
fore describing the algorithm, we give some notations on B-ONLINE’s schedules as
follows.

At the arrival of each job, P and T are updated to become the maximum
processing time and a half of total processing times of all arrived jobs, respectively.
D is updated to be the total processing time of all arrived jobs with gi = 1. Let
L = max{T ,P,D}. Thus, we have COPT ≥ L. For analysis convenience, we define
P i, T i,Di,Li, Si

1 and Si
2 to be the P,T ,D,L,S1 and S2 respectively immediately

after job Ji is assigned, and let P 0 = T 0 = D0 = L0 = 0 and S0
1 = S0

2 = ∅.
According to Theorem 1 on lower bounds, we define various values of parameter

ϕ as follows. (1) ϕ = 1+α
2 in the case where 25

14 ≤ α ≤ 2; (2) ϕ = 3
2 in the case where

2 ≤ α ≤ 5; (3) ϕ = 4+α
6 in the case where 5 ≤ α < 6; and (4) ϕ = 5

3 in the case where
α ≥ 6. B-ONLINE behaves as follows:

Step 1: Let S1 = ∅, S2 = ∅, P = 0, T = 0, D = 0;
Step 2: Receive job Ji = (pi, gi). P = max{P,pi} and T = T + pi

2 ;
Step 3: If gi = 1, let S1 = S1 ∪ {Ji} and D = D + pi . Go to Step 5;
Step 4: Let L = max{T ,D,P }, if t (S2) + pi ≤ ϕL, let S2 = S2 ∪ {Ji}; Else, let
S1 = S1 ∪ {Ji};

Step 5: If no more jobs arrive, stop and output S1 and S2; Else, let i = i + 1 and go
to Step 2.

B-ONLINE has the same performance in competitiveness as ONLINE in the case
where α ≥ 6, i.e., both of them have a competitive ratio of 5

3 in the case (please refer
to Park et al. 2006 for details). So, we will focus our attention on the case where
25
14 ≤ α < 6 later on.

Lemma 1 Given a constant number a, in the case where 25
14 ≤ α < 6, if job Ji =

(pi,2) is scheduled on machine-1 by B-ONLINE algorithm, there must be t (Si
1) <

2−ϕ
ϕ

t (Si
2) + 2αa

ϕ
, where (1) ϕ = 1+α

2 in the case where 25
14 ≤ α ≤ 2; (2) ϕ = 3

2 in the

case where 2 ≤ α ≤ 5; (3) ϕ = 4+α
6 in the case where 5 ≤ α < 6.

Proof If Ji = (pi,2) is scheduled on machine-1, there must be t (Si−1
2 ) + pi > ϕLi .

Since t (Si
2) = t (Si−1

2 ) and pi ∈ [a,αa], we have t (Si
2) = t (Si−1

2 ) > ϕLi − αa. In
another aspect, because Li ≥ T i = 1

2 [t (Si
1) + t (Si

2)], we have

t (Si
2) >

ϕ

2
[t (Si

1) + t (Si
2)] − αa. (1)

It follows that t (Si
1) <

2−ϕ
ϕ

t (Si
2) + 2αa

ϕ
. The lemma follows. �
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Theorem 2 Given a constant number a, in the case where 25
14 ≤ α < 6 and COPT ≥

20a, B-ONLINE is optimal with a competitive ratio ϕ such that (1) ϕ = 1+α
2 in the

case where 25
14 ≤ α ≤ 2; (2) ϕ = 3

2 in the case where 2 ≤ α ≤ 5; (3) ϕ = 4+α
6 in the

case where 5 ≤ α < 6.

Proof We define Ci
ON and Ci

OPT to be CON and COPT respectively immediately after
job Ji is scheduled. Thus, Ci

OPT ≥ Ci−1
OPT for i ≥ 1.

We first assume that the theorem is false, implying that there must exist at least one
instance, called counter example, which derives CON

COPT
> ϕ. Among all such counter

examples, let ς be the one with the least number n of jobs, called minimal counter
example. By the definition of minimal counter example, the makespan of ς is not
determined until the arrival of job Jn. Therefore,

Cn
ON = max{t (Sn

1 ), t (Sn
2 )} > ϕCn

OPT , (2)

max{t (Sn−1
1 ), t (Sn−1

2 )} ≤ ϕCn−1
OPT . (3)

Case 1 gn = 2. If Jn = (pn,2) is scheduled on machine-2, then t (Sn−1
2 ) + pn ≤

ϕLn ≤ ϕCn
OPT . This implies that ϕCn

OPT < Cn
ON = t (Sn

1 ) = t (Sn−1
1 ) ≤ ϕCn−1

OPT . Since
Cn

OPT ≥ Cn−1
OPT , there is a contradiction. Therefore, Jn must be assigned to machine-1

and we have

t (Sn−1
2 ) + pn > ϕLn. (4)

Since T n = 1
2 [t (Sn−1

1 ) + t (Sn−1
2 ) + pn] ≤ Ln, together with inequality (4), we have

t (Sn−1
1 ) < (2 − ϕ)Ln. Since Ln ≤ Cn

OPT , we have t (Sn−1
1 ) < (2 − ϕ)Cn

OPT . Consid-
ering pn ∈ [a,αa], it follows Cn

ON = t (Sn
1 ) = t (Sn−1

1 ) + pn < (2 − ϕ)Cn
OPT + αa.

Since Cn
OPT ≥ 20a, we have

Cn
ON

Cn
OPT

= (2 − ϕ) + αa

Cn
OPT

≤ 2 − ϕ + α

20
.

To prove the theorem, we need to derive a contradiction to the assumption, i.e., to

prove
Cn

ON
Cn

OPT
≤ ϕ. That means 2 − ϕ + α

20 ≤ ϕ or 2 + α
20 − 2ϕ ≤ 0.

Case 1.1 25
14 ≤ α ≤ 2. In this subcase, ϕ = 1+α

2 , and then

2 + α

20
− 2ϕ = 2 + α

20
− 1 − α = 1 − 19α

20
< 0.

It contradicts to the assumption.
Case 1.2 2 ≤ α ≤ 5. In this subcase, ϕ = 3

2 and then

2 + α

20
− 2ϕ = 2 + α

20
− 3 = α

20
− 1 < −3

4
< 0.

Again, there is a contradiction to the assumption.
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Case 1.3 5 ≤ α < 6. In this subcase, ϕ = 4+α
6 .

2 + α

20
− 2ϕ = 2 + α

20
− 4 + α

3
= 40 − 17α

60
≤ −3

4
< 0.

Again, there is a contradiction.
Case 2 gn = 1. According to the definition of minimal counter example,

Cn
ON = t (Sn

1 ) > ϕCn
OPT . (5)

Since Cn
OPT is at least the sum of processing times of jobs with gi = 1, inequal-

ity (5) means that S1 must contain at least one job, named Jk , with gk = 2. Let
JK be the last job with gK = 2 assigned to machine-1. Let AK(S1) be the set of
jobs assigned to machine-1 after JK has been assigned to machine-1. Thus, t (Sn

1 ) =
t (Sk

1 ) + t (AK(S1)). Since Cn
OPT cannot be less than the sum of processing times of

jobs with gi = 1, we have t (AK(S1)) ≤ Cn
OPT . Therefore, t (Sn

1 ) ≤ t (Sk
1 ) + Cn

OPT .
Together with Lemma 1,

t (Sn
1 ) ≤ 2 − ϕ

ϕ
t(Sk

2 ) + 2αa

ϕ
+ Cn

OPT . (6)

Since the total processing time of jobs doesn’t vary among different algorithms,
we have t (Sn

1 ) + t (Sn
2 ) ≤ 2Cn

OPT . Considering inequality (5), we have t (Sn
2 ) <

(2 − ϕ)Cn
OPT . Since t (Sk

2 ) ≤ t (Sn
2 ), together with inequality (6), we have

t (Sn
1 ) <

(
(2 − ϕ)2

ϕ
+ 1

)

Cn
OPT + 2αa

ϕ
.

Therefore,

Cn
ON

Cn
OPT

<
(2 − ϕ)2

ϕ
+ 1 + 2αa

ϕCn
OPT

≤ (2 − ϕ)2

ϕ
+ 1 + α

10ϕ
.

Similar to Case 1, we need to derive a contradiction to the assumption to prove the

theorem, i.e., to prove
Cn

ON
Cn

OPT
≤ ϕ. That means (2−ϕ)2

ϕ
+1+ α

10ϕ
≤ ϕ or 4+ α

10 −3ϕ ≤ 0.

Case 2.1 25
14 ≤ α ≤ 2. In this subcase, ϕ = 1+α

2 . Therefore,

4 + α

10
− 3ϕ = 4 + α

10
− 3(1 + α)

2
= 25 − 14α

10
≤ 0.

It contradicts to the assumption.
Case 2.2 2 ≤ α ≤ 5. In this subcase, ϕ = 3

2 , and then

4 + α

10
− 3ϕ = 4 + α

10
− 9

2
= α − 5

10
< 0.

Again, there is a contradiction.
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Case 2.3 5 ≤ α < 6. In this subcase, ϕ = 4+α
6 and thus

4 + α

10
− 3ϕ = 4 + α

10
− 4 + α

2
= 2(5 − α)

5
≤ 0.

There is a contradiction to the assumption.
According to the analysis in Cases 1 and 2, the theorem follows. �

2.4 Time complexity and an illustrative example

Assume that the number of jobs in an instance is n. For this instance, B-ONLINE al-
gorithm executes n times. The Step 2 of B-ONLINE algorithm contains only one com-
parison operation. In Steps 3 and 4 of B-ONLINE, there are at most 4 comparisons.
Therefore, in each iteration there are at most 5 comparisons and the time complexity
of B-ONLINE is O(n).

An example Given a job sequence {J1 = (4,2), J2 = (3,1), J3 = (2,2), J4 =
(4,1), J5 = (3,2), J6 = (4,2), J7 = (4,2), J8 = (3,1), J9 = (4,2), J10 = (2,2),
J11 = (4,1), J12 = (3,2)}, the optimal algorithm can assign J2, J4, J8, J9, J10, J11 to
machine-1 and the others to machine-2. Therefore, we have COPT = 20. We set a = 1
and α = 4 is bounded by the interval [2,5]. In this case, we have ϕ = 3

2 . B-ONLINE
algorithm schedules J1, J2, J4, J8, J11 on machine-1 and the others on machine-2.
Thus, we have CON = 22 and CON

COPT
= 22

20 < 3
2 = ϕ.

3 Online scheduling on 2 machines with the total processing time

In this section, we further know jobs’ total processing time in advance. We also study
the problem of online scheduling on 2 machines with GoS and bounded processing
times.

3.1 Problem definitions and notations

We are given 2 machines with speed of 1 and jobs’ total processing time �. Without
loss of generality, we denote the machine that can provide both high and low GoSs by
machine-1, and the other one that only provides low GoS by machine-2. We denote
each job by Ji = (pi, gi), where pi is the processing time of Ji and gi ∈ {1,2} is the
GoS of the job. gi = 1 if Ji must be processed by machine-1 and gi = 2 if it can be
processed by either of the two machines. pi and gi are not known unless Ji arrives.
A sequence of jobs σ = {J1, J2, . . . , Jn} which arrive online have to be scheduled
irrevocably on one of the two machines on their arrivals. Each job Ji is presented
immediately after Ji−1 is scheduled. The schedule can be seen as a partition of job
sequence σ into two subsequences, denoted by S1 and S2, where S1 and S2 consist of
jobs assigned to machine-1 and machine-2, respectively. Note that � = t (S1)+ t (S2).
Let L1 = t (S1) = ∑

Ji∈S1
pi and L2 = t (S2) = ∑

Ji∈S2
pi denote the loads (or total
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processing times) of machine-1 and machine-2, respectively. Hence, the makespan of
one schedule is max{L1,L2}. The online problem can be written as:

Given σ, find S1 and S2 to minimize max{L1,L2}.
Let CS−ON and COPT denote the makespan of online algorithm and offline optimal

algorithm (for short, offline algorithm), respectively.

3.2 Lower bounds of competitive ratio

In this section, we will show some lower bounds of competitive ratio of online algo-
rithm considering difference values of α. If α = 1, online algorithms can reach the
optimal makespan. I.e., one algorithm is optimal if it assigns the jobs as many as pos-
sible on machine-2 when the difference of the loads of two machines is not greater
than 1. Moreover, for the case where α ≥ 2, the lower bound of 3

2 has been proved in
Park et al. (2006). So, we will focus on the case where 1 < α < 2.

Theorem 3 For the problem of online scheduling on two machines under GoS con-
straint with (1) knowledge of total processing time and (2) jobs’ processing times
bounded within interval [a,αa], there exists no online algorithm with a competitive
ratio less than 1+α

2 in the case where 1 < α < 2.

Proof Without loss of generality, let a = 1 and the sum of jobs’ processing times
be 2 + α. We will generate a job sequence which consists of at most 3 jobs, which
arrive one by one. Once the ratio of makespans between online and offline algorithms
is at least 1 + 1

α
after some job is assigned, no more jobs will be presented and

we stop. We begin with job J1 = (1,2). If online algorithm assigns J1 to machine-
1, we further generate job J2 = (α,1) and J3 = (1,2). Since offline algorithm will
assign J1, J3 to machine-2 and J2 to machine-1, it follows CON

COPT
≥ 1+α

2 and we stop.
Otherwise if online algorithm assigns J1 to machine-2, we generate job J2 = (α,2)

and J3 = (1,1). If J2 is assigned to machine-2, since offline algorithm will scheduling
J1, J3 on machine-1 and J2 on machine-2, we have CON

COPT
≥ 1+α

2 . Otherwise if J2 is

assigned to machine-1, we also generate job J3 = (1,1). We have CON
COPT

= 1+α
2 in this

case, since offline algorithm will assign J1, J3 on machine-1 and J2 on machine-2. �

Remark 2 In the case where α ≥ 2, the tight lower bound of competitive ratio is 3
2

(see Park et al. 2006).

3.3 B-SUM-ONLINE algorithm

Combining the SEMI-ONLINE algorithm proposed in Park et al. (2006) with bounded
jobs’ processing times, we will give a modified algorithm called B-SUM-ONLINE.
Before describing the algorithm, we give some notations on B-SUM-ONLINE’s
schedules as follows.

Let � be the sum of jobs’ processing times. Let L = �
2 . Thus, we have COPT ≥ L.

B-SUM-ONLINE behaves as follows:
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Step 1: Let S1 = ∅, S2 = ∅;
Step 2: Receive job Ji = (pi, gi);
Step 3: If gi = 1, let S1 = S1 ∪ {Ji}. Go to Step 5;
Step 4: If t (S2) + pi ≤ 1+α

2 L, let S2 = S2 ∪ {Ji}; Else, let S1 = S1 ∪ {Ji};
Step 5: If no more jobs arrive, stop and output S1 and S2; Else, let i = i + 1 and go

to Step 2.

B-SUM-ONLINE has the same performance in competitiveness as SEMI-ONLINE
in the case where α ≥ 2, i.e., both of them have competitive ratio of 3

2 in the case
(please refer to Park et al. 2006 for details). So, we will focus our attention on the
case where 1 < α < 2 later on.

The proof of the competitive ratio of B-SUM-ONLINE algorithm is by contra-
diction. We assume that there exists a job instance, called counter example, for
which B-SUM-ONLINE algorithm yields a schedule with makespan greater than
1+α

2 times of the optimum. We further define the counter example with the least
number of jobs as minimal counter example. For a minimal counter example I , let
J1 = {Ji |gi = 1, Ji ∈ I} and J2 = {Ji |gi = 2, Ji ∈ I}. We use σ to denote the sched-
ule generated by B-SUM-ONLINE algorithm for I . Let CS−ON and COPT denote
the makespan of B-SUM-ONLINE algorithm and the optimal algorithm for I , re-
spectively. We define S

j

1 and S
j

2 to be S1 and S2 that we have immediately after we
schedule job Jj . S0

1 = S0
2 = ∅.

Lemma 2 t (J2) > 1+α
2 L.

Proof Suppose t (J2) ≤ 1+α
2 L. For any job Jj = (pj ,2), since t (S

j−1
2 )+pj ≤ t (J2)

and t (J2) ≤ 1+α
2 L, we have t (S

j−1
2 ) + pj ≤ 1+α

2 L. From Step 4 of the algorithm,
we get S1 = J1 and S2 = J2. Since t (S1) = t (J1) ≤ COPT , we know CS−ON �= t (S1).
Therefore, CS−ON = t (S2) = t (J2) ≤ 1+α

2 L ≤ 1+α
2 COPT . There exists a contradic-

tion. �

Theorem 4 Given � ≥ 2α
α−1a, B-SUM-ONLINE algorithm is optimal with a compet-

itive ratio of 1+α
2 in the case 1 < α < 2.

Proof Let ϕ = 1+α
2 . We assume that the theorem is false and there exists a minimal

counter example I = {J1, . . . , Jn}. Therefore, we have

Cn
S−ON = max{t (Sn

1 ), t (Sn
2 )} > ϕCn

OPT , (7)

max{t (Sn−1
1 ), t (Sn−1

2 )} ≤ ϕCn−1
OPT . (8)

Our aim is to prove for this instance,
Cn

S−ON
Cn

OPT
≤ ϕ holds.

Case 1 gn = 2. If Jn is assigned to machine-2, we have t (Sn−1
2 ) + pn ≤ ϕL ≤

ϕCn
OPT and t (Sn−1

1 ) = t (Sn
1 ). By inequality (7), it follows that t (Sn−1

1 ) > ϕCn
OPT ≥

ϕCn−1
OPT . This contradicts inequality (8).
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So Jn must be assigned to machine-1, which implies t (Sn−1
2 ) + pn > ϕL,

Cn
S−ON = t (Sn

1 ) > ϕCn
OPT and t (Sn

2 ) = t (Sn−1
2 ). Since t (Sn

1 ) + t (Sn
2 ) = 2L and

Cn
OPT ≥ L,

Cn
S−ON − Cn

OPT ≤ t (Sn
1 ) − L = L − t (Sn

2 ) = L − t (Sn−1
2 ). (9)

Since t (Sn−1
2 ) + pn > ϕL, together with the above inequality,

Cn
S−ON − Cn

OPT < L − (ϕL − pn) = pn − (ϕ − 1)L. (10)

If pn > (α − 1)L, considering pn ∈ [a,αa], it follows αa > (α − 1)L. This implies
L < α

α−1a. Since � = 2L, we have � < 2α
α−1a. This contradicts the assumption � ≥

2α
α−1 . So

pn ≤ (α − 1)L. (11)

Together with inequality (10), it follows that

Cn
S−ON − Cn

OPT < (α − 1)L − (ϕ − 1)L <
α − 1

2
L = (ϕ − 1)L < (ϕ − 1)Cn

OPT .

Therefore,
Cn

S−ON
Cn

OPT
< ϕ, there exists a contradiction.

Case 2 gn = 1. From the minimality, we have Cn
S−ON = t (Sn

1 ). By Lemma 2, we
know that there is at least one job in J2 scheduled on machine-1. Otherwise, we have
Cn

S−ON
Cn

OPT
< ϕ and there exists a contradiction. Let Jk = (pk,2) denote the last job with

gi = 2 in I scheduled on machine-1, i.e., I = {J1, . . . , Jk−1, Jk, Jk+1, . . . , Jn}. In
this case, by taking out Jk and putting it at last position in I , we get a new instance
I ′, i.e., I ′ = {J1, . . . , Jk−1, Jk+1, . . . , Jn, Jk}. Note that for this new instance I ′, the
performance of B-SUM-ONLINE algorithm does not become worse, by Step 4 of the
algorithm. Now, we renew the indexes of jobs in I ′ by their positions, i.e., I ′ = {J ′

1 =
J1, . . . , J

′
k−1 = Jk−1, J

′
k = Jk−1, . . . , J

′
n−1 = J ′

n, J
′
n = Jk}. Since g′

n = 1, we have the
result of Case 1.

Therefore, the theorem follows. �

3.4 Time complexity and an illustrative example

Assume that the number of jobs in an instance is n. For this instance, B-SUM-
ONLINE algorithm executes n times. The Step 2 of B-SUM-ONLINE algorithm con-
tains only one comparison operation. In Steps 3 and 4 of B-SUM-ONLINE, there are
at most one comparison. Therefore, in each iteration there are at most 5 comparisons
and the time complexity of B-SUM-ONLINE is O(n).

An example Given a job sequence {J1 = (1,2), J2 = (1.5,2), J3 = (1,2), J4 =
(1.5,1), J5 = (1.5,2), J6 = (1.5,2)}, the optimal algorithm can assign J1, J2, J4
to machine-1 and the others to machine-2. Therefore, we have COPT = 4. We set
a = 1 and α = 1.5. In this case, we have ϕ = 1+α

2 = 5
4 . B-SUM-ONLINE algorithm

schedules J1, J2, J3, J5 on machine-2 and the others on machine-1. Thus, we have
CON = 5 and CON

COPT
= 5

4 = ϕ.
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