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ABSTRACT. The problem of assessing agreement between two

devices occurs with great frequency in the medical literature. If

it can be demonstrated that a new device agrees sufficiently with

a device currently in use, then the new device can be approved

for general use. This work discusses how a prediction interval

can be used to estimate the whether a future difference between

two devices will be within acceptable limits with reasonable

confidence. The method is illustrated with an example

involving measurements of peak expiratory flow.
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INTRODUCTION

The problem of assessing statistical agreement occurs in
many fields of science, but is especially prevalent in the
area of clinical research. If one can demonstrate that a new
device provides measurements that closely agree with
those from a device already in general clinical use, then
one can substitute the new device for the old one. The
deployment of this new device may present a variety of
advantages: it may be less invasive, less expensive, more
transportable, or easier to use than the current device.
Recent clinical examples involving the assessment of sta-
tistical agreement between continuous measurements can
be found in Neder and Stein [1] and McGaughran et al.
[2].

There is a rich body of research with regards to this
problem. Typically, the methods assume that the differ-
ences recorded between the two devices are independent
and normally distributed with common mean and vari-
ance (see Choudhary and Nagaraja [3] and Barnhart et al.
[4]. for a good overview). Several variations of the
intraclass correlation coefficient have been presented: see
for example Fleiss [5] and St. Laurent [6]. This metric
measures the proportion of the total variation (sum of
variability between devices, between patients, and within
patients) explained by the device-to-device variability.
The concordance correlation coefficient of Lin [7] pro-
vides a coefficient that can be divided into two pieces, one
describing the linear relationship between the two devices
and the other investigating how close that linear rela-
tionship is to the 45 degree line denoting perfect agree-
ment. Each of these correlation coefficients presents a
statistic that can range between zero and one: the closer
the coefficient is to one, the stronger the evidence sup-
porting agreement. Muller and Buttner [8] point out that
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correlation coefficients are all sensitive with regards to
patient-to-patient variability: a set of differences between
the devices recorded on patients with wide variation in
terms of the underlying measurement being assessed will
demonstrate a larger coefficient than an equivalent set of
differences recorded on patients with less variation. In
addition, it is difficult to determine a clinical decision rule
for interpreting the coefficient—how close does the
coefficient have to be to one in order to conclude
agreement? The total deviation index of Lin [9] estimates
the limits that contain a given proportion of the distri-
bution of differences with a specified level of confidence.
As these limits are presented on the original measurement
scale (rather than on a zero-to-one scale), they can be
readily assessed by a clinical audience with regards to
clinical acceptability. Lin et al. [10]. points out that the
total deviation index also provides greater statistical power
than the concordance correlation coefficient. The method
does assume, however, that the standardized bias (the bias
divided by the standard deviation of the differences) be-
tween the two measurements is small (Lin [9]). Bland and
Altman [11] estimate the 2.5th and 97.5th percentiles of
the underlying distribution from which the differences
between the two devices are ostensibly drawn—these
percentile estimates are known as the ‘limits of agree-
ment.’ Like the TDI, these limits are presented on the
original measurement scale. Bland and Altman also derive
asymptotically appropriate confidence intervals for these
estimates. Choudhary and Nagaraja [3] point out that

these intervals provide a large sample tolerance interval for
the differences. Exact confidence intervals are presented
by Liu and Chow [12]. Hamilton and Stamey [13] have
pointed out that the ‘raw’ limits of agreement (i.e.
without the accompanying confidence intervals) provide a
reference interval only—they do not provide statistical
bounds on the differences between the two measurement
devices (except for large sample sizes), nor can they be
used directly for statistical inference.

This work discusses an alternative approach to the
problem of assessing statistical agreement between two
continuous measurements. This approach attempts to
place limits on the deviation between the devices that may
be expected for future patients; these limits are known as a
prediction interval. We briefly derive the prediction
interval for the case of independent, normally distributed

differences with a common variance and then demonstrate
how this interval provides better statistical properties than
the Bland–Altman limits of agreement for smaller sample
sizes.

METHODS

Let us suppose that two devices are used to record a
measurement on each one of a set of n patients. Let di be
the difference between the two measurements for the ith
patient. Like previous authors (e.g. Bland and Altman
[11]), we assume that the di are distributed normally with a
common mean l and variance r2. If we let ~d denote a
difference recorded between the two devices on some
future patient then the expected value for ~d is l, which we
may estimate with the mean of the observed differences �d.
We seek to construct an interval that will contain ~d with
100(1 - a)% confidence, where a is the type I error.
The prediction error for this future difference ~d is
Var ~d � �d
� �

¼ r2 1þ 1=nð Þ. By the Central Limit Theo-
rem, ~d � �d divided by the square root of its variance
r2 1þ 1=nð Þ is normally distributed. In practice, however,
the true variance r2 is unknown. We may approximate r2

with the sample estimator s2 so that Var ~d � �d
� �

�
s2 1þ 1=nð Þ. It follows then that ~d � �d

� ��
s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=n

p

follows a t distribution with n - 1 degrees of freedom and
that:

Thus a 100(1 - a)% prediction interval for the future
difference is:

d � tn�1;1�a=2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=nð Þ

p

This interval will contain the difference between the mea-
surements recorded on a future patient with 100(1 - a)%
confidence. If this set is contained in a pre-specified,
clinically acceptable range it can be concluded that a fu-
ture difference would be within the acceptable clinical
limits with at least 100(1 - a)% confidence. Alternatively,
one can simply conclude that a future difference between
the two measurement devices will be within
�d � tn�1;1�a=2s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=nð Þ

p
with 100(1 - a)% confidence.

The limits of agreement provided by Bland and Altman
are

Pr �tn�1;1�a=2 � ~d � �d
� �.

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=n

p� �
� tn�1;1�a=2Þ ¼ 1� a

) Pr d � tn�1;1�a=2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=nð Þ

p
� ~d � d þ tn�1;1�a=2s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=nð Þ

p� �
¼ 1� a
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�d � z1�a=2s

where �d and s are as defined above. These limits provide
estimates of the 100(a/2) and 100(1 - a/2) percentiles1

l� z1�a=2r. While the limits for a reference interval
useful for plotting against the raw differences, they do not
guarantee any level of statistical coverage (see Hamilton
and Stamey [13] for more discussion). It should be noted
that the prediction interval is wider than the raw limits of
agreement presented by Bland–Altman unless the sample
size is large enough for 1=n to converge to zero and for s
to converge to r (i.e. for the true population variance to
be considered known) in which case the intervals will be
equivalent. Therefore, the limits of agreement cannot be
used for statistical inference unless the sample size is large.
Bland and Altman [15] have derived the following con-
fidence interval for the limits of agreement

�d � z1�a=2sd � tn�1;1�c=2sd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nþ z2

1�a=2

.
2 n� 1ð Þð Þ

� �r

which for large sample sizes provides a tolerance interval
containing 100(1 - a)% of the population of differences
with 100(1 - c)% confidence (1 - a determines the pro-
portion of the differences that one wished to contain
while 1 - c determines the level of confidence with
which one wishes this proportion to be contained). While
this interval will provide a level of coverage which the
limits of agreement themselves do not, it may be too
conservative for some applications. In that case, the pre-
diction interval provides some guarantee of coverage (it
will contain a future difference with 100(1 - a)% confi-
dence) which the raw limits of agreement do not.

RESULTS

As an example we consider data analyzed by Bland and
Altman [11] involving 17 forced expiratory volume
measurements recorded via a Wright peak flow meter and
a mini Wright peak flow meter. These data are available
from Martin Bland’s webpage http://www-users.york.ac.
uk/�mb55/datasets/pefr.dct. For the purposes of dem-
onstrating the prediction interval, we consider only the
first pair of measurement recorded one each patient. The
average difference is -2.12, and the standard deviation of
the differences is 38.77. For these data, the Bland and
Altman’s limits of agreement are (-78.1, 73.9). The 95%
approximate tolerance interval computed via the formula

provided in Bland and Altman [15] is (-112.2, 107.9).
The 95% prediction interval is (-86.7, 82.4). Thus the
prediction interval provides a nice balance between the
narrow limits of agreement and the more conservative
tolerance approach.

CONCLUSION

The prediction interval provides several benefits for small
to moderate sample sizes. First, its interpretation is
straightforward—the computed bounds indicate whether
future observations taken by the new measurement will be
within an acceptable range of the current standard with
reasonable confidence. Second, these limits remain on the
original measurement scale rather than on a 0 to 1 scale.
Third, the method provides a balance between the raw
Bland–Altman limits of agreement and the more conser-
vative tolerance bounds.

As with any parametric test, the necessary assumptions
behind the presented method should be checked. For
example, like Bland and Altman [11] and Lin [7, 9], we
assume that the variance of the differences does not vary
over the range of underlying values measured. In addition,
while the presented approach may detect disagreement
between two devices, it will not indicate the nature of that
disagreement. Bland and Altman [11] provide several
excellent graphical checks to investigate such deviances.
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