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Abstract The relationship between sea surface tempera-

ture (SST) and net heat flux (NHF) in the North Pacific

over weekly to annual period bands was investigated using

gridded datasets of SST obtained by the Advanced

Microwave Scanning Radiometer for the Earth Observing

System, and flux data produced by the Modern-era Retro-

spective-analysis for Research and Applications Reanaly-

sis. This study focused on the phase difference between the

SST and NHF, which can suggest the driving force

between two co-varying parameters. The SST delay behind

the NHF, with phase differences from p/4 to p/2, which

suggests that the SST change would be controlled by the

NHF, was commonly found over all periods. In the intra-

annual (100- to 200-day periods) band, part of the coherent

variations showed negative phase differences (around -p
to -p/3), which were found in the western North Pacific

and along *30�N in the central North Pacific. The spatial

scales of SST variability in the shorter band (weekly to

intraseasonal: less than 100-day periods) are dominantly

over 200 km. In contrast, the scales in the intra-annual

band were in the range 50–150 km, where the negative

phase differences were frequently found.

Keywords Sea surface temperature � Air–sea interaction �
Wavelet transform

1 Introduction

Sea surface temperature (SST) fields involve various phe-

nomena of wide-ranging spatial–temporal scales, which

consist of air–sea heat exchanges, variability in upper

oceans including eddies and currents, and vertical mixing

by atmospheric turbulence and astronomical tides. The SST

fields are fundamentally important for atmospheric and

oceanographic applications and research. For monitoring

systems or initial/boundary conditions for both atmospheric

and oceanographic numerical models, the SST dataset

without data gaps has been required, with high spatial [O

(10 km) or less] and temporal [O (daily) or diurnal cycle-

resolved] resolutions (The GHRSST-PP User Require-

ments Documents, 2009; Eyre et al. 2009)

Infrared measurements of SST from space have been

widely used to obtain SST gridded datasets since 1980s

(e.g., McClain et al. 1985). However, SST values under

clouds are not available from these infrared sensors, since

infrared radiation from the sea surface cannot transmit

through cloud droplets. Microwave SST measurements

from space, which can provide sea surface information

under clouds, were essentially required to resolve this

cloud-masking problem and produce relatively high reso-

lution datasets. Based on the tropical and global SST

observations by space-borne microwave radiometers

[Tropical rainfall measuring mission (TRMM) microwave

imager (TMI) and Advanced Microwave Scanning Radi-

ometer for the Earth Observing System (AMSR-E)] from

1997 and 2002, respectively, it became possible to produce

cloud-free SST data with approximately 50-km spatial

resolution. By merging the infrared [spatial resolution

*O (1 km)] and microwave observations, small-spatial

grid [*O (10 km) or less] SST products without data gaps

have been produced and released for both regional (e.g., He
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et al. 2003; Guan and Kawamura 2004; Sakaida et al.

2009) and global areas (e.g., Kawai et al. 2006; Reynolds

et al. 2007) in the last decade.

To produce such SST datasets from several satellite

remote-sensing observations, an optimal interpolation (OI)

technique has been widely adopted. In the OI procedure, if

the covariance function used in the interpolation process is

equivalent to the covariance of the data fields, the dataset

obtained by interpolation is optimal in the sense that the

mean square error of the estimates is minimized (Emery

and Thomson 2001). Early efforts to estimate these

covariance functions for SST (e.g., Reynolds and Smith

1994; Reynolds et al. 2002) specifically addressed rela-

tively long-term (annual to interannual) variability. Since

the annual and basin-scale signals were dominant in SST

variability, the SST fields produced from these covariances

(in which spatial and temporal scales are larger than

500 km and a few months, respectively) were extremely

smoothed.

By removing the annual signal from the SST time series,

Hosoda and Kawamura (2004, 2005) estimated decorrela-

tion scale for the SST anomaly from AMSR-E data, and

derived spatial and temporal scales of 150–200 km and

2–7 days, respectively. In addition, this research reported

that decorrelation scales involved seasonal changes; i.e., in

summer, large spatial and short temporal scales were pre-

dominant, while in winter, small spatial and long temporal

were prevalent. It was suggested that the former state would

reflect SST changes affected by atmospheric disturbances

with large spatial [O (several hundred kilometers)] and

short temporal scales [O (weekly or intra-seasonal)], and

that the latter state would be influenced by oceanographic

disturbances which would be relatively slow to vary and

have small spatial scales. The Japan Meteorological

Agency (JMA) attempts the following scale-dividing

method in their OI procedure [Merged Global Daily SST

(MGDSST); Sakurai et al. 2005], to maintain information

for the various scales of SST disturbances. First, the SST

data are decomposed into different spatial and temporal

scales with band-pass filter; next, OI is applied to each

decomposed time series individually; and, finally, all are

integrated to produce the full SST time series. Iwasaki et al.

(2008) pointed out that the MGDSST dataset provided the

best quality among the global infrared/microwave merged

SST products that were available at that time. These pre-

vious studies demonstrated that the scale-dividing method

for OI would be effective in the production of high-reso-

lution SST datasets. However, it was not clear which period

or wavelength should be selected for scale division. For this

sophisticated merging method, knowledge of the appro-

priate cut-off frequency, at which phenomena induced by

different sources should predominate, would form the basis

for scale division selection.

Using observations from moored buoys around Japan,

Murakami and Kawamura (2001) investigated the rela-

tionship between SST and sea surface net heat flux (NHF).

It was suggested that the SST variability would be deter-

mined predominantly by atmospheric forcing over very

short and annual periods, and that for intermediate periods,

a part of the SST variability would affect flux. This result

was highly suggestive of an appropriate cut-off frequency

for the merging technique with scale division; the SST

variability at intermediate periods would be partially driven

by oceanic disturbances, which were expected to occur on

relatively small spatial scales. However, since their anal-

ysis was based on a time series of SST and NHF at a few

locations, the applicability of these relationships in other

areas has not been determined. To address these issues,

gridded datasets with relatively high spatial–temporal res-

olutions, which can at least capture the spatial distribution

of oceanic eddies (ocean-eddy-permitting scale), have been

required for both SST and NHF in broad areas.

The purpose of this study was to clarify the predominant

relationship between SST and air–sea heat exchange in

time and period of fluctuations. The information obtained

from this analysis could be helpful for the optimal solution

of the scale-dividing method in OI SST production. The

analyzed area in this study was the North Pacific (20–65�N,

100�E–100�W) and the analysis period was from 2003 to

2010.

The remainder of this paper is organized as follows.

Section 2 describes an outline of the datasets. A theoretical

background of air–sea heat exchange and an analysis

method will be given in Sect. 3. Section 4 shows the

results from this study. Our summary and its related dis-

cussions are presented in Sect. 5.

2 Data

The AMSR-E was a multi-channel scanning passive micro-

wave radiometer, and its 6.925-GHz channels, at which the

effective spatial resolution was about 40 9 70 km, were

mainly used for estimating SST. Since the low-frequency

(6–10 GHz) microwaves could penetrate the clouds, global

SST fields without data gaps were available with relatively

high temporal resolution (3 days) by AMSR-E (Hosoda

2010; Fig. 1). The AMSR-E was launched on 4 May 2002,

and operation continued until 4 October 2011, when the

AMSR-E stopped functioning due to a problem with antenna

rotation (http://www.jaxa.jp/press/2011/10/20111004_amsr-

e_e.html). A basic description of the AMSR-E SST retrieval

algorithm, and improved correction methods for winds and

atmospheric stability, were given by Shibata (2004, 2006,

2007). For this study, we used the Version-6 Level-3 AMSR-E

SST dataset, in which these improvements were adopted.
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The spatial grid in the original Level-3 product was

0.25� 9 0.25�. For comparison with the reanalysis data

described below, the AMSR-E data were averaged in 1/2�
latitude 9 2/3� longitude spatial grids, and then a 1-day-

interval time series at each grid was provided using a 3-day

running average window to fill the data gaps. An optimal

interpolation method, which has been widely used for pro-

ducing gridded SST datasets with O([100 km) spatial

de-correlation scales in this decade, was not adopted in this

study to keep the mesoscale variability in the data.

The Modern-era Retrospective-analysis for Research

and Applications (MERRA) is the latest reanalysis for the

atmosphere produced by the National Aeronautics and

Space Administration (NASA) Goddard Space Flight

Center (GSFC) Global Modeling and Assimilation Office

(GMAO), using the Goddard Earth Observing System

(GEOS) Data Assimilation System (DAS). For the

boundary conditions of the ocean surface, the weekly- and

1�-resolution OI SST product of Reynolds et al. (2002) was

adopted (Rienecker et al. 2011). From the many types of

atmospheric variables in the MERRA dataset, this study

used the surface turbulent flux (tavg1_2d_flx_Nx) and

radiation flux (tavg1_2d_rad_Nx) data collections, which

are provided with a horizontal resolution of 1/2� lati-

tude 9 2/3� longitude and a 1-h temporal resolution. The

MERRA data were obtained through the MERRA Data

Holding website (http://disc.sci.gsfc.nasa.gov/daac-bin/

DataHoldings.pl). For evaluation of the available surface

turbulent flux gridded datasets, Brunke et al. (2011) com-

pared MERRA and and other global flux products with direct

flux measurements by ships over the tropics, mid- and high

latitudes. The datasets evaluated by them consisted of

atmospheric reanalysis, satellite-derived, and their com-

bined products. They concluded that MERRA performed the

best for the ocean surface fluxes among these gridded surface

flux datasets. For comparison with the AMSR-E SST data in

this study, the MERRA time series were averaged in 1-day

temporal steps. The 3-day running mean, which was adopted

in the AMSR-E SST for filling, was not applied to the

MERRA time series. With and without the running mean for

MERRA, analyzed results were not very different over a

longer fluctuating period ([weekly).

3 Theory and method of analysis

3.1 Relationship between SST and NHF

3.1.1 General framework

The NHF at the sea surface in this study was defined as the

downward positive form Qnet
; as follows,

Q#net ¼ Q#SWn þ Q#LWn � Q"SH � Q"LH; ð1Þ

where QSWn
; and QLWn

; are the net shortwave and longwave

radiations at the sea surface (downward positive), and

QSH
: and QLH

: are the sensible and latent heat fluxes (upward

positive). Here, we consider the temporal change of heat

content in the upper ocean with depth DB. The relationship

between Qnet
; , the heat content in the upper ocean (OHC),

horizontal advection contributions by geostrophic and non-

geostrophic (e.g., Ekman) currents (Av), vertical heat

advection at the depth DB (Vm), and dissipation effects by

turbulence of vertical direction at the depth DB and

meridional/zonal directions (Ds) can be simplified as

oOHC

ot
¼ Q#net þ Av þ Vm þ Ds; ð2Þ

OHC ¼ qcp

ZDB

0

Tðz; tÞdz; ð3Þ

where T(z, t) is a water temperature profile in the upper

ocean, z is the depth (positive downward), and q and cp are

the density and specific heat of sea water, respectively. The

depth DB should be set to be deeper than the maximum

mixed layer thickness in all seasons. If the depth DB is

shallower than the maximum mixed layer thickness, heat

exchange at sea surface could influence heat contents below

the discussed upper ocean layer, which leads large Vm in

Eq. (2). In the following interpretations for Eqs. (2) and (3),

the advection term Av, vertical processes Vm, and dissipa-

tive term Ds in Eq. (2) are neglected since the relationship

between NHF and SST was focused in this study.

3.1.2 Cayan’s (1992) model

The simplest interpretation of Qnet
; and SST relationship

from Eq. (2) is as follows, which was introduced by Cayan
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Fig. 1 Time series of SST (black line) and surface heat fluxes in the

central mid-latitude North Pacific (40�N, 170�E) from AMSR-E and

MERRA data. The net downward heat flux (NHF) is shown as a thick
green line, and its components are drawn in thin lines blue upward

latent turbulent flux QLH
: , yellow upward sensible turbulent flux

QSH
: , red net shortwave radiation (downward positive: QSWn

; ), and

orange net longwave radiation (downward positive: QLWn
; )
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(1992). If OHC is assumed to be proportional to SST as

OHC(t) = cp q D(t)SST(t), D(t) gives a depth scale for the

mean depth value of the upper-layer temperature profile:

DðtÞ ¼ 1

SST

ZDB

0

Tðz; tÞdz: ð4Þ

When the temporal change of D(t) is neglected (D(t) = D),

Eq. (2) without forcing terms except for Qnet
; can be

transformed to the following relationship between the SST

temporal change (SST tendency) and Qnet
; :

oSST

ot
¼ Q#net

cpqD
: ð5Þ

Figure 1 shows an example of Qnet
; and SST timeseries at

40�N, 170�E. For the annual cycle, which is dominant in both

SST and Qnet
; , the positive peaks of SST lagged behind those

of the downward NHF (Qnet
; ) by 1–2 months. This delay in

SST change reflected the relationship described in Eq. (5).

Focusing on the interannual variability, Cayan (1992) intro-

duced this relationship (Eq. (5)) and discussed the local

response of SST tendency to the heat flux in the Northern

Hemisphere. Wu and Kinter (2010) showed the east–west

contrast and seasonal change of the relationship between

them in the North Pacific. According to other atmospheric

parameters, for example, Deser and Timlin (1997) showed

the coupled pattern of SST tendency and 500-hPa height.

Many studies (e.g., Liu et al. 1994; Fu et al. 1996; Shinoda

et al. 1998; Chou and Hsueh 2010; Wang et al. 2012) have

focused on the SST tendency and atmospheric parameters,

including surface heat flux, for discussing the relationship

between SST and atmosphere. Wallace et al. (1990) pointed

out that the interpretation of the atmospheric variables and

SST tendency was more straightforward compared to those

between the atmosphere and SST itself.

However, it is difficult to acquire one optimum solution

to define an appropriate temporal step Dt for calculating the

finite-difference approximation of the SST tendency qSST/

qt as DSST=Dt for all periods of various variations.

Because of their focus on the interannual and annual var-

iability, Cayan (1992) and Wu and Kinter (2010) used the

centered difference from the monthly mean SST fields for

extracting the SST tendency at each grid. On the other

hand, Deser and Timlin (1997) calculated the SST ten-

dency as its change in ±2 weeks, since their focus was the

weekly time scale. Since this study attempts to analyze the

air–sea relationship over various time scales, the approach

using the SST tendency was not adopted.

For convenience, both Qnet
; and SST are expanded into

Fourier series as Qnet
; =

P
x QSWn

; (x)eixt and SST =
P

x

SSTs(t,x) =
P

x SST0(x)eix t (i ¼
ffiffiffiffiffiffiffi
�1
p

). Substituting on

Eq. (5) gives the following relationship:

SSTsðt;xÞ ¼
1

xcpqD
Q#0ðxÞeiðxt�p=2Þ; ð6Þ

which indicates that the temporal change of the SST is

behind the Qnet
; change by a phase difference of p/2, if the

SST change is driven by atmospheric forcing at the fre-

quency x.

At this point, it is necessary to discuss the assumption of

neglecting temporal change of the depth scale D(t) in the

above derivation. Assuming that the temperatures in sur-

face mixed layer are same as SST with an exponential

profile below the surface mixed layer, vertical profile of

temperature T(z) can be expressed as,

TðzÞ ¼ SST ð0� z�DMÞ;
T0ecz ðDM� z�DBÞ;

�
ð7Þ

where DM = DM(t) is the thickness of the mixed layer, and

c (c\ 0) and T0 are constant parameters describing

stratification below the mixed layer. Substituting Eq. (7)

into Eq.(4), the depth scale is given by,

DðtÞ ¼ DM þ
T0

c
½ecDB � ecDM �

¼ DM þ
1

c
TðDBÞ
SST

� 1

� �
; ð8Þ

where T(DB) is the temperature at the bottom of layer for

calculating OHC. Since the framework in this study con-

siders surface flux only, if the depth DB is deep enough to

be free from surface forcing, it is reasonable to assume that

T(DB) is constant.

The temporal change of D(t) is mainly dependent on

the mixed layer depth DM(t) and stratification under the

mixed layer parametrized by c. For annual cycle of SST,

heat content (OHC) and potential energy in the upper

layer with a constant depth, Gill and Turner (1976) gave

an analytical solution for them including temporal change

of mixed layer depth. From their heating-up season’s

solution for well-developed mixed layer structure by

mechanical mixing, SST rising would stop after the

positive peak of OHC temporal change by phase differ-

ence of p/2. The positive peak of OHC temporal change

corresponds to the positive peak of Qnet
; in the framework

of this study. They also showed that the analytical solu-

tion was consistent with the 4-year surface temperature

profile data of 250 m depth obtained by ships at a fixed

point in the North Atlantic. Therefore, it seems reasonable

to suppose that phase difference p/2 between Qnet
; and

SST could be indicative of the SST change controlled by

the Qnet
; for the annual cycle, even if the mixed layer

change is not negligible.

Next, let us turn to the assumption of constant D(t) for

shorter-temporal-scale changes of OHC than the annual

cycle. From the left hand side of Eq. (2), we obtain
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1

cpq
oOHC

ot
¼ o

ot
SSTðtÞDðtÞ

¼ DM �
1

c

� �
oSST

ot
þ SST

oDM

ot
: ð9Þ

This equation means that the OHC temporal change is given

by the mixed layer depth DM, SST and vertical structure of

the temperature below the mixed layer described by c. It

should be noted that the temporal change of OHC is not

dependent on the depth of layer DB in this simplified model.

A slow-varying time s in addition to normal time t is

introduced for describing fast- and slow-varying parts

for DM and SST as DM ¼dDMðsÞ þ D0MðtÞ and SST ¼
dSSTðsÞþ SST0ðtÞ: The slow-varying part dDMðsÞ and

dSSTðsÞ represent their annual cycles, whose amplitudes

are dominant in their variability. This assumption gives that

the quadratic terms of fast-varying part, D0MSST 0; is

negligible in the discusssion. The OHC temporal change

for time t can be rewritten as,

1

cpq
oOHC

ot
¼ dDMðsÞ �

1

c

� �
oSST0

ot
þdSSTðsÞ oD0M

ot
: ð10Þ

Introducing the slow-varying depth scale bDðsÞ �
dDMðsÞ � c�1; we obtain the SST tendency equation (Eq.

(5)) as,

oSST0ðtÞ
ot

¼ Q#netðtÞ
cpq bDðsÞ �

dSST

bDðsÞ
oD0M
ot

:

The second term in the right hand side can be neglected if

the following condition is satisfied;

1

dDMðsÞ � 1=c

oD0M
ot
� 1: ð11Þ

Under this condition, the SST tendency equation with

constant depth scale D (Eq. (5)) can be obtained for fast-

varying part, since temporal change of slow-varying depth

scale bD is negligible in the fast-varying equation. This

condition implies that if (1) the background mixed layer

depth dDM ðsÞ is large enough, or (2) the stratification below

the mixed layer -1/c is strong enough, the mixed layer

depth temporal change in short-term variation D0MðtÞ is

negligible. Since the amplitude dDMðsÞ of annual cycle

would be dominantly large compared to the shorter-tem-

poral-scale changes of mixed layer depth in usual, the

condition (Eq. (11)) would be expected to be satisfied in

the oceans.

The appropriateness of this condition should be con-

firmed by using oceanographic data in future studies. In

this study, we limit the discussion to the Qnet
; –SST linear

relation with the assumption of constant D.

3.1.3 D-model

Another interpretation of Qnet
; and SST relationship from

Eq. (2) without forcing terms except for Qnet
; was given by

Murakami and Kawamura (2001), which was based on the

so-called D-model developed by Warren (1976) for

describing surface heat content in heating seasons. Heat

transmission from the ocean surface into deeper layers via

turbulence was taken into consideration in the mixed layer

model. The vertical heat diffusion can be represented by

the constant eddy diffusivity K (m2s-1),

oTðz; tÞ
ot

¼ K
o2Tðz; tÞ

oz2
: ð12Þ

The eddy diffusivity expression KqT/qz is introduced to

parametrize the vertical heat flux by turbulence w0T 0; where

w0 and T 0 are vertical velocity and temperature fluctuations

induced by smaller turbulence (Thorpe 2007). From Eqs.

(2) and (3) with neglecting forcing terms excepting Qnet
; , the

relationship between T(z, t) and Qnet
; is described as

qcp

Z
oTðz; tÞ

ot
dz ¼ Q#net: ð13Þ

The boundary conditions at the surface and deep ocean are

given as

oTðz; tÞ
ot

! 0 at z!1; ð14Þ

Tð0; tÞ ¼ SSTðtÞ: ð15Þ

As previously discussed, Qnet
; is expanded into Fourier

series and forcing terms except for Qnet
; in Eq. (2) are

neglected. For the vertical temperature profile, the Fourier

expansion with assumption of exponential vertical profile

is adopted as T(z,t) =
P

xT0 eaz eixt.

Substituting these expansions into Eqs. (2), (3) and (12)

with boundary condition of Eq. (14), the parameters a and

T0 are given as,

a ¼ �ð1þ iÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x
2KðxÞ

r
; ð16Þ

T0 ¼ ð1� iÞQðxÞ
xqcp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x

2KðxÞ

r
; ð17Þ

where K(x) is the eddy diffusivity at each frequency x.

This expression is predicated on the following: the scales

of T 0 and w0; which contribute eddy diffusion to the fluctu-

ation with frequency x, should be shorter than those that are

of direct interest in discussing frequency x. The threshold

for dividing these scales would be determined by the fre-

quency x itself. Therefore, eddy diffusion K, which is

introduced for parametrization of w0T 0; would be a function

of x.
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Substituting these parameters into Eq. (15), the SST

equation is given as,

SSTsðt;xÞ ¼
1

cpq

ffiffiffiffiffiffiffiffiffiffiffi
x

KðxÞ

r
Q0ðxÞeiðxt�p=4Þ: ð18Þ

This equation advocates that the phase difference between

the SST and Qnet
; would be p/4 if Qnet

; drives the SST

change.

3.1.4 Summary of theoretical hypothesises

The approach using the phase difference for analysis of the

air–sea local relationship has the advantage of being free

from the problem of temporal step in the SST tendency

approach. Konda et al. (1996) studied the phase difference

between SST and the latent and sensible heat fluxes for

describing which controls the biennial variation of the air–

sea interaction. Wang and Enfield (2001) discussed the

phase difference between NHF and SST for annual varia-

tion in the tropics. This study adopts the phase-difference

approach to describe the relationship between SST and

Qnet
; for various temporal scales.

The Eq. (6) and phase difference p/2 would correspond to

SST variability accompanied by well-developed mixed

layer, since the OHC would be well correlated with its

overlaying SST in such a condition. Therefore, the cooling-

down phase of the surface layer (qOHC(x)/qt \ 0) would

be characterized by Eq. (6) and phase difference p/2. The

Eq. (18) and phase difference p/4 would correspond to the

heating-up phases (qOHC(x)/qt [ 0), in which very shal-

low stratification within the uppermost several meters to

tens of meters depth is formed. However, in longer time-

scale changes, the mechanical mixing by winds or buoyancy

effects by atmospheric cooling, with a shorter time scale

than that of the discussed time scale x-1, would destroy the

very shallow stratification within the appropriate time step

Dt for the time scale x-1 (e.g., monthly time step Dt for

annual cycle; e.g., Cayan 1992; Wu and Kinter 2010). An

approximation using a mixed layer structure with the same

temperature as SST could be applied to such time scales

even in heating-up phases. On the other hand, the relation-

ship of Eq. (18) and phase difference p/4 would be possible

if the vertical mixing mechanisms by atmosphere did not

occur in a cycle of the discussed frequency x. Consequently,

the phase difference p/4 would be found more frequently in

the shorter time scales than in the longer time scales, and the

phase differences in the longer time scales would be con-

centrated near p/2. While it could be one of the cut-off

frequencies for scale-division for the OI procedure, we are

not concerned in this study with this phase change in time

scales, since the data processing (3-day running mean for

SST) and weekly OISST used in reanalysis data would

obscure the phase changes in short time scales.

In this study, the positive phase differences around

[p/4,p/2] between Qnet
; and SST will be regarged as an

indication of SST change controlled by Qnet
; , as a whole.

This paper is intended as an investigation of their relation-

ships with negative phase differences, which suggests that as

the SST change would be controlled by other effects (Av, Vm

and Ds in Eq. (2)). These SST changes controlled by oceanic

forcing would have small-spatial-scale features. The periods

of fluctuations, seasons and areas with these negative phase

differences come within the scope of this paper.

3.2 Wavelet transform

We employed a wavelet transform to decompose the

Qnet
; and SST time series in order to investigate their

temporal characteristics. Wavelet analysis can provide

information about localized power variations within a time

series. The Morlet mother wavelet was adopted in this

study. Torrence and Compo (1998) and Murakami and

Kawamura (2001) introduced wavelet analysis for ocean-

ographic data. Torrence and Webster (1999) and Grinsted

et al. (2004) introduced a calculation method for the cross

wavelet transform, wavelet squared coherency, and phase

difference dh from two time series for comparison.

In this study, a positive phase difference, dh[ 0, was

defined as the SST change lagged behind the downward

NHF (Qnet
; ). The wavelet squared coherency is used to

identify both the frequency band and time intervals within

which two time series are co-varying. Hereafter, the term

‘‘wavelet coherency’’ refers to the wavelet squared

coherency.

As indicated by Eqs. (6) and (18), a positive phase

difference dh[ 0 around dh = p/4 to p/2, therefore, can

be expected as an indication of atmospheric control of the

SST during the period and time of the wavelet analysis.

Figure 2 shows an example of the wavelet power spectra

for Qnet
; , SST, wavelet coherency, and dh between them,

which were obtained from time series at 40�N, 170�E. The

shaded area in time-frequency space indicates a ‘‘cone-of-

influence’’, in which zero padding influenced the variance.

In the following section, the wavelet analysis from 2004 to

2009 will be discussed to avoid any edge effects of the time

series. Those in periods shorter than a weekly cycle are not

shown, since the 3-day running mean in the SST time series

reduced the variability in the shorter period bands. The

variances at intra-seasonal to semi-annual (about 200-day)

period bands showed interannual changes in both Qnet
; and

SST. At the annual cycle, Qnet
; and SST showed significant

coherency for all the analyzed time periods. For the most

parts, at the intra-seasonal to semi-annual bands, the

wavelet coherency was higher than 0.8, with some intervals

of low coherency. Phase differences were generally posi-

tive, which means that SST changes lagged behind those of
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Qnet
; , while negative phase differences were found in part

of the intra-seasonal to semi-annual bands. In the following

section, only the phase differences when the wavelet

coherency was significant will be discussed.

3.3 EM ? GMM clustering

Usually, the phase difference and its seasonal dependence

between Qnet
; and SST are gradually distributed without an

apparent boundary, where the relationships between them are

drastically changed. For classifying the results from wavelet

analysis, an expectation-maximization (EM) ? Gaussian

mixture model (GMM) clustering (Bilmes 1998) was adopted

in this study. A mixture model M, which has K clusters iden-

tified by Clðl ¼ 1; . . .;KÞ in the model, assigns a probability to

a data point described by a d-dimensional vector x as follows:

PðxjMÞ ¼
XK

l¼1

WlpðxjCl;MÞ; ð19Þ

where Wl is the relative weight of cluster Cl in the model

(
P

lWl = 1), and pðxjCl;MÞ is the density function of

cluster Cl. In this study, the individual component densities

of the mixture model are assumed to be multi-variate

Gaussians (GMM):

pðxjCl;MÞ ¼N ðxjll;RlÞ

¼ 1

ð2pÞd=2jRlj1=2
exp

"
�1

2
ðx�llÞTR�1

l ðx�llÞ
#
;

ð20Þ

where ll is a d-dimensional mean vector and Rl is d 9 d

covariance matrix of the cluster Cl. For the core area of each

cluster, we define the interior of the ellipse by the relation

1=2ðx� llÞTR�1
l ðx� llÞ ¼ 1: In this study, the data points

from the wavelet coherent analysis are distributed on the

plane of the phase difference dh between Qnet
; and SST, and

season (day-of-year: DY): d = 2 and x ¼ ðdh;DYÞT : Note

that both dimensions are cyclic in this case. Covariance

matrix R�1
l for each cluster was given by variances of dh and

DY (rdh, l
2 , rDY, l

2 ) and covariance between them rdh, DY, l
2 .

The number of clusters K was determined by the statistical

criteria described later. The EM algorithm finds locally

optimal solutions maximizing the likelihood of the data

given in the model. GMM parameters (mean ll, covariance

matrix Rl and weight Wl) are computed by EM as follows:

1. Initialize the mixture model parameters, producing a

current model. The number of estimated clusters K is

assumed at this initial step.

2. E-step: compute posterior probabilities of data items,

assuming the current model (Eqs. (19) and (20)).

3. M-step: update the model parameters (ll;Rl; and Wl)

based on posterior probabilities from the 2nd step. A

new model is produced.

4. If the current and new models are sufficiently close,

terminate the process. If not, go back to step 2.

To determine the convergence at the 4th step, the

Bayesian Information Criterion (BIC; Schwarz 1978) was

used. The BIC is defined as,
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Fig. 2 Examples of wavelet

transform for SST and NHF

from AMSR-E and MERRA

time series at 40�N, 170�E.

a, b Wavelet power spectra

(using the Morlet wavelet) of

the downward NHF and SST,

respectively. The shaded
regions indicate the ‘‘cone-of-

influence’’, in which zero

padding reduced the variance.

c, d The wavelet coherency and

phase difference between the

downward NHF and SST. The

broken contour is the 5 %

significance level from a Monte

Carlo simulation of wavelet

coherency between 10,000 sets

of a white-noise time series.

A positive phase difference

means that the downward NHF

changes led those of SST
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BIC ¼ �2 ln Lþ k ln N; ð21Þ

where ln L is the log-likelihood function of all the clusters,

N is the number of data points, and k is the number of the

parameters to be estimated, which is proportional to

the number of clusters K in each iterative estimation. The

iteration is stopped if the difference of the BIC between the

current and the next model is small enough. The obtained

local minimum BIC, which would be dependent on the

initial parameters, is checked by iteration results starting

from several different initial parameters.

From the final BIC scores of iterations using all models

(K ¼ 1; 2; 3; . . .), the appropriate number of clusters K is

selected under the condition of optimizing the BIC. The

optimization of the BIC for giving the number of clusters in

the estimation is a similar technique to that used in

X-means clustering (Pelleg and Moore 2000), which

improved the K-means clustering method by integrating

automatic determination of the cluster number.

4 Results

The probability density functions (PDFs) of the phase

relationship between the Qnet
; and SST coherent variation

for all periods for whole studied area are summarized in

Fig. 3. The PDF was normalized by all the data, including

both coherent and non-coherent variations in each period.

Except for an annual cycle band, the coherent variations

between them account for about 50–60 % of the total. An

exception was found in the 102-day period band, at which

the ratio of coherent variation was less than 50 %. The

decreases in the coherent variation in this band were mostly

found (figure not shown) in the winter to early spring

(January to May) in the Bering and Okhotsk Seas, in which

the maximum ratio of incoherent variation in each spatial

grid was up to 80 % in March. These remarkable seasonal

changes were found in a period band from 102-day period

to 132-day period. It would be associated with the freezing

and melting of sea ice, which emits and absorbs heat fluxes

without substantial surface temperature change at the

beginning and end of the sea ice season, respectively.

Figure 4 shows the PDFs for five different areas in the

North Pacific. The Kuroshio core area (Fig. 4a) was

defined as the grid with a slope of mean absolute dynamic

topography (Fig. 5b), which is available from Archiving,

Validation and Interpretation of Satellite Oceanographic

(AVISO), was larger than 30 cm/100 km. The PDFs shows

regional dependencies in the various time scales. In the

following, the regional dependencies will be described in

detail for three time scale bands: (1) annual cycle (200- to

400-day period) band, (2) shorter (7-day to 100-day period)

band, and (3) intra-annual (100- to 200-day period) band.

The percent variances of each band were (1) 71.4 %, (2)

9.60 %, (3) 19.0 % for Qnet
; , and (1) 81.2 %, (2) 10.1 %,

(3) 7.87 % for SST.

For the annual cycle (200- to 400-day period) band, all

data show coherent variation between Qnet
; and SST. The

center of the PDF for the phase differences between them

was located around p/3 and the width of the PDF was

confined to the range of [p/5,p/2]. This suggests that the

air–sea flux would principally control the SST annual cycle

in the North Pacific. However, the distribution of the mean

phase difference at each spatial grid (Fig. 5) suggested that

ocean currents would be associated with the modulation of

the annual SST cycle in particular areas. In the central and

eastern North Pacific, the phase difference ranged from

2p/5 to p/2. In contrast, the phase difference in the pole-

ward currents (the Kuroshio and Alaska currents) was less

than 2p/5, and as low as p/5 in the areas around Taiwan

and off the western coast of British Colombia and Wash-

ington states. While the poleward currents off the western

coast of the US were not clear from the annual mean sea

surface height (Fig. 5b), it is known that the poleward

surface coastal current (Davidson current) is formed in
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Fig. 3 PDFs of phase differences between NHF and SST for all

periods. a Frequency diagram of the phase difference between the

downward NHF Qnet
; and SST for whole area in this study. The color

shows the ratio (percentage) of data with significant coherency in

each p/36-phase bin to the total data (2.65 9 107). b Red ? blue the

percentage of data with significant coherency to the total data number

in each period. Red the percentage of data number with significant

coherency and a positive (p/5–2p/3) phase difference, which suggests

that NHF would control SST changes
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wintertime and flows from northern California to southern

British Columbia (e.g., Hickey 1989). This suggests that

the heat conveyed by the poleward currents could advance

the seasonal progress of the SST by p/10 to p/5 (about

15–40 days) earlier than that driven by Qnet
; alone.

In the shorter (less than 100-day period) band, the major

part of the phase relationship between Qnet
; and SST was

concentrated in the positive phase difference, which

implies that the SST variability would be controlled by

Qnet
; in this band. The coherent variations in this band were

relatively more infrequent in the Kuroshio and Kuroshio/

Oyashio Mixed Water Region (Fig. 4a, c) than those in the

subpolar and subtropical oceans (Fig. 4d, e). A part of

causes for these phenomena might be due to the strong

currents and mesoscale eddy activity in these areas, which

would change SST by their heat advection. The advection

effect would decrease the coherent variations between

Qnet
; and SST. Another cause might be due to the low-

resolution SST used in the MERRA reanalysis for ocean

surface boundary condition, which would blur the meso-

scale or smaller structures of SST by currents and eddies

(the Appendix gives the evaluation of the SST difference

between Reynolds et al. (2002) and AMSR-E unfiltered

data.). The SST errors in the low-resolution dataset might

modify the heat fluxes to unrealistic values. As a result, the

coherent variations between Qnet
; and SST would be

decreased in these areas.

The negative phase difference was extremely rare in the

intra-seasonal (30- to 100-day periods) band. In the weekly

to monthly (less than 30-day periods) band, the center
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Fig. 4 Frequency diagram of the phase difference between the

downward NHF Qnet
; and SST for areas shown in the bottom-right

map. a the Kuroshio core area (see text for area definition), b the

Kuroshio recirculation region (south of Kuroshio and lat. C25�N,

132�–150�E), c the Kuroshio/Oyashio Mixed Water Region

(37�–42.5�N, 140�–150�E), d subtropical, and e subpolar areas

(25�–32.5�N, 170�E–140�W, and 40�–47.5�N, 170�E–140�W,

respectively)
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phase difference of the PDF became smaller (approaching

to p/5) with decreasing periods of fluctuation. It would be

expected that this phase difference shift could express the

time-scale boundary between hypothesises of phase dif-

ferences p/2 and p/4 discussed in Sect. 3.1.4. However,

due to the 3-day running window in the AMSR-E SST data

processing and the Reynolds weekly SST used in the

MERRA reanalysis processing, it is not possible to discuss

the phase difference shift precisely from p/2 to p/5 (less

than about 5-day differences) in the shorter period band

from these datasets.

In intra-annual (100- to 200-day period) band, a mod-

erate fraction of the coherent variances between Qnet
; and

SST showed negative phase difference, which means that

the upward NHF from the sea surface was large (small)

when SST was high (low). This negative phase differences

appeared in a specific season and location. In the Kuroshio,

Kuroshio recirculation region, and Kuroshio/Oyashio

Mixed Water Region (Fig. 4a–c), negative phase difference

cores were found in the intra-annual band. On the other

hand, cores of phase differences were located in the [0,p/2]

in the subtropical and subpolar oceans (Fig. 4e). Figure 6

shows the frequency distribution of the coherence variation

in the phase-difference–season space, for a 157-day period.

Ellipses with black lines are the result of EM?GMM

clustering with cluster number K = 5, in which the BIC

has a local minimum value. A remarkable cluster, hereafter

called cluster A, was found from February to May, with a

negative phase difference at [-p, -p/3]. The relative

weight Wl of this cluster A to the total number was 16.6 %.

Figure 7 shows the spatial distribution of the appearance

probability of elements (ratio of the duration of this phe-

nomenon and the total duration) belonging to this cluster A

in each grid. These phenomena frequently occurred in the

western North Pacific and its marginal seas (East China

Sea, Japan Sea and Okhotsk Sea). The areas with especially

high probability, up to 40 %, were these marginal seas,

recirculation regions and the adjacent areas of the Kuro-

shio, the Kuroshio Extension, and the Oyashio. The small

core was located at 30�N, 170�E. Another core with

moderate probability was found at 25–30�N, 160–130�W

in the central North Pacific. Figure 8 shows the PDFs of the
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phase relationship between the four components of the

downward NHF (QSWn
; , QLWn

; , -QSH
: and -QLH

: ) and SST

in the area where the appearance probability of the cluster

A was above 15 %. A high probability of negative phase

differences between flux and SST, which means that the

upward flux component was large (small) when SST was

high (low), was found in the intra-annual band for short-

wave radiation and sensible heat flux. A small probability

of phase differences around -p appeared in the intra-

annual band for the latent heat flux. At the intra-annual

band, the variance ratios of the four components compared

to Qnet
; in the areas with especially high probability of

Qnet
; –SST negative phase differences were |QSWn

; |2/

|Qnet
; |2 = 66.4 %, |QLWn

; |2/|Qnet
; |2 = 29.0 %, |QSH

: |2/|Qnet
; |2 =

23.5 %,and |QLH
: |2/|Qnet

; |2 = 45.4 %, respectively. It sug-

gests that the shortwave radiation might be associated with

the negative phase relationship between Qnet
; and SST at

the intra-annual band in the area.

The zonal spatial scale of the SST in the intra-annual

(100- to 200-day periods) band, which was extracted from

the original SST time series using a wavelet filter at each

grid, was distributed as shown in Fig. 9a. In the area where

the negative phase differences were often found, the spatial

scale was about 50–150 km. Therefore, it is reasonable to

suppose that the SST disturbances in the intra-annual band

generally had mesoscale oceanic features, where the SST

and Qnet
; frequently had negative phase relationships. An

exception is the Kuroshio recirculation region, in which the

zonal scale was around 300 km. Then, it is suggested that

the intra-annual variability of the SST in the recirculation

region would fluctuate over the extensive spatial scale. In

other areas, where the negative phase differences between

Qnet
; and SST were not frequent in the intra-annual band,

the zonal scales were over 200 km. Figure 4d, e show that

the phase differences in these mid-oceans were around

[0,p/2], indicating the SST controlled by atmospheric

forcing (NHF). The zonal spatial scales for shorter (less

than 100-day period) band, shown in Fig. 9b, were from

200 to 350 km in most of the North Pacific.

It suggests that SST variability at the shorter band might

be controlled by atmospheric disturbances, whose spatial

scales would be significantly larger than those of oceanic
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downward heat and radiation fluxes and SST for areas in which the

incidence of cluster A (Fig. 7) is above 15%. a downward net shortwave

radiation (QSWn
; ), b downward net longwave radiation (QLWn

; ), c down-

ward sensible heat flux (-QSH
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disturbances. This was also suggested by phase difference

between Qnet
; and SST (Figs. 3, 4).

The small zonal scales in the range of 100–200 km were

distributed in the Japan Sea, the Yellow Sea, the Kuroshio/

Oyashio Mixed Water Region, and the coastal oceans of

the Aleutian Islands. In these areas, it is suggested that

small-scale perturbations with short temporal periods

would be active, as compared to other areas in the North

Pacific. The relatively small-scale perturbations in atmo-

sphere would be dominant in these coastal and marginal

seas, due to land influence on the atmospheric disturbances.

5 Summary and discussion

The local phase relationship between the NHF and SST in

the North Pacific was investigated. By employing the

wavelet transform method, relationships at various tem-

poral scales over weekly to annual cycle were simulta-

neously revealed. In this study, a positive phase difference

was defined to indicate that the change of downward NHF

leads that of SST; NHF would control the SST variations at

the given time scale and duration.

In the annual cycle, it was suggested that the NHF

would predominantly control SST change, which was

indicated by the positive phase difference around [p/5,p/2].

The positive phase differences were also predominant in

weekly to intra-seasonal (less than 100-day period) bands.

On the other hand, in the intra-annual (100- to 200-day

periods) bands, a part of the coherent variation between

two parameters showed negative phase differences, which

suggested that SST changes would affect the air–sea

interaction, in the western North Pacific and winter-to-

spring seasons. The spatial scales in these intra-seasonal

and intra-annual bands were found to be contrasting; the

former was over 200 km except for the Japan Sea and

Kuroshio/Oyashio Mixed Water Region, while the latter,

where the negative phase differences were frequently

found, ranged from 50 to 150 km. The results shown here

would be associated with the seasonal dependencies found

in the decorrelation scale of the SST anomaly by Hosoda

and Kawamura (2004, 2005). Vallis (2006) noted that, with

a typical deformation radius in the atmosphere of

1,000 km, non-dimensional frequency of unity for Rossby

wave in the atmosphere corresponds to a period of about

7 days. In the mid-latitude ocean with a deformation radius

of 50 km, a non-dimensional frequency of unity for Rossby

wave in the oceans corresponds to a dimensional period of

about 100 days. Non-dimensional velocities of unity cor-

respond to respective dimensional velocities of about

0.25 ms-1 (ocean) and 10 ms-1 (atmosphere). Since SST

fields are affected by both atmospheric and oceanic dis-

turbances in parallel, it would be reasonable that the

discrepancy of spatial scales in SST variations were found

between the intra-seasonal and intra-annual bands men-

tioned above. It can be concluded that the clear disparity

between the intra-seasonal and intra-annual variations

would be helpful for determining at least one of the

appropriate cut-off frequencies for the scale-dividing

method in the OI procedure for SST.

The phenomena of SST variability in time and fluctua-

tion periods are highly dependent on the analyzed areas.

Therefore, the results shown in this study for the North

Pacific would not be applicable for other oceans. For

example, the eastern tropical Pacific, in which it is well

known that the SST changes air–sea interactions, would

have different temporal characteristics for SST and heat

flux changes. The appropriate cut frequency for the scale-

dividing method should be obtained by individual analysis

for each ocean, based on the method used in this study.

The spatial scales of SST temporal changes in the intra-

annual bands suggests their association with the mesoscale

variability in the oceans, including mesoscale eddies,

meanders or path variations of currents, and vertical mix-

ing. From altimetric observations of sea surface height

(SSH) in the North Pacific, it has been reported in recent

decades that mesoscale variability is active in the intra-

seasonal to longer time scales. Adamec (1998) found

modulation of the Kuroshio Extension with a time scale of

90–110 days. Ebuchi and Hanawa (2000) pointed out that

the altimeter-derived SSH anomaly has a broad band of

energy with several peaks at periods between 45 and

180 days. Kashima et al. (2009) showed that the Kuroshio

path had quasi-periodic modulation by mesoscale eddies

with 100- to 150-day time scales. Kobashi and Kawamura

(2001) showed that the dominant temporal scale of the SSH

in the subtropical gyre is 65–220 days, and that energetic

area with this time scale is distributed in the western and

central (elongated to 160�W in the south of 30�N) North

Pacific. From SSH in the Kuroshio region, Schmeits and

Dijkstra (2002) discussed the statistically significant

propagating mode of variability with a time scale of

7 months. The SST disturbances with intra-annual periods

and spatial scales of O (100 km) derived in this study

would be associated with the SSH variability revealed by

previous studies.

Negative phase differences (around -p to -p/3)

between the downward NHF and the SST in the intra-

annual bands, found in the wintertime western North

Pacific, mean that the upward NHF reached a positive

(negative) peak when the SST achieved a positive (nega-

tive) peak. This relationship suggests that the SST would

affect NHF changes, since the SST should decrease when

upward NHF was positive, under the condition of NHF

dominance of the air–sea interaction. While in most of the

mid-latitude oceans NHF variability is controlled by the
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atmosphere (Cayan 1992; Frankignoul and Kestenare

2002), it has been pointed out that the ocean heat content

and SST become more important in determining anomalies

of heat fluxes in the western boundary current regions

(Frankignoul and Kestenare 2002; Tanimoto et al. 2003).

Tokinaga et al. (2009) reported from in situ and satellite

observations that the heat release from winter sea surface

caused strong vertical development of clouds in the

southern flank of the Kuroshio Extension. Sugimoto and

Hanawa (2011) reported that high SST anomalies with

mesoscale structure detached from the Kuroshio Extension

affect the NHF in the Kuroshio/Oyashio Mixed Water

Region in wintertime. The negative phase difference

cluster in this study would be consistent with these previ-

ous research. Especially, it seems reasonable that Tokinaga

et al. (2009)’s results might be associated with one of the

possible mechanisms for the negative phase differences

between net shortwave radiation and SST found in this

study.

In the EM ? GMM clustering (Fig. 6), three consecu-

tive clusters were estimated in the phase difference of [0,p/

2]. Fundamentally, a more plausible clustering result would

be to unify these three clusters into one cluster with large

rDY, which would be comparable to the whole temporal

length for DY (1 year). This hypothetical ‘‘appropriate’’

cluster combined from the analyzed three clusters would

not have a structured outer side of a Gaussian equation in

the season dimension (DY) because of the cyclic condition

for DY. Since the EM ? GMM clustering could not

express the characteristics for such a long rDY cluster by

one Gaussian function, the hypothetical ‘‘appropriate’’

cluster would be described by linear superposition of a few

clusters, in which cluster number K = 5 including other

clusters was optimum. The clustering method for cyclic

dimensional data is required to be developed for this

research.

This study investigated phase differences between NHF

and SST under an assumption of their simple linear rela-

tionship using the wavelet transform method. Nonlinear

processes, including temporal change of the depth scale

D(t) of Eq. (4) for Cayan’s (1992) model, were not dis-

cussed. Since the depth scale D(t) would depend on SST,

the relationship between NHF and SST should be more

complicated even in the cooling phase than Cayan’s (1992)

model. From the results revealed here, the future direction

of this study will be one that encompasses both linear and

nonlinear processes for describing heat content change in

upper ocean.

Because of the data processing (3-day running mean) in

the AMSR-E SST and weekly OISST data used in the

MERRA reanalysis, phenomena with time scales of less

than a weekly period were not discussed in this study. In

addition, smaller spatial scales of less than 50 km were not

available from these two datasets. Especially, atmospheric

reanalysis data using at least moderate resolution

O (50 km) of SST for boundary condition are required for

permitting or resolving oceanic eddy fields to discuss the

coherent and incoherent variation of heat fluxes and SST

even in the intra-annual to shorter period bands. The latest

Reynolds OISST (Reynolds et al. 2007) dataset, based on

AMSR-E and AVHRR blended data, is one of the candi-

dates for the more appropriate boundary conditions

(Appendix). For similar reasons, a detailed discussion of

weekly to monthly time scales, in which the phase differ-

ences shifted to smaller phase difference in shorter time

scales, could not be undertaken in this study. Advection

heat transport by geostrophic and non-geostrophic (e.g.,

Ekman) currents and vertical effects with dissipation were

also not fully considered to simplify the analysis. To dis-

cuss these remaining problems, including the heat transport

effect by poleward currents, suggested by phase difference

map of annual cycle, and the driving mechanism in the

SST-leading changes in the wintertime on the intra-annual

time scale, three-dimensional data with higher spatial and

temporal resolution for both oceanic and atmospheric fields

are required.
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Appendix: Difference between Reynolds OISST

and AMSR-E un-filtered SST

The MERRA used weekly- and 1�-resolution OISST

product of Reynolds et al. (2002) for boundary condition of

the ocean surface. It is suggested that the low resolution

with optimal interpolation using large de-correlation scales

would blur mesoscale structures of ocean surface.

Figure 10 shows the spatial distributions of root-mean-

square difference (RMSD) between Reynolds OISST and

AMSR-E SST. The SST differences were calculated using

data from January 1, 2003 to December 31, 2010. The

3-day running mean were adopted for AMSR-E SST to

fulfill the gaps in the dataset. Two Reynolds OISST data-

sets were compared with the AMSR-E SST: (1) the pre-

vious version Reynolds OISST (RSST02; Reynolds et al.

2002, weekly, 1� resolution), which was used for boundary

condition in MERRA, and (2) the latest version Reynolds

OISST based on blended AVHRR and AMSR-E (RSST07;
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Reynolds et al. 2007, daily, 0.25� resolution). For RSST02,

nearest-neighbor method was adopted for interpolating

low-resolution SST data into AMSR-E grid (daily, 0.25�)

before comparison. Large differences between RSST02

and AMSR-E SST, which were up to 2.0�C, were found in

the western North Pacific, especially at the northern side of

the SST fronts (the Kuroshio in the eastern China Sea,

subarctic front in the Japan Sea, and Kuroshio/Oyashio

Mixed Water Region). Even if the monthly averaging

without spatial smoothing was adopted for both RSST02

and AMSR-E SST datasets, these SST differences in the

western North Pacific were reduced by only 0.2–0.4�C

(figure not shown). Therefore, it is suggested that the dif-

ference would be due to low spatial resolution in RSST02,

which might affect the estimation of flux variability even in

low-frequency bands.

In the comparison between RSST07 and AMSR-E SST,

these differences were reduced to 1.0�C or less. It could be

expected that the atmospheric reanalysis products using the

AMSR-E and AVHRR blended RSST07 would improve

their estimation of ocean surface fluxes in the near future.
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