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Abstract The purpose of this study is to empirically address
questions pertaining to the effects of data screening practices in
survey research. This study addresses questions about the im-
pact of screening techniques on data and statistical analyses. It
also serves an initial attempt to estimate descriptive statistics
and graphically display the distributions of popular screening
techniques. Data were obtained from an online sample who
completed demographic items and measures of character
strengths (N = 307). Screening indices demonstrate minimal
overlap and differ in the number of participants flagged.
Existing cutoff scores for most screening techniques seem
appropriate, but cutoff values for consistency-based indices
may be too liberal. Screens differ in the extent to which they
impact survey results. The use of screening techniques can
impact inter-item correlations, inter-scale correlations, reliabil-
ity estimates, and statistical results. While data screening can
improve the quality and trustworthiness of data, screening
techniques are not interchangeable. Researchers and
practitioners should be aware of the differences between data
screening techniques and apply appropriate screens for their
survey characteristics and study design. Low-impact direct
and unobtrusive screens such as self-report indicators, bogus
items, instructed items, longstring, individual response vari-
ability, and response time are relatively simple to administer
and analyze. The fact that data screening can influence the
statistical results of a study demonstrates that low-quality data
can distort hypothesis testing in organizational research and

practice. We recommend analyzing results both before and
after screens have been applied.

Keywords Data screening . Survey research . Research
methods . Data analysis . Research design . Insufficient effort
responding

Dr. Smith is interested in researching character strengths. She
decides to design her study using a series of self-report
questionnaires. For reasons of convenience, Dr. Smith enrolls
anyone she can in the study. Four of her participants are Kyle,
Jane, Kate, and Henry.

Kyle is a college sophomore with better things to do than
fill out a survey. In fact, Kyle’s only motivation for participa-
tion is to get extra credit for his psychology course. Kyle does
not even bother to read the questionnaire content, opting in-
stead to select the “middle” option for each item. After about
2 min of filling in bubbles, Kyle hands in his completed
survey and walks away with his extra credit.

Jane is a recent graduate who took Dr. Smith’s course when
she was in college. She is incredibly busy but decides to par-
ticipate as a favor to her former professor. Unfortunately, she
is late for a meeting and does not have time to complete the
questionnaire as thoroughly as she would like. Jane still wants
Dr. Smith to think highly of her, so she knows she cannot
leave questions blank or respond the same way to each item.
Jane’s compromise is to randomly select responses to make it
appear as if she were responding thoughtfully.

Kate is majoring in psychology and fascinated with all of
the fun tests she gets to take when she participates in psycho-
logical research. Kate’s intellectual curiosity prompts her to
“figure out” each test as quickly as she can. Kate is quite proud
of her ability to determine each test’s purpose within the first
few items. After that, it is simply a matter of selecting the
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responses that will make her appear to possess high levels of
all of the character strengths examined in Dr. Smith’s study.

Henry is an incredibly paranoid student who believes that
Dr. Smith secretly works for a nefarious government intelli-
gence agency. Henry is convinced that this study represents an
attempt by the government to profile all university students
across the country. But Henry is smarter than the government
officials. He knows that if he can make himself appear incon-
sistent, the government will not be able to use his information
for their reprehensible purposes. Henry pays close attention to
the content of each item to ensure that he selects different
responses to similar questions.

Kyle and Jane respond without considering the content of
the items. Kate and Henry respond in accordance with their
beliefs about how the questions will be scored and used. All
four participants seem unconcerned with providing responses
that accurately reflect their self-perceptions of character
strengths. Regardless of whether the participants are engaging
in content nonresponsivity or content-responsive faking (see,
Nichols, Greene, & Schmolck, 1989), the responses provided
by each participant reflect constructs that are not relevant to
the research Dr. Smith is attempting to conduct (see, Gallen &
Berry, 1996; Nichols et al., 1989; Paolo & Ryan, 1992).
Additionally, each of the four participants may be responding
in a manner consistent with a different irrelevant construct.

Should Dr. Smith use the data provided by Kyle, Jane,
Kate, and Henry? If Dr. Smith were to eliminate one or more
of these participants from his study, on what grounds should
she make this decision? What statistical techniques are
available for the identification of low-quality data? Would
the elimination of inattentive or purposively deceptive partic-
ipants affect the performance of the questionnaire? The
present paper addresses these (and other) questions using data
from an online sample.

Although the above examples may be extreme, variations
on these themes are common in research. Self-report surveys
are common in research on individual differences (Clark &
Watson, 1995; Schwarz, 1999). Participants in survey research
may exhibit a variety of response styles (Couch & Keniston,
1960; Cronbach, 1950). Some of these styles involve exerting
little effort when responding to questionnaires (Kurtz &
Parrish, 2001; Meade & Craig, 2012). Respondents like
Kyle and Jane exhibit insufficient effort responding (Liu,
Bowling, Huang, & Kent, 2013). Specifically, Kyle has an
invariant response style and Jane has a random response style.

Kate and Henry’s responses cannot be labeled as “insuffi-
cient effort.” Indeed, both of these participants put much
thought and effort into their responses. Nevertheless, their
data may be problematic in that these data do not reflect their
honest self-perception of their standing on the constructs
beingmeasured. Kate is “faking good” or exhibiting socially
desirable responding (Edwards, 1957). Henry, on the other
hand, is providing duplicitous or disingenuous responses.

Even though Kate and Henry are exerting effort, they are
not providing Dr. Smith with meaningful data.

Throughout this paper, we will use the term “low-quality
data” (LQD) to describe responses that fall into these
categories. LQD may take many forms in survey data, includ-
ing insufficient effort (e.g., random or invariant) or deceptive
(faking good or intentionally dishonest) responses. We make
no claim that all forms of LQD are equally egregious or harm-
ful to research. However, we assume that all forms of LQD are
less desirable and more harmful than honest, thoughtful, and
effortful responses.

Investigators have been aware of variations in data quality
for more than half of a century, but only a handful of articles
directly compare the performance of screening procedures
(e.g., Berry et al., 1991; Clark, Gironda, & Young, 2003;
Huang, Curran, Keeney, Poposki, & DeShon, 2012; Paolo &
Ryan, 1992). Early studies focused nearly exclusively on the
development and evaluation of linear composite data screens
used to detect random responding on the Minnesota
Multiphasic Personality Inventory, a measure consisting of
hundreds of dichotomous items used to detect clinical pathol-
ogies. Recent work has focused on comparing or categorizing
screening techniques for use in survey data (Bowling et al.,
2016; Credé, 2010; DeSimone, Harms, & DeSimone, 2015;
Huang et al., 2012; Huang, Liu, & Bowling, 2015; Maniaci &
Rogge, 2014; Meade & Craig, 2012).

Despite its long research history and recent renewed inter-
est, many questions about data screening remain unanswered.
For example, researchers disagree about the prevalence of
LQD, which screening techniques are most effective, and
the impact of screening on the results of statistical analyses.
The purpose of this paper is to identify and empirically
address research questions pertaining to data screening prac-
tices. Additionally, we examine distributional characteristics
of various screening indices and provide recommendations for
survey design and data analysis.

Methods for Detecting LQD

There are many methods available with the potential to iden-
tify various forms of LQD (see, Curran, 2016; DeSimone
et al., 2015). Some of these methods involve the direct
assessment of response quality, others involve unobtrusive
observation of respondent behavior patterns, and others
require the calculation of statistical indicators.

Direct Methods of Detecting LQD Direct assessment of re-
sponse quality involves the insertion of items into a question-
naire to determine whether or not respondents are exerting
sufficient effort. There are three types of items that can be
included in a survey to directly evaluate data quality, including
self-reported effort items (e.g., “I carefully considered each
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item before responding”; Berry et al., 1992; Costa &McCrae,
1997), “bogus items” (e.g., “I was born on February 30”;
Bagby, Gillis, & Rogers, 1991; Huang, Bowling, Liu, & Li,
2015), and “instructed items (e.g., “Please mark ‘slightly
agree’ for this item”). Participants are flagged as potentially
providing LQD if they indicate their responses are untrustwor-
thy, provide illogical responses to bogus items, or fail to
follow instructions in instructed items.

The major strength of direct data screening techniques lies
in their face validity. It is difficult to rationalize retaining a
participant’s data when that participant admits to exertingmin-
imal effort, when it is obvious that (s)he was not paying atten-
tion, or when (s)he fails to comply with instructions. The
primary weakness of these methods is their transparency.
There is ample evidence to suggest that motivated participants
are both able and willing to “fake good” on transparent self-
report measures (Ellingson, Sackett, & Hough, 1999; Leary &
Kowalski, 1990; Rosse, Stecher, Miller, & Levin, 1998; Snell,
Sydell, & Lueke, 1999; Zickar & Robie, 1999). Participants
who “fake good” or respond in a manner consistent with social
desirability or demand characteristics will likely also be
willing to respond to self-reported effort items in similar ways.

Bogus and instructed items are relatively straightforward.
Attentive participants will be able to determine the purpose of
these items and provide the “correct” responses. Bogus and
instructed items are useful for identifying inattentive partici-
pants, but may be less suitable for identifying respondents
who intentionally distort their responses. However, if survey
respondents know one another (or communicate online), it is
possible that some participants may be “warned” about the
presence and location of these items in a survey (Chandler,
Mueller, & Paolacci, 2014).

Unobtrusive Methods of Detecting LQD Unobtrusive
approaches involve evaluations of participant behavior during
the administration of the survey. Unobtrusive screens do not
require modifying the survey, are typically undetectable to
respondents, and are relatively simple to compute. The three
major unobtrusive methods involve recording response time
(Behrend, Sharek, Meade, &Wiebe, 2011; Berry et al., 1992),
the number of consecutive identical responses provided by the
respondent (“longstring”; Behrend et al., 2011; Huang et al.,
2012; Meade & Craig, 2012), and individual response vari-
ability (IRV; Dunn, Heggestad, Shanock, & Nels, in press).
Response time can be calculated on an entire questionnaire or
page-by-page, with the latter being more useful when
attempting to identify sporadic or local random responding.
The longstring index can be calculated separately for each
response option (see, Costa &McCrae, 2008) and is amenable
to use with various response formats when a set of consecutive
items share a common response format (e.g., Likert, true/false,
forced choice). IRV is conceptually related to the longstring
index and is defined as the standard deviation of a participant’s

responses to all items on a questionnaire (Dunn et al., in
press). Participants who respond to items too quickly, exceed
a predetermined number of consecutive identical responses, or
exhibit low response variability are flagged as potential LQD.

The major complication in implementing a response time
screen involves deciding what cutoff to use. There is little data
available to identify norms for response time, as these norms
will vary based on factors such as item length, participant
reading speed, and response format. Absent such norms, re-
searchers may opt to flag respondents based on a logical cutoff
point (e.g., faster than 2 s/item; Huang et al., 2012) or propor-
tions of LQD estimated in the literature (Dunn et al., in press;
Johnson, 2005; Meade & Craig, 2012).

Like the response time index, the long string and IRV indi-
ces do not have a well-defined cutoff. Although Costa and
McCrae (2008) provide scale-specific cutoffs for each
response option, the theoretical rationale for why it should
require more invariant “agree” responses than “strongly dis-
agree” responses to indicate LQD is not well justified. Dunn
et al. (in press) did not specify a cutoff value for IRV but note
that the screening technique works best when calculated on a
set of 25 to 150 items. The range of possible IRV values will
vary as a function of the number of items on a scale and the
number of response options available to respondents for each
item. The cutoff chosen should likely be dependent on the
nature of the scale. For example, the cutoff value for a uni-
formly positively worded scale measuring a single homoge-
nous construct should likely be higher than the cutoff score for
a multidimensional scale or one containing both positively
and negatively worded items (DeSimone et al., 2015).

Statistical Methods of Detecting LQD Statistical methods
require the calculation of indices based on individual response
patterns. Although statistical techniques are also unobtrusive,
they are considered a separate category due to the computa-
tional effort involved. While response time, longstring, and
IRV can be calculated in a single step (i.e., by calculating a
count or standard deviation), the computation of statistical
screens relies on more advanced statistics and multiple steps.
Statistical screens also require the analyst to make decisions
such as how to identify conceptually similar items, how to
divide a test, or which norm(s) to use.

Outliers are commonly flagged as potential LQD (Aguinis,
Gottfredson, & Joo, 2013; Anscombe & Guttman, 1960). One
outlier identification method appropriate for use with survey
data is the Mahalanobis distance (D; Mahalanobis, 1936), a
measure of the multivariate distance between an individual’s
response vector and the average response vector for all partic-
ipants who took the questionnaire (Meade & Craig, 2012;
Stevens, 1984). Respondents who are furthest from the
average response vector are flagged as potential LQD.

Other statistical methods typically involve attempts to
quantify the consistency with which respondents answer
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survey items. Examples of these methods include psychomet-
ric synonyms or antonyms (Bruehl, Lofland, Sherman, &
Carlson, 1998; Schinka, Kinder, & Kremer, 1997; Wetter,
Baer, Berry, Smith, & Larsen, 1992) and “personal reliability”
(Jackson, 1976). Psychometric synonyms and antonyms em-
pirically identify item pairs that have the largest positive or
negative (respectively) inter-item correlations to determine
whether participants are responding similarly to items with
conceptually similar content. Personal reliability examines
the similarity with which respondents answer items on two
halves of the same test (e.g., first/last half or even/odd items).
Inconsistent respondents are flagged as potential LQD.

Statistical approaches have many of the same benefits and
drawbacks as unobtrusive approaches in that they are unde-
tectable to respondents, yet lack well-defined cutoffs.
Consistency-based indices are effective at identifying random
responding (Berry et al., 1991; Pinsoneault, 2007). D is com-
putationally complex but seems to slightly outperform other
screening techniques when careless responses are randomly
distributed (see, Meade & Craig, 2012). Personal reliability
estimates require the two halves of the test (front/back,
even/odd) to be comparable and can only be used in unidi-
mensional tests (DeSimone et al., 2015).

Selection of Screening Techniques

The multitude of available screening options may seem
daunting, but there are a number of guidelines researchers or
practitioners can use to determine the most appropriate screen-
ing technique(s). It is important to emphasize that not all
screens are appropriate for use in all studies. The suitability
of screening techniques depends on survey design and
methodology (Curran, 2016; DeSimone et al., 2015; Dunn
et al., in press). For example, time-based screens require
survey administrators to measure the time required for each
respondent to complete the survey. As a result, time-based
screens are easier to implement in computer-based surveys
than paper-and-pencil surveys. Self-report and bogus or in-
structional items require insertion of additional items into a
survey. Introducing new items may disrupt survey flow or
affect respondents’ perceptions of the survey. The longstring
and IRV indices assume that consecutive items share the same
response scale. Personal reliability coefficients are most ap-
propriate when there are a large number of unidimensional
scales containing a large number of items.

Each screening technique differs in calculation and relies
on somewhat different assumptions. As a result, each screen-
ing technique is designed to be sensitive to a slightly different
form of LQD. For example, the longstring and IRV indices
would certainly flag Kyle’s survey-long string of “middle”
responses. Additionally, Kyle’s speed of completion would
likely appear conspicuous to a researcher examining a

response time indicator. Since Jane was pressed for time, she
also may be flagged by a time-based screen. Jane’s random
responding may be flagged using a bogus or instructed item
screen or negatively impact her personal reliability.

Participants like Kate may employ cognitive shortcuts such
as skimming the items or trying to “figure out” the test. If Dr.
Smith used homogeneous scales in which all items were
scored in the same direction, then Kate’s responses would
likely all fall on the extreme ends of the response options. If
this were the case, then the longstring index would flag Kate’s
responses as LQD. If Kate’s responses were dissimilar to the
mean sample responses, then D would identify her responses
as LQD. Henry’s paranoid pattern of responses has the poten-
tial to be flagged by a number of indices of LQD. His inten-
tional inconsistency may be detected through the use of per-
sonal reliability or psychometric synonyms. His intentional
dissimilarity to the normative response pattern would be cap-
tured by D.

As Schmitt and Stults (1985) note, LQD may take multiple
forms. Participants may demonstrate insufficient effort by
responding randomly or invariantly. Other participants may ex-
hibit response biases such as acquiescence, social desirability, or
demand characteristics. These biases may yield responses that
are a function of both content-dependent and content-irrelevant
constructs (cf. Cronbach, 1950; Frederiksen, 1965; Messick,
1960; Orne, 1962).

Research Questions

The presence of participants who exert insufficient effort or
content-irrelevant variance in their responses is undesirable in
survey research. No single screen is capable of flagging each of
these types of LQD. Therefore, researchers and practitioners
can benefit from developing a better understanding of the types
of screening techniques available, how they interact with one
another, and the effects that they have on data and analysis.
This paper examines five research questions in an effort to
better understand the impact of using various screening
techniques on the data analysis process.

The Prevalence of LQD The prevalence of LQD is a difficult
but important issue to address. Estimates of the prevalence of
careless responding vary widely. Costa and McCrae (1997)
report that less than 1% of respondents admit to answering
dishonestly. Other estimates are much higher, including rates
of partial random responding as high as 60% (Berry et al.,
1992). Most estimates range between 5 and 15% (see,
Meade & Craig, 2012). Estimates of LQD rates are likely to
be a function of the screening techniques employed by the
data analyst. As a result, we will attempt to determine how
estimated rates of LQD may be influenced by the selection of
screening techniques.
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Research question 1: Do data screening techniques differ
in the proportion of participants flagged?

Are multiple data screens redundant in the participants they
flag? There are many reasons why participants may provide
LQD and many tools with which the researcher can identify
LQD. Although each tool uses a different technique to identify
potentially problematic response patterns, some rely on simi-
lar logic. For example, psychometric synonyms and personal
reliability are both designed to identify participants who dem-
onstrate response inconsistency. As a result, we expect the
psychometric synonyms and personal reliability indices to
be positively correlated. In contrast, the longstring index
identifies participants who demonstrate too much response
consistency and would be expected to correlate negatively
with psychometric synonyms and personal reliability.
Similarly, the longstring index should be related to IRV, as
long sequences of identical responses will yield lower re-
sponse variance.

Because conceptually similar screens differ in the
operationalization of LQD, no screening technique is expect-
ed to be entirely redundant with any other technique. One
method of determining whether screening indices are redun-
dant in identifying LQD is to examine the proportion of par-
ticipants who are flagged by multiple screening techniques.
Another method of identifying potential redundancy in LQD
identification involves examining the correlations between
various screening indices. If these techniques are redundant
in functionality, then researchers should expect high inter-
screen correlations and most of the flagged participants to be
captured by multiple techniques.

Huang et al. (2012) reported inter-screen correlations that
ranged from 0.18 to 0.69, suggesting moderate overlap be-
tween the self-report, response time, longstring, psychometric
antonym, and personality reliability screening indices. The
present analysis will supplement this analysis through the in-
clusion of bogus items, instructed items, IRV, and D.

Research question 2: How many participants are flagged
by multiple screens? What is the relationship between
data screening techniques?

What is the distribution of screening indices? To evaluate
the performance of various screening techniques, it is imper-
ative that researchers understand the distributional character-
istics of each screening index. This represents a first step in
understanding the strengths and weaknesses of each tech-
nique. If a researcher plans to cull LQD participants, then it
is important to ensure that appropriate cutoffs are selected for
each index used. Like any statistical technique, it is important
to select a value that maximizes the number of hits and correct
rejections while minimizing false positives and false nega-
tives. Although each screening technique can be used to make

a dichotomous decision (i.e., flag or do not flag), each LQD
index examined in this paper can also be expressed as a
polytomous or continuous variable.

As noted above, a major limitation of many data screening
techniques is that a little rationale exists for selecting cutoff
values. The percentage of participants flagged is a function of
the cutoff score set for the technique. With the exception ofD,
cutoff values for screening techniques are necessarily subjec-
tive and arbitrary. Previous literature has used cutoff values for
most screening techniques, but none of these values is set in
stone and the appropriateness of each may be influenced by
aspects of data collection (e.g., length of a survey, balance of
positively and negatively worded items; see, DeSimone et al.,
2015).

This paper is not intended to definitively answer the question
of what cutoff scores are appropriate for each screening tech-
nique. In fact, we discourage readers from searching for a “per-
fect” cutoff value of any statistic and encourage them instead to
weigh multiple pieces of evidence when deciding whether or
not to remove any given participant. However, knowledge of
the distributional characteristics of screening indices can help
inform these decisions, as can knowledge pertaining to the
relative standing of respondents on each index.

Research question 3: What are the distributional charac-
teristics of each data screening index?

How does LQD impact results? There is a general consen-
sus that LQD should be identified and excluded from analysis
(Berry et al., 1992; Credé, 2010; Hough, Eaton, Dunnette,
Kamp, & McCloy, 1990; Johnson, 2005; Liu et al., 2013;
McGrath, Mitchell, Kim, & Hough, 2010; O’Rourke, 2000;
Wilkinson and Task Force on Statistical Inference, 1999).
There is disagreement, however, about the potential conse-
quences of LQD. Some researchers claim that the inclusion
of participants who exhibit content-nonresponsivity or
content-responsive faking may have negligible effects on psy-
chometric properties and convergent validity estimates (Costa
& McCrae, 1997; Kurtz & Parrish, 2001; McCrae et al.,
1989). Other research demonstrates that the inclusion of these
participants is associated with changes in factor structure
(Schmitt & Stults, 1985; Woods, 2006), decreases in validity
estimates (Hough et al., 1990; Liu, Huang, Bowling, & Bragg,
2013), and decreases in estimates of internal consistency and
structural equation modeling (SEM) fit (Huang et al., 2012).
Research that fails to find these effects typically relies on
substantially smaller samples than the research that finds ef-
fects, indicating that statistical power may play an important
role in elucidating the impact of LQD on research results.

Researchers disagree about the proportion of LQD required
to negate the utility of an instrument. Gallen and Berry (1997)
note that low levels of partial random responding may not
affect the interpretability of a test. Schmitt and Stults (1985)
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use simulated data to determine that LQD rates between 5 and
10% are required to impact the factor structure of a test that
includes negatively worded items. Clark et al. (2003) claim
that LQD rates of 8 or 9% may not impact test scores on the
MMPIwhile higher levels (around 15%) are sufficient to do so.

In our opinion, even minimal amounts of LQD are unde-
sirable because data containing construct-irrelevant variance,
which contaminates study results, is introduced into a dataset.
Therefore, even minor changes due to LQD can distort the
veracity of the results as these changes call into question the
trustworthiness of the data (and the conclusions drawn using
those data). The current analysis empirically examines the
impact of various data screening techniques on inter-item cor-
relations, inter-scale correlations, estimates of internal consis-
tency, and relationships between demographic characteristics
and character strengths.

Research question 4: Can the use of data screening affect
scale characteristics or relationships between items and
scales?
Research question 5: Can the use of data screening affect
the results of statistical tests?

Method

Data

To address these five research questions, a series of self-report
questions was administered online to a group of participants
recruited through Amazon’sMechanical Turk. Participants were
compensated $1 for taking part in the study, which included
demographic questions, the International Personality Item Pool
version of the Values in Action Inventory (IPIP-VIA), and a
brief measure of character strengths. Of the 382 participants
recruited, 337 (88.2%)met the inclusion criteria, which included
US citizenship, being currently employed, and being older than
18 years of age. Participants who answered at least 90% of the
questions on each measure were included in the analyses. Three
hundred and seven participants (80.4%) met this criterion and
were included in the analysis sample. The average age of par-
ticipants was 33.62 (s = 10.62), and the analysis sample com-
prised 159 (51.8%) males, 147 (47.9%) females, and 1 individ-
ual who did not disclose his or her gender.

Measures

The IPIP-VIA (Goldberg et al., 2006) contains 213 items
intended to measure 24 character strengths. Each character
strength subscale contains between seven and eleven items.
Like all IPIP items, each item is self-rated on a scale from 1
(very inaccurate) to 5 (very accurate). Sixty-six items are reverse

scored, and internal consistency estimates for the subscales
range from 0.70 to 0.91. The items and scoring key for the
IPIP-VIA are available at http://ipip.ori.org/newVIAKey.htm.
The presentation of IPIP-VIA items was randomized for each
participant. As a result, the calculation of some screening indices
(e.g., longstring) was not possible. Additionally, the utility of
unobtrusive and statistical data screens may be mitigated by
differences in item order to the extent that inter-item proximity
influences responses and inter-item correlations. Although bo-
gus items, instructed items, reaction time and self-report data
quality items were still relevant to this measure, the majority
of data screening indices were calculated on the shorter measure
(Abbreviated Character Strengths Test (ACST)).

The ACST (Vanhove, Harms, & DeSimone, 2016) is a 24-
item self-report measure of character strengths. Each item is
rated on a scale from 1 (never/rarely) to 11 (always), and none
are reverse scored. Each ACST item is intended to correspond
to 1 of the 24 IPIP-VIA character strengths, and the 24 items
are organized into six subscales based on the theoretical work
of Peterson and Seligman (2004).1 Each ACST subscale con-
tains three to five items and internal consistency values range
from 0.70 to 0.84. ACST items were presented to all partici-
pants in the same order, so most screening indices were com-
puted using the ACST data.

A set of demographic items was also administered, but
most of these items did not directly influence our analyses.
These items asked participants to report their residency,
employment status, gender, age, and ethnicity. The age and
gender items were used to demonstrate the influence of data
screening on statistical results (research question 5).

Missing Data

Missing data impacts screening indices in different ways
(DeSimone et al., 2015). Researchers interested in employing
screening techniques can impute missing data or (more con-
servatively) use pairwise or listwise deletion. The use of
pairwise deletion relies on the assumption of data missing
completely at random (Allison, 2009) and is inconsistent with
the notion of construct-irrelevant variance as understood in
LQD. In the current analyses, listwise deletion would have
decreased the sample substantially (to 223 participants, or
58.4% of the original sample), so regression-based imputation
was used to estimate the values of missing data when neces-
sary.2 Imputed responses were rounded to the nearest whole
number in order to mimic plausible response selections.

1 It is noteworthy that subsequent work has failed to replicate this six-factor
structure but has also failed to consistently support an alternative factor struc-
ture using confirmatory analysis (Vanhove et al., 2016).
2 Using listwise deletion did not substantially change the results of the analy-
sis. For example, the percentage of participants flagged differed by 2.7% or
less for each screening technique and correlated higher than 0.99 with percent-
ages computed using the data imputation technique.
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Data Cleaning Methods and Cutoffs

All unobtrusive and statistical screening indices were calcu-
lated using the ACST because the ACST items were admin-
istered in the same order for all respondents. Each technique
used in this study has been demonstrated to be appropriate for
use with ordinal, interval, or ratio data, including dichotomous
and Likert-type items. As noted above, there is no perfect
cutoff score for any data screening technique. However, pre-
vious literature has identified cutoffs for each technique (listed
below) that are applied, where necessary, in the current
analyses.

Self-report Items Four self-report questions were appended
to the end of the questionnaire. These questions asked partic-
ipants to indicate the frequency of answering questions
honestly, responding without carefully reading the questions
(reverse-scored), putting thought into survey responses, and
using little effort when selecting answers (reverse-scored).
Each item was rated on a five-point scale ranging from “very
rarely” to “very often.” Lower scores indicated potential LQD.
For example, a score of 2.0 means that, on average, the par-
ticipant indicated that (s)he responded thoughtfully and effort-
fully only “somewhat rarely.” Participants with an average
score below 4.0 were flagged as potential LQD.

Bogus and Instructed Items Two bogus items (“I was born
on February 30” and “I have exactly 354 best friends”) and
two instructed items (“Please indicate option [X] for this ques-
tion”) were inserted into the IPIP-VIA survey. Consistent with
Bagby et al.’s (1991) recommendations, respondents were
flagged if they responded incorrectly to any of these items.
Due to this cutoff recommendation and the conceptual simi-
larity of the bogus and instructed item techniques, these two
methods were combined in the analyses. Higher values indi-
cate LQD because more bogus or instructed items were
“missed.” For example, a score of 2 indicates that a participant
missed two items and a score of 0 means they missed none.

Response Time The response time screen was computed
using the average number of seconds required to complete
each item. For example, a score of 1.0 indicates that the par-
ticipant required 1 s/item while a score of 2.5 indicates that the
participant required 2.5 s/item. Lower scores indicate less time
required to complete each item, with very low scores indicat-
ing LQD. For the purposes of data cleaning, Huang et al.
(2012) suggested screening participants who required less
than 2 s/item. A single measure of total time elapsed was
provided by the software, so participants who completed the
entire survey in a time faster than 506 s were flagged. This
cutoff score reflects an average of 2 s/item across the entire
survey (including the IPIP-VIA, ACST, demographic ques-
tions, and self-report data quality questions).

Longstring The longstring index was defined as the maxi-
mum number of consecutive invariant responses provided
by a respondent. Higher scores indicate longer sequences of
invariant responding and, therefore, LQD. For example, a
score of 10 indicates that the participant indicated at least
one string of ten consecutive identical responses. According
to Costa and McCrae (2008), participants who indicate
consecutive strings of at least six “strongly disagrees,” nine
“disagrees,” ten “neither agree nor disagrees,” fourteen
“agrees,” or nine “strongly agrees” should be flagged. Huang
et al. (2012) revised these estimates to seven, seven, twelve,
ten, and eight, respectively. Since response options in the pres-
ent data did not identically conform to the format used by the
aforementioned analyses, we selected a single value for the
cutoff across all response options. Participants who invariantly
responded to at least nine items in any scale set were flagged.
The cutoff of nine invariant responses was chosen because it
reflects the median of Costa andMcCrae’s (2008) analysis and
is close to the mean (8.80) of Huang et al.’s (2012) analysis.

IRV IRV was calculated as the standard deviation of re-
sponses for each participant. Lower IRV values indicate
LQD as they are associated with less variance in item re-
sponses. For example, an IRV value of 2.7 indicates that the
participant had a standard deviation of 2.7 across his or her
responses to the 24 items on the ACST. Based on the number
of items and response options, the maximum IRV value for the
ACST is 5.11 and the minimum is zero. IRV is a relatively new
technique, and no cutoff score has been specified to date.
Consistent with Dunn et al. (in press), the 31 participants
(approximately 10%) with the lowest IRV scores were
flagged.

Psychometric Synonyms Psychometric synonyms were
identified by examining the inter-item correlation matrix.
Item pairs with correlations above 0.60 were identified as
psychometric synonyms (Meade & Craig, 2012). Items that
were identified in two or more synonym pairs were assigned
to the pair with the largest correlation. Five pairs of psycho-
metric synonyms were identified (Q1/Q2, Q3/Q8, Q4/Q5,
Q10/Q11, and Q13/Q14). Each participant’s psychometric
synonym coefficient was computed by correlating his or her
responses to Q1, Q3, Q4, Q10, and Q13 with his or her re-
sponses to Q2, Q8, Q5, Q11, and Q14. Lower scores indicate
LQD in the form of response inconsistency.

To remain consistent with previous literature, participants
with psychometric synonym coefficients below 0.22 were
flagged. This cutoff value was calculated by using a weighted
average of the mean psychometric synonym coefficients for
the two “careless responding” latent classes identified in
Meade and Craig’s (2012) analysis. Due to the nature of the
24-item survey (all items were positively worded and scored
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in the same direction), no psychometric antonyms could be
identified.

Personal Reliability Jackson’s (1976) personal reliability co-
efficient was computed by correlating the average score on
even items with the average score on odd items for each sub-
scale of the ACST. Lower scores indicate LQD in the form of
response inconsistency. Personal reliability was computed
using a within-person correlation between the vector of even
response averages and the vector of odd response averages
adjusted for double length using the Spearman-Brown proph-
esy formula (Brown, 1910; Spearman, 1910). Consistent with
Johnson (2005), participants were flagged if their corrected
personal reliability coefficient did not exceed 0.30.

Mahalanobis D D values were calculated using the formula

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X i
�!−X

!� �T
* COV−1

XX * X i
�!−X

!� �

r

, where X i
�!−X

!� �

represents the vector of mean-centered item responses for par-
ticipant i and COVXX

−1 represents the inverted covariance
matrix of all items. Larger deviation from the normative re-
sponse pattern yields higher D values and is considered a
potential indicator of LQD. A singleD statistic was computed
for each of the participants using all ACST items. The squared
value of D follows a chi-square distribution with degrees of
freedom equal to the number of items used in the calculation
of D. Participants were flagged if their D2 value placed them
in the highest 5% of the chi-square distribution.

Results and Discussion

Research Question 1: Do Data Screening Techniques
Differ in the Proportion of Participants Flagged?

Table 1 lists the proportions of participants flagged by each
screening technique using the cutoff values indicated in the
“Method” section. Results indicate that there are differences in
the proportion of participants flagged by each technique. The
self-report technique identified the lowest proportion (4.9%)
while the psychometric synonym technique identified the
highest (40.4%). Employing all seven techniques would re-
duce the sample to 74 respondents (retaining only 24.1% of
participants).

Four screening techniques (bogus/instructed items, re-
sponse time, longstring, and IRV) provide estimates consistent
with the 5 to 15% range typically found in previous literature,
though IRV was forced to fall within this range by design
(Dunn et al., in press). Two others (self-report at 4.9% and D
at 17.9%) were relatively close to the 5 to 15% range.
Psychometric synonyms and personal reliability flag substan-
tially more participants than the other techniques. As noted

above, both of these indices are related to response consisten-
cy and rely on the identification of conceptually similar items.
Cutoff criteria for psychometric synonyms and personal reli-
ability may be too liberal for the current study. While all indi-
ces vary in utility as a function of study characteristics,
consistency-based indices may be especially sensitive to scale
attributes (e.g., homogeneity of item content).

Practically, these results indicate that the selection of
screening techniques will influence the number of participants
who are flagged and/or eliminated from the analysis. If re-
searchers or practitioners plan to use the established cutoff
scores noted above, they should anticipate that direct and un-
obtrusive screens will flag 5 to 10% of their sample while
consistency-based indices (e.g., personal reliability, psycho-
metric synonyms) will flag a much larger proportion of
respondents. We suggest that practitioners and future re-
searchers carefully consider both the type of screening tech-
niques and the expected performance of those techniques
when designing a survey.

Research Question 2: How Many Participants Are
Flagged by Multiple Screens? What Is the Relationship
Between Data Screening Techniques?

Screening indices are minimally correlated with one another,
and about half of flagged participants trigger multiple screens.
Table 2 indicates that, of the 233 individuals identified by
screening techniques, almost half (115) were only identified
by a single technique, whereas 77, 34, 5, and 2 respondents
were identified by two, three, four, and five screening
techniques, respectively. These results suggest small overlap
between most screening techniques with moderate overlap
between a few.

Table 3 displays an alternative assessment of the overlap
between screening techniques by reporting Pearson correla-
tions between the values of screening indices. This method
is not influenced by cutoff values because scores on the
screening indices were not dichotomized for the purposes of
determining which participants were flagged. Instead, the
screening index values were used in their continuous or
polytomous form. The pattern of correlations is consistent
with the contention of low to moderate overlap between most
screening techniques.

Two of the largest correlations are between the two consis-
tency indices (psychometric synonyms and personal reliability
at − 0.30) and the two invariance indices (longstring and IRV
at 0.43). These results are consistent with the similarity in the
rationale behind the two pairs. Psychometric synonyms and
personal reliability are both intended to flag inconsistent re-
sponses while longstring and IRV are both intended to flag
invariant responses.

A very large negative correlation was observed between
IRV and D, indicating that respondents flagged by one these
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techniques are unlikely to be flagged by the other. It is difficult
to speculate about the reasons for this strong negative relation-
ship on the basis of a single sample and analysis, but this result
is likely related to the variance of the mean response vector.
Future research should examine whether this strong negative
correlation exists in other samples and model this relationship
as a function of distributional characteristics of the mean re-
sponse vector.

The longstring index was negatively correlated with all
indices except IRV, bogus/instructed items, and self-reported
effort. This indicates that invariant respondents were more
likely than others to miss a bogus or instructed item or self-
identify as providing LQD, but also that the longstring index
has the potential to complement other unobtrusive and statis-
tical screens well because it will identify a different set of
LQD respondents. This is unsurprising as the longstring index
flags overly consistent participants while consistency-based
indices flag inconsistent participants.

Finally, the self-reported effort screen was only statistically
related to the bogus/instructed item and response time screens,
indicating that respondents may be aware that they are not
paying attention or responding too quickly. The lack of corre-
lation between self-report and other indices indicates that par-
ticipants may not be capable of perceiving their own response
variance, inconsistency, or deviation from the norm (as, these
are indicated by other indices such as longstring, IRV, personal
reliability, psychometric synonyms, and D).

Overall, these results indicate that practitioners and re-
searchers have some flexibility when it comes to selecting
screening techniques. With a few exceptions (e.g., IRV and

longstring or D), the screening techniques are not highly cor-
related with each other, indicating that multiple screens are not
redundant in identification of LQD. As a result, we encourage
readers to consider the selection of screening techniques as a
part of survey design. Combined use of complementary tech-
niques can flag multiple types of potentially problematic data.

Research Question 3: What Are the Distributional
Characteristics of Each Data Screening Index?

Table 4 contains the minimum, maximum, mean, standard de-
viation, skewness, and kurtosis of each of the screening indices.
Most screening techniques share two important distributional
properties. First, there is substantial variability in each screening
index, which indicates a wide range of scores on each data
screening index. Second, most mean values lie within the range
of normal (unflagged) values. Our results indicate that the av-
erage participant reports high effort, fails no bogus or instructed
items, spends 5.37 s on each item, has a maximum of four to
five consecutive identical responses, has a standard deviation of
responses around 1.84, has a positive correlation between psy-
chometrically similar items, and does not have a significantly
different response vector from the sample mean.

In order to better understand the relationship between cut-
off scores and proportions of participants identified by the
various screening techniques, cumulative distributions of
screening index scores are presented in Fig. 1. To our knowl-
edge, this is the first graphical depiction of screening index
distributions. As a result, we urge caution when interpreting or
generalizing these results before additional data are reported.

Table 1 Number of participants
screened using each technique Screening technique Number of participants screened Percentage of participants screened

Self-report 15 4.9

Bogus/instructed 23 7.5

Response time 22 7.2

Longstring 31 10.1

Individual response variability 31 10.1

Psychometric synonyms 124 40.4

Personal reliability 100 32.6

Mahalanobis D2 55 17.9

All screens combined 233 75.9

Table 2 Number of screens
participants failed Number of screening techniques Number of participants Percentage of participants

0 74 24.1

1 115 37.5

2 77 25.1

3 34 11.1

4 5 1.6

5 2 0.7
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Each distribution appears to be quadratic or cubic, indicating
that each screening index has at least one inflection point at
which it becomes substantially more or less effective. Most
screens have an inflection point corresponding to the 5 to 15%
range of respondents we would expect to engage in LQD
based on estimates from previous research.

The practical implications of these results are difficult to
establish in a single study. The fact that mean values lie within
the normal range is good news, as it suggests that most of our
participants are responding in a manner consistent with what
we would expect from thoughtful and effortful respondents.
We hope that documenting the distributional characteristics of

each technique may lead to improved normative data and a
better sense of which respondents are providing LQD. These
results can be combined with previous and future research to
provide researchers and practitioners with a better understand-
ing of how we should expect respondents to act and screening
indices to perform.

Research Question 4: Can the Use of Data Screening
Affect Scale Characteristics or Relationships
Between Items and Scales?

Data screening can influence estimates of internal consistency,
inter-item correlations, and inter-scale correlations, but the
influence varies by technique and is small to moderate for
most techniques. In order to assess the impact of data screen-
ing on correlation matrices, standardized root mean-square
residual (SRMR; Bentler, 1995) values were used to compare
correlation matrices computed before and after employing
various screening techniques. Tables 5 and 6 contain SRMR
matrices for inter-item and inter-scale correlations, respective-
ly. As noted in Table 1, each screening technique flags a dif-
ferent set and proportion of respondents. Accordingly, each
scenario represented in Tables 5 and 6 compares two identical
correlation matrices computed on different subsets of the sam-
ple. The implementation of each screening technique resulted
in a different set of flagged participants and, accordingly, dif-
ferent sample sizes.

SRMR is a common tool for comparing correlation matri-
ces (to provide evidence ofmodel fit) in SEM.At a basic level,
SRMR examines the average change in non-redundant cells of
a correlation matrix. Lower values of SRMR indicate more

Table 4 Descriptive statistics for
each screening index Screening technique Minimum

value
Maximum
value

Mean Standard
deviation

Skewness Kurtosis

Self-report 3.00 5.00 4.74 0.45 − 1.77* 2.33*

Bogus/instructed 0.00 4.00 0.12 0.47 4.91* 27.49*

Response time 0.83 s/item 76.59 5.37 6.54 6.87* 60.84*

Longstring 1.00 24.00 4.49 4.25 2.92* 9.36*

Individual response
variability

0.00 4.05 1.84 0.80 0.22 − 0.03

Psychometric
synonyms

− 1.00 1.00 0.31 0.48 − 0.58* − 0.56

Personal reliabilitya − 21.12 0.99 − 0.17 2.46 − 5.40* 35.09*

Mahalanobis D2 3.03 110.67 23.92 17.30 1.60* 3.15*

Note. Due to the use of the Spearman-Brown prophesy formula, correlations of − 0.34 or lower will yield a
personal reliability coefficient lower than − 1.00
s/item seconds per item

*p < 0.05, statistically different from zero
a If all personal reliability coefficients less than − 1.00 are replaced with values of − 1.00, the minimum value
becomes − 1.00, the mean becomes 0.29, the standard deviation becomes 0.65, the skewness becomes − 0.96*,
and the kurtosis becomes − 0.46. If an equivalent adjustment is made for both positive and negative correlations,
the mean becomes 0.34, the standard deviation becomes 0.56, the skewness becomes − 0.83*, and the kurtosis
becomes − 0.60*

Table 3 Correlations between screening indices

SR BI RT LS IRV PS PR MD

SR 1

BI 0.21* 1

RT 0.13* 0.06 1

LS 0.11 0.16* − 0.12* 1

IRV − 0 .15* 0.16* 0.07 0.43* 1

PS − 0.02 0.06 − 0.01 − 0.09 − 0.03 1

PR 0.07 0.06 0.01 − 0.03 0.02 0.30* 1

MD − 0.03 − 0.02 0.05 − 0.22* − 0.84* 0.02 0.09 1

Note. N = 288–307 (some PS and PR indices cannot be computed due to
invariant responding). All screening indices scored in the same direction
(overlap indicated by a positive correlation)

SR self-report, BI bogus and instructed, RT response time, LS longstring,
IRV individual response variability, PS psychometric synonym, PR per-
sonal reliability, MDMahalanobis D2

* p < 0.05
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similarity in the correlations matrices, and cutoff values of
0.07 or 0.08 are commonly used in SEM to indicate dissimi-
larity (Hu & Bentler, 1999; Yu, 2002). Recent research has
demonstrated the utility of using SRMR outside the context of
SEM to compare correlation matrices across time or samples
(DeSimone, 2015).

Each cell in Tables 5 and 6 represents the SRMR statistic
resulting from a comparison of inter-item or inter-scale corre-
lation matrices computed after eliminating flagged respon-
dents using the corresponding screening techniques. For
example, in Table 5, comparing the inter-item correlation ma-
trix where no screening techniques were used with the matrix
where all techniques were used yields an SRMR of 0.12 (0.15
for inter-scale correlations in Table 6). This level of matrix
inequivalence indicates moderate changes in the inter-item
and inter-scale correlation matrices. Alternatively, comparing

the inter-item correlation matrix computed after eliminating
respondents who were flagged by longstring with the matrix
computed after eliminating participants flagged with IRV
yields an SRMR of 0.02 (0.01 for inter-scale correlations in
Table 6). This value indicates a negligible difference in inter-
item and inter-scale correlation matrices, suggesting that
choosing between longstring and IRV will not strongly influ-
ence the estimation of these relationships.

The results in Tables 5 and 6 demonstrate the general extent
to which implementation of each screening technique changes
the inter-item and inter-scale correlations. Compared with the
unscreened data, results indicate that implementing the
longstring, IRV, and D indices is associated with the largest
changes in inter-item and inter-scale correlation matrices while
the other screening indices produced negligible changes in
both. Combining all available screening techniques also yields
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a correlation matrix that is different from the full-sample cor-
relation matrix.

We also examined the extent to which data screening influ-
ences internal consistency. To assess changes in internal con-
sistency, Cronbach’s (1951) alpha was computed for each of
the six subscales of the ACSTas well as the overall test before
and after employing each of the screening techniques. Results
are presented in Table 7. The effect of data screening on alpha
coefficients ranged from negligible (changes of 0.00) to mod-
erate (changes of 0.11) and varied by screening technique.
Eliminating participants flagged by the self-report, bogus/
instructed, response time, longstring, and IRV techniques
tended to reduce estimates of alpha, whereas the use of psy-
chometric synonyms, personal reliability, and D tended to

increase estimates of alpha. The combined use of all available
screening techniques yielded mixed results, with notable in-
creases (changes between 0.05 and 0.11) in some subscales
and minor decreases (changes between 0.00 and 0.06) in
others.

The most pronounced decrease in alpha was associated
with the longstring and IRV indices. This is consistent with
the idea that these indices flag overly consistent responding,
resulting in a decrease in alpha in scales with homogeneous
directionality of items (such as the ones used here). In contrast,
the most consistent increases in alpha were produced by the
screening techniques that encourage response consistency
(psychometric synonyms, personal reliability) or homogenei-
ty between respondents (D).

The major contribution of these results is the demonstration
that data cleaning can lead to changes in the ways in which
items operate within a scale. Internal consistency and inter-
item correlations may change to a minor or moderate extent
depending on which screening techniques are employed.
These changes may be reflected in factor structure, inter-
scale correlations, and correlations with other measures or
criteria. This finding underscores the importance of carefully
selecting the screening techniques used in data cleaning. If
screening can impact results, then it is important to ensure
we are flagging the appropriate respondents to maximize the
probability that accurate and meaningful data are analyzed
while LQD are flagged and eliminated from the sample.

Research Question 5: Can the Use of Data Screening
Affect the Results of Statistical Tests?

Consistent with previous research (e.g., Maniaci & Rogge,
2014), our results indicate that data screening can have a mod-
erate to large impact on statistical results. In order to assess the
impact of screening techniques on statistical results, two basic
analyses were conducted. First, scores on ACSTsubscales and
the overall scale were correlated with age (Table 8). Second,
gender differences were computed using independent-sample
t tests (Table 9).

While age and gender may not be the most theoretically
interesting variables, there are a few advantages to examining
these relationships. First, since demographic data was cap-
tured at the beginning of the survey, it is plausible that most
participants were paying attention when responding to these
items, meaning that age and gender may be less susceptible to
low-quality responding in the current study design.

Second, our goal for this analysis is to investigate whether
eliminating suspected LQD can affect conclusions about sta-
tistical relationships. The analysis of age and gender represent
some of the most basic inferential statistical techniques
(correlations and independent-sample t tests, respectively)
available to researchers. If these analyses are affected by data

Table 5 SRMR matrix for inter-item correlation matrices

None SR BI RT LS IRV PS PR MD All

None 0

SR 0.05 0

BI 0.03 0.02 0

RT 0.04 0.02 0.02 0

LS 0.09 0.05 0.06 0.05 0

IRV 0.09 0.04 0.06 0.05 0.02 0

PS 0.05 0.09 0.08 0.09 0.13 0.13 0

PR 0.05 0.08 0.07 0.08 0.12 0.12 0.05 0

MD 0.11 0.15 0.14 0.14 0.19 0.19 0.08 0.09 0

All 0.12 0.10 0.10 0.10 0.10 0.10 0.14 0.12 0.18 0

Note. Based on 24 × 24 inter-item correlation matrices

None no screens employed, SR self-report, BI bogus and instructed, RT
response time, LS longstring, IRV individual response variability, PS psy-
chometric synonym, PR personal reliability,MDMahalanobis D2 , All all
screens employed

Table 6 SRMR matrix for inter-scale correlation matrices

None SR BI RT LS IRV PS PR MD All

None 0

SR 0.04 0

BI 0.03 0.02 0

RT 0.04 0.01 0.01 0

LS 0.08 0.04 0.06 0.05 0

IRV 0.09 0.05 0.07 0.06 0.01 0

PS 0.03 0.07 0.05 0.06 0.11 0.11 0

PR 0.03 0.03 0.02 0.03 0.06 0.07 0.04 0

MD 0.07 0.11 0.09 0.10 0.15 0.16 0.05 0.09 0

All 0.15 0.11 0.13 0.12 0.08 0.08 0.16 0.13 0.21 0

Note. Based on 6 × 6 inter-scale correlation matrices

None no screens employed, SR self-report, BI bogus and instructed, RT
response time, LS longstring, IRV individual response variability, PS psy-
chometric synonym, PR personal reliability,MDMahalanobis D2 , All all
screens employed
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screening, then it is likely that more advanced analyses will be
as well.

Previous research has established the existence of moderate
gender and age differences in character strengths (Littman-
Ovadia & Lavy, 2012; Ruch et al., 2010). The existence of
these relationships ensures the presence of variance to explain.
However, a moderate to strong relationship between LQD and
either age or gender may serve as a confound by introducing
plausible alternative explanations for changes in statistical re-
sults. Fortunately, age and gender were negligibly or minimal-
ly related to all LQD indices. Specifically, correlations with
age ranged from − 0.18 (bogus/instructed) to 0.20 (self-re-
port), with only the bogus/instructed and self-report indices
being statistically significant. All other indices had correla-
tions of 0.10 or less with age. While age did not account for
a substantial amount of variance (4.0% or less) in any screen-
ing index, readers may wish to interpret the bogus/instructed
and self-report results in Table 8 with some caution.
Independent-sample t tests did not reveal a gender difference

in any of the screening indices, with Cohen’s d values ranging
from 0.01 (psychometric synonyms, personal reliability, and
D) to 0.22 (longstring).

Correlations with age varied as a function of the screening
technique used. Eliminating participants on the basis of bogus
and instructed items had a minimal impact on correlations
with age (changes of 0.00 to 0.02), whileD resulted in slightly
larger changes (0.01 to 0.06). Employing all screens yielded
some of the largest changes (0.02 to 0.15).

Screening techniques had a more pronounced impact on
gender differences. Use of individual screening techniques
changed the Cohen’s d estimates from negligible (0.00) to mod-
erate (0.11) amounts. These changes occasionally impacted
estimates of statistical significance but never changed the direc-
tion of the relationship. Combined use of the seven screening
techniques had a larger impact on effect size estimates (changes
in d ranged from 0.09 to 0.65), impacted statistical significance
and even changed the direction of the effect in two analyses
(e.g., subscale 4 changed from −.11 to 0.54).

Table 7 Internal consistency
estimates before and after
employing screening techniques

Screening technique S1 S2 S3 S4 S5 S6 Entire test

None 0.85 0.72 0.76 0.76 0.74 0.73 0.93

Self-report 0.83 0.68 0.73 0.75 0.70 0.70 0.92

Bogus/instructed 0.84 0.69 0.74 0.75 0.71 0.71 0.92

Response time 0.83 0.68 0.73 0.73 0.70 0.71 0.92

Longstring 0.81 0.61 0.69 0.72 0.68 0.66 0.90

Individual response variability 0.81 0.64 0.70 0.71 0.67 0.66 0.90

Psychometric synonyms 0.87 0.76 0.83 0.82 0.77 0.75 0.94

Personal reliability 0.88 0.76 0.83 0.84 0.79 0.79 0.94

Mahalanobis D2 0.90 0.78 0.81 0.81 0.81 0.79 0.95

All screens combined 0.90 0.66 0.83 0.87 0.70 0.73 0.91

Note. Internal consistency estimates based on Cronbach’s alpha. S1 to S6 contain five, four, three, three, four, and
five items, respectively; the entire test contains 24 items

S1subscale 1

Table 8 Correlations with age
before and after employing
screening techniques

Screening technique S1 S2 S3 S4 S5 S6 Entire test

None 0.16* 0.14* 0.15* 0.15* 0.20* 0.24* 0.22*

Self-report 0.13* 0.11 0.12* 0.13* 0.18* 0.23* 0.20*

Bogus/instructed 0.16* 0.13* 0.14* 0.17* 0.21* 0.25* 0.22*

Response time 0.12* 0.11 0.12* 0.14* 0.18* 0.22* 0.19*

Longstring 0.17* 0.15* 0.17* 0.16* 0.22* 0.25* 0.25*

Individual response variability 0.12* 0.10 0.12* 0.13* 0.18* 0.22* 0.19*

Psychometric synonyms 0.15* 0.14 0.21* 0.24* 0.24* 0.26* 0.25*

Personal reliability 0.18* 0.17* 0.17* 0.17* 0.24* 0.23* 0.24*

Mahalanobis D2 0.17* 0.16* 0.21* 0.17* 0.18* 0.29* 0.24*

All screens combined 0.12 0.12 0.29* 0.30* 0.26* 0.33* 0.31*

S1 subscale 1

*p < 0.05
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If screening techniques can influence the results of the ba-
sic analyses like correlations and t tests then they can certainly
influence the results of more complex analyses (e.g., SEM or
meta-analyses that rely on correlational results). The results
pertinent to research questions 4 and 5 indicate that data
cleaning can influence the both psychometric estimates and
statistical results. These findings underscore the importance of
considering data screening a part of research design, thought-
fully selecting the appropriate screening techniques, and
implementing these techniques in a fair and accurate manner
in an effort to ensure that we retain appropriate data and
eliminate LQD.

Summary

Data screening techniques differ in the methods used to
eliminate participants. Some screening techniques emphasize
consistency (e.g., psychometric synonyms, psychometric an-
tonyms, personal reliability). Some techniques emphasize
conformity to normative response patterns (e.g., D). Other
techniques emphasize the identification of random or invariant
response behaviors (e.g., response time, longstring, IRV).
Each screening technique differs in assumptions, purpose,
and computation.

The results from these analyses are consistent with the idea
that participants typically respond to survey items thoughtful-
ly, but a subset of respondents engage in LQD. The index
inter-relationships empirically confirm that, while there is
some overlap, each screening technique has the potential to
identify a different set of respondents. Indeed, each index
flagged some participants that no other index identified.
Most of the inter-screen correlations were small to moderate,
which should assuage concerns about redundancy in LQD
identification. Accordingly, the percentages of participants
flagged by each index also indicate differences between

screening techniques. There is notable variance in the percent-
age of participants identified by each screening technique,
and, although about half of the flagged participants are iden-
tified by multiple screens, relatively few are identified by
more than two.

Data screening can have considerable impact on the results
of a study, though the magnitude of these effects depends on
both choice of screening techniques and the nature of the
dataset. Most individual screening techniques have only
minor effects on the inter-item and inter-scale correlation ma-
trices as well as small to moderate effects on the relationship
of the scale with demographic variables. On the other hand,
combining screening techniques may have a moderate to sub-
stantial impact on internal consistency and statistical results.

The impact of data screening techniques on research is
somewhat complex. The proportion of respondents flagged,
changes in internal consistency estimates, and changes in sta-
tistical results are a function of the screening techniques used
as well as their respective cutoff scores. Although more data
would certainly be welcome, it seems as though the cutoff
scores used in this study for self-report, bogus/instructed, re-
sponse time, longstring, and D may be appropriate, while
those used for psychometric synonyms and personal reliability
may require further consideration.

Implications for Survey Design and Data Analysis

While data cleaning practices can improve data quality, it is
important to note that screening is stochastic in nature. Data
cleaning requires judgment on the part of the researcher to
determine which techniques are most appropriate and how
best to implement them (e.g., which cutoff scores to use). It
is unlikely that any technique will perform perfectly, as false
positives and negatives may still exist. While we discourage
researchers and practitioners from assuming all data are useful

Table 9 Gender differences
(Cohen’s d values) before and
after employing screening
techniques

Screening technique S1 S2 S3 S4 S5 S6 Entire test

None − 0.19 − 0.25* − 0.44* − 0.11 − 0.21 − 0.30* − 0.31*

Self-report − 0.17 − 0.22 − 0.42* − 0.11 − 0.20 − 0.29* − 0.30*

Bogus/instructed − 0.09 − 0.16 − 0.43* − 0.10 − 0.15 − 0.24* − 0.23*

Response time − 0.17 − 0.24* − 0.42* − 0.10 − 0.18 − 0.32* − 0.30*

Longstring − 0.09 − 0.16 − 0.40* 0.00 − 0.13 − 0.21 − 0.22

Individual response variability − 0.10 − 0.16 − 0.40* − 0.03 − 0.12 − 0.24* − 0.23

Psychometric synonyms − 0.10 − 0.19 − 0.49* − 0.05 − 0.32* − 0.39* − 0.32*
Personal reliability − 0.12 − 0.16 − 0.35* − 0.05 − 0.11 − 0.24 − 0.22

Mahalanobis D2 − 0.23 − 0.32* − 0.45* − 0.06 − 0.35* − 0.35* − 0.36*

All screens combined 0.32 0.07 − 0.29 0.54* − 0.12 − 0.08 0.07

Positive values indicate that males have higher scores than females

S1 subscale 1

*p < 0.05, statistical significance of independent-sample t test
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and of sufficient quality, we also acknowledge that no post hoc
screening procedures can completely “fix” LQD. None of
these techniques can change LQD into high-quality responses.
At their best, screening techniques may allow us to identify
and eliminate some construct-irrelevant responses. Therefore,
it is important for survey researchers to recruit suitable
participants and use appropriate instructions and incentives
to encourage honest and effortful responding.

We echo earlier calls (e.g., DeSimone et al., 2015; Huang
et al., 2012; Meade & Craig, 2012) that encourage researchers
to carefully consider which screening techniques to use in the
course of study design. For example, bogus or instructed items
are relatively simple to add to a questionnaire when respon-
dent attentiveness is suspected to be a problem. D is most
appropriate when researchers expect relatively homogeneous
response patterns in the target population (i.e., outliers are
suspect). The longstring and IRV indices are most appropriate
when some survey items are reverse scored or multiple con-
structs are assessed in a group of items.

Due to their intuitive appeal and ease of calculation, it may
be advisable to primarily rely on direct and unobtrusive
screening techniques. Based on the graphs in Fig. 1 and the
proportions of respondents flagged, it seems as though statis-
tical screens are quite sensitive to cutoff score selection and
may vary in effectiveness with survey characteristics.
Although D is appropriate in some situations (see, Meade &
Craig, 2012), it can be more difficult to justify than the direct
or unobtrusive techniques. D compares individual responses
to mean response values, which may be inappropriate when
data are contaminated (e.g., when test administration proce-
dures are inconsistent or a large proportion of participants
engage in LQD).

We caution researchers and practitioners against arbitrary
selection of screening techniques. When possible, it is advis-
able to use multiple complementary screening techniques in
order to maximize the efficiency of the screening process
(Bruehl et al., 1998; Meade & Craig, 2012). Our analysis re-
veals minimal overlap between most techniques, indicating
that the use of multiple data screens is not redundant with
respect to LQD identification. Prior to collecting data, it is
advisable to consider the types of techniques available and
the type of LQD (e.g., invariance, counternormative responses,
random responding) each technique is intended to flag. For
example, survey administrators may plan to employ bogus or
instructed items to flag random responders, a longstring or IRV
index to flag response invariance, and a consistency-based
screen to flag response inconsistency. Researchers and practi-
tioners should consider screening an integral part of the data
collection process. Like other aspects of design and methodol-
ogy, decisions about screening should be deliberate, defensi-
ble, and not based solely on convenience.

After data collection is complete, examination of graphical
representations of the data may serve to identify aberrant

response patterns (Anscombe, 1973). The current analyses
reveal that respondents are more capable of identifying their
own low-quality responding when responding quickly or in-
attentively. They are less likely to identify inconsistency in
their responses. Due to low inter-correlations between screen-
ing indices, the use of self-report items, bogus items,
instructed items, response time, and either the longstring or
IRV index can be combined to capture different types of LQD.
However, when the insertion of items will disrupt the flow of a
study or potentially influence the structure of a measure it may
be necessary to rely solely on unobtrusive indices such as
longstring, IRV, or response time.

The use of data screening techniques benefits from high-
quality survey design. Because screening techniques use dif-
ferent methods and potentially screen different participants,
researchers and practitioners should attempt to understand or
predict which type of LQD is likely to be problematic in the
context of their study. This can be accomplished through pilot
testing in order to gain a better understanding of the tendencies
and characteristics of the population under investigation. For
example, if participants seem to be completing the survey
quickly, introduce a response time screen. If invariant
responding is prevalent, introduce a longstring screen.
Alternatively, if a survey designer is familiar with similar sur-
vey data and test administration procedures, it may be possible
to anticipate which types of LQD are most likely based on
previous experience. Additionally, researchers and practi-
tioners can monitor data as it is being collected in an ongoing
effort to better understand which types of LQD are most prev-
alent. However, it is not advisable to change survey instruc-
tions or add items (e.g., self-report, bogus/instructed) after
data collection has begun as these changes may alter or disrupt
survey flow for a subset of survey respondents.

Researchers should screen participants prior to analysis and
eliminate participants suspected of providing LQD (Berry
et al., 1992; Hough et al., 1990). In doing so, it is important
for researchers to exercise transparency in reporting results.
Researchers should always be clear about which data screen-
ing indices and cutoff values were used.When possible, cutoff
values should be justified on the basis of previous literature or
the proportion of respondents flagged. The rationale for each
screen should be explained and results should be presented for
both the post-screening and pre-screening data so that readers
can better understand if and how screening decisions affected
the results of analyses (McCrae et al., 1989; Stevens, 1984).

Limitations and Future Directions

Early research on the development and use of screening tech-
niques relied heavily on the questions of how and why each
was appropriate. Future research should continue to establish
norms and best practices for the use of each technique by
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examining how each interacts with characteristics of the
methodology, sample, and analysis.

The results of this analysis represent only a single applica-
tion of data screening. It is unlikely that these results will
generalize to all measures and survey research designs. The
relationship between study characteristics (e.g., survey de-
sign) and the performance of screening indices is fertile
ground for subsequent research, especially research that ma-
nipulates design characteristics such as survey format or
length. It would also be interesting to determine if sample
characteristics (e.g., participation incentive, student/non-
student participants) influence the performance of data screen-
ing techniques.

The online data collection and accordant computer admin-
istration of the ACST and IPIP-VIA can be considered both a
benefit and limitation to this study. This mode of administra-
tion facilitated the measurement of response time and allowed
the ability to easily measure and compute the various screen-
ing indices. The relatively high rate of LQD allowed us to
examine the simultaneous use of multiple screening tech-
niques. On the other hand, we were unable to examine the
effects of administration mode on LQD, as doing so would
require additional samples using paper-and-pencil or offline
computer administration of an identical questionnaire. The
drawbacks of “crowdsourced” data collection are well-
documented (Harms & DeSimone, 2015), but future LQD
research should attempt to address differences in the preva-
lence and effects of LQD on results as a function of survey
administration mode.

Another limitation is that the current study relied exclusive-
ly on cross-sectional self-report surveys. Although this
methodology is representative of the majority of survey-
based research in the social sciences, data screening
techniques may apply equally well to other forms of data
collection. For example, the use of data screens in longitudinal
research (especially experience sampling methodology) may
indicate the point at which a participant becomes bored with a
study. Data screening can also be used to identify judges who
may be exerting minimal effort when rating the behaviors or
performance of others.

Relatedly, the self-report format of our data collection
effort yielded a situation in which all items were susceptible
to the influence of LQD. Although this is ideal for examining
the performance of screening indices, it is not optimal for the
purposes of examining the relationship of LQD with other
constructs. Emerging research has demonstrated the relation-
ship of LQD with personality, boredom proneness, and
aggression (e.g., Bowling et al., 2016; Dunn et al., in press).
Other research has demonstrated that response patterns such as
differences in responses to positively and negatively worded
items or individual susceptibility to data collection method
may have predictive value (Chen, Watson, Biderman, &
Ghorbani, 2016).

Additionally, the data analyzed in this study may not be
optimal for some screening techniques. For example, the fact
that all ACST items were positively scored mitigates the utility
of the longstring screen (see, DeSimone et al., 2015). This
scale characteristic also did not allow for the computation of
psychometric antonyms. Additionally, the ACST contains 24
items, which may be too few to generate sufficient variability
in IRV values (Dunn et al., in press). Some recently proposed
screening techniques could not be included in the present anal-
ysis due to the nature of the sample and data. Guttman errors
and IRT-informed response probabilities are gaining popularity
(see, Curran, 2016; Niessen, Meijer, & Tendeiro, 2016).
However, as these techniques are computed using various
operationalizations of item difficulty and/or discrimination,
they are most appropriate for use with unidimensional scales
containing many items (Meijer, Monelaar, & Sijtsma, 1994).
Absent a much larger sample or normative data, estimates of
item parameters would be too unstable to be useful for com-
puting these indices (DeAyala & Sava-Bolesta, 1999; DeMars,
2003). Niessen et al. (2016) examined the cutoff values and
relationships of these indices with some of the techniques
assessed in the current paper. Future research should examine
the distributional characteristics of these techniques as well as
their potential impact on item inter-relationships or the results
of statistical analyses (research questions 3, 4, and 5 above).

It is important to understand the expected values of each
data screen. To this end, the current analyses complement and
extend Huang et al. (2012) in providing descriptive statistics
and cumulative percentage distributions for each data screen.
However, the limited results from existing literature are
insufficient for producing normative data on each screening
technique. There are still many unanswered questions about
LQD and survey research in general. For example, how long
should we expect a participant to spend answering a self-
report question? What is the expected longstring value in a
uniformly scored scale as opposed to a scale containing both
positively and negatively scored items? How are different
analytic techniques influenced by the various screening tech-
niques? We hope that future research can address some of
these questions in an effort to help researchers and practi-
tioners make the most of their data.

Conclusions

This study addressed some important questions about LQD and
data screening practices. A side-by-side examination of multiple
screening techniques revealed some facts about the nature of data
screening. Estimates of the prevalence of LQD in survey research
are a function of both the screen(s) used and cutoff points chosen.
The cutoff points found in previous literature perform well for
some screens (self-report, bogus and instructed items, response
time, longstring, andD). However, cutoff points for consistency-
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based techniques (e.g., psychometric synonyms, personal reli-
ability) seem too liberal and are likely sensitive to sample and
survey design characteristics. We encourage researchers to exer-
cise caution when employing consistency-based screens until
future research rigorously examines cutoff criteria for these
indices.

Due to the small amount of overlap between screening
indices, researchers should not hesitate to employ multiple
screening techniques to identify LQD and screen participants
prior to data analysis. Researchers are encouraged to supple-
ment unobtrusive techniques with direct techniques whenever
possible. The use of response time, longstring, or IRV and
either self-report, bogus, or instructed items can assist re-
searchers in identifying different forms of LQD in their data.
However, we caution readers against selecting screening
techniques arbitrarily or based on convenience. Instead, we
encourage survey designers to thoughtfully consider data
screening as part of the research design process.

Finally, the choice of data screening techniques can impact
the performance of items and measures as well as the results of
a study. While most techniques have negligible effects on
inter-item and inter-scale correlation matrices, longstring,
IRV, and D can noticeably impact these analyses. Screening
techniques that discourage response homogeneity (e.g.,
bogus/instructed items, longstring, response time) can de-
crease alpha estimates, while screens that encourage response
consistency (e.g., psychometric synonyms, personal reliabili-
ty, D) can increase alpha estimates. Statistical results such as
correlations and Cohen’s d estimates can also change notice-
ably as the result of data screening. We encourage transparen-
cy in screening processes and urge researchers to report which
screens were used and which cutoff values were selected. We
also recommend that researchers report study results before
and after screening.
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