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Abstract

Purpose In this investigation, we argue for why and how

available intraclass correlation coefficients and other types

of reliability estimates can be employed as sample-based

reliability estimates within primary and meta-analytic

studies when relationships between group-level phenomena

are of interest.

Design/Methodology/Approach Group-level correlations

and reliability estimates were obtained from 46 studies

examining organizational climate–performance relation-

ships. We illustrate how the group-level reliability esti-

mates can be used to correct correlations for predictor and

criterion unreliability. Procedures are presented for com-

puting the sampling variances of individually corrected

correlations that account for sampling error in the group-

level reliability estimates.

Findings Support was found for the conservative nature of

meta-analytic parameter estimates when group-level relia-

bility information is sample-based as opposed to assumed

population values. In addition, our analyses indicated that

conclusions about substantive relationships between group-

level variables can change based on availability of sample-

based reliabilities within both primary and meta-analytic

studies.

Implications Results from this study suggest that researchers

should rely on sample-based meta-analytic procedures when

examining the generalizability of group-level relationships.

This study also demonstrates the importance of using all

available reliability information and accounting for sampling

error in the reliability estimates when conducting meta-

analyses at the group level of analysis.

Originality/Value This study breaks ground by systemati-

cally examining the use of intraclass correlation coefficients

as reliability estimates within group-level meta-analytic

studies. Furthermore, illustrative analyses provide guidance

to primary and meta-analytic researchers in regard to how to

correct group-level correlations for unreliability in the pre-

dictor, criterion, or both whenever and in whatever propor-

tions the artifact information is available.

Keywords Meta-analysis � Group-level data � ICCs �
Reliability

Introduction

Meta-analysis is a statistical procedure widely used by

researchers to cumulate results from primary studies with

the overall goal of drawing accurate inferences about

relationships between constructs. Although meta-analysis

is frequently conducted with data gathered at the individual

level of analysis, relatively few studies have employed

meta-analytic procedures with aggregated data to estimate

relationships at the group, or business unit, level of anal-

ysis. Notable examples of group-level meta-analyses
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include Harter et al. (2002, 2010), Wallace et al. (2016),

and Whitman et al. (2010, 2012). In most cases, group-

level meta-analytic studies either have not corrected for

measurement error in the predictor and criterion measures

or have relied on assumed population predictor and crite-

rion reliability information. As discussed by Raju et al.

(1991), these forms of meta-analysis are not optimal when

predictor and criterion reliability information is available

from primary studies.

The use of suboptimal meta-analytic procedures is

clearly understandable when it is the case that reliability

information is unavailable. We contend, however, that

sample-based reliability in studies involving aggregated

data may be available in the form of reported intraclass

correlation coefficients (ICCs). At present, primary studies

and published meta-analyses have not used this sample-

based ICC information to correct group-level correlations

for measurement error in the predictor or criterion measure

and to account for sampling error in such reliability esti-

mates. The current paper illustrates the logic and method

by which available ICCs can be employed as reliability

estimates within primary and meta-analytic studies when

group-level phenomena are of interest. In addition, this

paper provides illustrative comparisons of meta-analytic

scenarios where different types of group-level reliabilities

(e.g., sample-based ICCs and literature-based, assumed

population reliability estimates) are incorporated into tests

of three research questions. We offer guidance on how to

handle missing group-level reliabilities, and further, clarify

how primary and meta-analytic study conclusions are

affected by the type of reliability value used, sample-based

versus assumed population, when such information is

missing.

The structure of the current paper is as follows. First,

examples of prior meta-analytic approaches using aggre-

gated data and explanations concerning how reliability

information was handled in these cases are identified and

discussed. Following, a case is made for using available

ICC information from primary studies as estimates of

group-level predictor and criterion reliability. We then

illustrate how ICC information can be used to correct

correlations for unreliability in primary studies and for

estimating the sampling variances (and standard errors) of

individually corrected correlations. Sampling variance

equations for individually corrected correlations, covering

all possible situations related to the availability of relia-

bility information, are presented in conjunction with the

assumptions associated with each situation. Finally, we

demonstrate how sample-based meta-analyses can be

conducted when such predictor and criterion reliability

information is sporadically available. Here, we contrast

results from sample-based meta-analyses with findings

from meta-analyses based on the use of assumed

population reliabilities obtained from the literature. In

addition, we present supplemental meta-analyses that arti-

ficially restrict the availability of reliability to further

demonstrate how reductions in sample-based reliabilities

affect meta-analytic parameter estimates.

Previous Meta-Analytic Approaches Using

Aggregated Data

The organizational research literature is replete with meta-

analyses conducted at the individual level of analysis.

Markedly fewer studies, however, have applied meta-ana-

lytic procedures to data gathered at the group or organi-

zational level of analysis. This is unfortunate given that

conducting meta-analysis with aggregated data is important

for understanding and making generalizations about group-

and organizational-level phenomenon. Of the studies that

have employed meta-analytic procedures with group-level

data, most have treated reliability estimates as assumed,

population-based reliabilities (as opposed to sample-based

reliability values). For instance, Harter et al. (2010)

examined the causal impact of employee work perceptions

on an organization’s bottom line and corrected correlations

for measurement error based on aggregated test–retest

reliability estimates. In another study by Harter et al.

(2002), similar correction procedures using test–retest

reliabilities were employed in examining relationships

between employee satisfaction, employee engagement, and

business outcomes. In each of the preceding meta-analyses,

sampling error in the reliability estimates was not taken

into account.

Researchers have also included ICC(2) values when

estimating the reliability of group-level variables in meta-

analyses. For example, in a study examining relationships

between satisfaction, citizenship behaviors, and perfor-

mance in work units, Whitman et al. (2010) corrected

correlations for unreliability using ICC(2) values. Although

these values were sample-based, Whitman et al. employed

meta-analytic procedures that treated the sample-based

ICC(2) values as assumed, population values. Whitman

et al. (2012) applied the same meta-analytic procedures.

Interestingly, Hong et al. (2013) corrected observed cor-

relations for different types of sample-based reliability

estimates including ICC(2)s, but they did not employ meta-

analytic procedures that account for sampling error in the

sample-based reliabilities.

While the above studies certainly advance our under-

standing of relationships between group-level variables, the

specific treatment and assumptions concerning reliability

estimates that were employed in most of these studies are

not optimal. Relying on assumed reliability values can

produce inaccurate results because the degree to which

assumed values mirror those of the population is often
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unknown (Raju et al. 1989). Related, when using sample-

based reliability values, failing to account for sampling

error in reliability estimates can lead to imprecision in the

estimates of the mean and variance of corrected correla-

tions (see Raju et al. 1991).

In sum, meta-analysts have corrected group-level cor-

relations for unreliability using ICC(2) information.

Despite this, however, none of these studies have accoun-

ted for sampling error in the sample-based reliability esti-

mates. The current study departs from those described

above by demonstrating how group-level meta-analyses

can be improved by using all available reliability infor-

mation from the primary group-level studies and at the

same time take into account sampling error in the relia-

bilities reported within the primary studies.

ICCs as a Form of Group-Level Reliability

Two variations of ICCs, ICC(1) and ICC(2), are frequently

used in organizational research. These coefficients are

more generally interpreted as measures of the proportion of

variance attributable to objects of measurement (McGraw

and Wong 1996). The ICC(2) provides an estimate of the

reliability of group means (Bartko 1976; Bliese 2000;

Shrout and Fleiss 1979) and is calculated using the fol-

lowing formula1:

ICCð2Þ ¼ MSB �MSW

MSB
ð1Þ

where MSB is the mean square between groups and MSW is

the mean square within groups.

ICC(2) values share several important features with

traditional reliability indices. Reliability is an index of the

variance of interest over the sum of the variance of interest

plus error (Shrout and Fleiss 1979). Consistent with the

preceding definition, ICCs have long been recognized as

reliability estimates (Cronbach et al. 1972; Ebel 1951;

Lahey et al. 1983). For ICCs, when within-subject variance

is small relative to total variance, the coefficient is larger

than when within-subject variance is relatively large.

Importantly, this is also true of reliability coefficients (e.g.,

coefficient alpha) commonly used in meta-analysis con-

ducted on individual-level phenomena.

From the preceding points, ICC(2) estimates are fre-

quently considered indices of reliability for group-level

data (Cronbach et al. 1972; Ebel 1951; Lahey et al. 1983;

Stanley 1971) and are expressed similarly to traditional

reliability indices (i.e., correlation coefficients). Bartko

(1976) originally termed ICCs as intraclass correlation

reliability coefficients and ‘‘use of the intraclass correlation

(ICC) as an index of the reliability of ratings has been well

documented and accepted in psychological research’’ (La-

hey et al. 1983, p. 586). Most importantly, as discussed

above, ICC(2)s are interpreted as reliability values in the

organizational psychology literature (Hong et al. 2013;

Whitman et al. 2010, 2012). Therefore, ICC(2) values may

logically be used to correct observed, group-level correla-

tions for measurement error.

Given ICC(2)s as estimates of group-level predictor and

criterion reliability, the general equation for estimating the

sampling variance of a corrected correlation (see Raju and

Brand 2003; Raju et al. 1991) can be adjusted for use with

ICC(2) values and other types of group-level reliability

estimates (e.g., stability coefficients) whenever they are

available for the predictor or criterion. We next discuss

these equations and how they might be employed whenever

group-level reliability information is available in primary

studies.

Correcting Correlations for Sample-Based

Unreliability

Despite the long-standing availability of procedures to

correct correlations within primary studies for unreliability

with appropriately defined standard errors (see Raju et al.

1991), there has not been a systematic application of such

procedures using available ICC values. This section pre-

sents the relevant formulas for correcting a correlation for

predictor and criterion unreliability, as well as the general

formula and special cases for estimating the sampling

variances of individually corrected correlations. We re-

present equations from Raju et al. (1991, 2004) to illustrate

their relevance to group-level studies and for corrections to

correlations with ICC values and other group-level relia-

bility estimates.

We begin by letting rxy represent the restricted and

attenuated effect between the predictor (x) and criterion (y)

in a sample, where rxx and ryy represent the sample-based

predictor and criterion reliability values, respectively. In

addition, the range restriction factor k is defined as 1/u

where u is the ratio of the unattenuated, restricted standard

deviation on x to the unattenuated, unrestricted standard

deviation on x (Raju and Brand 2003). With the application

of classical test theory (Lord and Novick 1968), an esti-

mate of an unrestricted and unattenuated population cor-

relation (qxy) can be written as:

q̂xy ¼
krxy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rxxryy � r2xy þ k2r2xy

q ð2Þ

When all sample-based artifact information is available,

the general sampling variance formula associated with the

corrected correlation as presented in Raju and Brand is:

1 Equations used have been reported elsewhere as noted. Numbering

of the equations in the current paper is for ease of presentation only.
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V̂ q̂xy
� �

¼
k2rxxryy rxx � r2xy

� �

ryy � r2xy

� �

n� 1ð ÞŴ3
ð3Þ

where

Ŵ ¼ rxxryy � r2xy þ k2r2xy ð4Þ

As discussed below, Eq. 3 can be adjusted depending on

the availability of group-level reliability information.

Availability of Group-Level Reliability Information

Individual studies vary in whether reliability information is

provided for group-level variables. For instance, some

studies report reliability (e.g., ICCs) information for the

predictor (Chen et al. 2007; Dawson et al. 2008; Schmit

and Allscheid 1995), criterion (Baer and Frese 2003), or

both (Dietz et al. 2004; Salanova et al. 2005; Simons and

Roberson 2003). In this section, we present sampling

variance formulas, originally derived by Raju and Brand

(2003), which apply to all possible situations concerning

the availability of predictor and criterion reliabilities. In

doing so, the assumptions and equations that allow for

disattenuating group-level correlations and for conducting

meta-analyses with sample-based reliabilities at the group-

level of analysis are discussed.

The variance formulas presented below take into

account sampling variance associated with rxx, ryy, rxy, and

their intercorrelations. It is important to note that for each

formula, k will be fixed at one because we are not con-

cerned with corrections for range restriction in the present

discussion. As a result, W (i.e., Eq. 4) reduces to the pro-

duct of rxx and ryy.

Clarification of several conceptual terms is important

before presenting the sampling variance formulas for spe-

cial cases of Eq. 3. The term ‘‘assumption’’ relates to the

treatment of reliability information based on its availability

within a primary study. That is, when predictor or criterion

reliability information is missing, the reliability value that

is employed is treated as ‘‘assumed fixed,’’ meaning the

reliability coefficient is treated as a parameter not having

sampling error. In this case, the average reliability from the

set of primary studies or a reliability value from other

investigations can be used as the assumed reliability. In

most cases, meta-analysts rely on an assumed population

reliability obtained from the literature such as the fre-

quently employed criterion reliability value of .52 (see

LeBreton et al. 2014). In contrast, the term ‘‘sample-based’’

means the reliability estimate is reported in the primary

study and is, therefore, treated as a parameter with known

sampling error.

When the criterion reliability is missing, it is assumed

fixed, and the sampling variance formula can be written as:

V̂ q̂xy
� �

¼
rxxr

2
yy rxx � r2xy

� �

1� r2xy

� �

n� 1ð ÞŴ3
ð5Þ

An assumed reliability value would need to be used for ryy
in Eq. 5. In this case, a criterion reliability coefficient from

prior investigations may be used as an estimate (Raju and

Brand 2003), such as the .52 value noted above.

When the predictor reliability (e.g., ICC) is missing, it is

assumed fixed. The sampling variance formula can be

written as:

V̂ q̂xy
� �

¼
r2xxryy 1� r2xy

� �

ryy � r2xy

� �

n� 1ð ÞŴ3
ð6Þ

An assumed reliability value would need to be used for rxx
in Eq. 6. In this case, a predictor reliability coefficient from

prior investigations (e.g., .80) may be used as an estimate.

When both criterion and predictor reliabilities are

missing from a primary study, they are assumed fixed, and

the sampling variance formula for the corrected correlation

can be written as:

V̂ q̂xy
� �

¼
r2xxr

2
yy 1� r2xy

� �2

n� 1ð ÞŴ3
ð7Þ

Assumed reliability values are required for rxx and ryy
in Eq. 7. In this case, predictor and criterion reliability

coefficients from prior investigations may be used as

estimates (e.g., .80 and .52, respectively). The treat-

ment of reliability information and sampling error in

this situation is somewhat similar to how reliability

and sampling error are handled within current group-

level meta-analytic studies. That is, sampling error in

the sample-based reliabilities is NOT taken into

account.

The above sampling variance formulas cover all situa-

tions related to the availability of reliability information

reported in primary studies. As noted in a previous section,

ICC(2) values can logically be inserted for rxx and ryy
whenever this reliability information is presented for the

group-level predictor, criterion, or both. When ICC(2)

values are inserted into the equations, based on assump-

tions associated with the availability of sample-based

reliability information, the sampling variance formulas

account for sampling error in the group-level reliability

estimates.

We next illustrate how the preceding equations can

be employed, with sporadically available reliability

information, as part of sample-based meta-analyses to

estimate the mean and variance of corrected correlations

at the group level. As referenced within the literature,

these procedures will be collectively referred to as the

Raju–Burke–Normand–Langlois (RBNL) meta-analytic
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procedures.2 When applying these procedures, we also

illustrate how individually corrected correlations and their

sampling variances as well as how meta-analytic findings

are affected by the use of available ICCs and other group-

level reliability values versus the use of assumed popu-

lation reliability values.

Illustrative Examples

In an effort to provide realistic, illustrative examples of

scenarios concerning both the availability of reliability

information and the use of literature-based (assumed pop-

ulation) reliabilities for missing reliabilities, we focus on

the organizational climate–work group performance liter-

ature. We do so for two reasons. First, the organizational

climate domain has the largest number of published studies

with aggregated group-level data within the fields of

organizational psychology and management (Wallace et al.

2016). Second, performance is one of the more important

criterion variables of interest in organizational psychology

(Austin and Villanova 1992). For purposes of illustrating

the preceding procedures with varying amounts of relia-

bility information reported in primary studies, we focus on

three distinct components of the criterion domain: behav-

ioral-oriented, productivity-oriented, and health/safety

outcomes. Based on past research (see Christian et al.

2009), we expect a climate focused on concern for

employees to relate positively with behavior-oriented per-

formance measures (RQ1) and productivity-oriented out-

comes (RQ2), and we expect concern for employees to

relate negatively with health/safety outcomes (RQ3).

Meta-Analytic Procedures

A recent meta-analysis on organizational climate–work

group performance relationships (Wallace et al. 2016)

provided the foundation for demonstrating the proposed

procedures. The criteria for inclusion of primary studies

were consistent with the approach of Wallace et al. such

that to be included in the current meta-analyses, ‘‘we

retained studies that (a) reported an effect size between one

or more aggregated work climate variables and one or more

performance indicators; (b) presented relationships for

climate and criterion variables at the group, team, or unit

levels; and (c) provided appropriate justification for

aggregation of variables (or enough data to ascertain

aggregation suitability)’’ (Wallace et al. 2016, pp. 847–

848). With that said, not all studies in the Wallace et al.

(2016) meta-analysis were included herein. For example,

Wallace et al. (2016) examined relationships between

multiple organizational climate variables and multiple

criteria (i.e., worker attitudes, customer satisfaction).

Although the Wallace et al. (2016) framework consisted of

sorting climate into the higher-order factors of concern for

customers and concern for employees, only the higher-

order factor of concern for employees was considered for

the purposes of the illustrative examples in this study. Also,

because the purpose of the current study was to demon-

strate a statistical procedure and for reasons of parsimony,

only studies that reported relationships between concern

for employees and performance were used.

Coding of Studies

Two of the authors independently coded all studies. Of the

62 samples, 16 did not fit the inclusion criteria. The reasons

for excluding studies were that data were only reported at

the individual level or the criterion was something other

than performance (i.e., attitudes, customer satisfaction,

etc.). In cases of disagreement, the coders arrived at con-

sensus through an in-person discussion.

Group-level reliabilities (i.e., ICC(2)s and stability

coefficients) were recorded when reported in primary

studies. If only an ICC(1) was reported for the predictor,

criterion, or both, it was converted into an ICC(2) using the

Spearman–Brown formula to estimate the reliability of the

group means (Bliese 2000). In the few instances where

primary studies reported multiple climate or performance

information, a composite correlation was computed using

formulas presented in Hunter and Schmidt (2004). Argu-

ably, computing correlations based on composites is more

construct valid than correlations based on a single measure

(Thoreson et al. 2003).

Organizational climate was coded such that the lower-

level factors of concern for employees were coded when

available. In addition, we coded for other climate variables

that constituted more specific concerns for employees such

as bullying, justice, safety, and support, to name a few.

As previously discussed, the criterion domain was sep-

arated into three dimensions: behavioral-oriented perfor-

mance, productivity-oriented outcomes, and health/safety-

oriented outcomes. The behavioral performance dimension

consisted of any ratings of overall performance, contextual

performance, counterproductive performance/deviance, as

well as service and task performance. The productivity

2 The RBNL meta-analytic procedures for correcting individual

correlations depart from those proposed by Hunter and Schmidt

(2004) by accounting not only for sampling error due to N, but

additionally take into account sampling error in the reliability

estimates. As discussed in Raju et al. (1991), Hunter and Schmidt’s

(2004) meta-analytic procedures for individually corrected correla-

tions deal with the special case in which reliabilities of predictor and

criterion are assumed to be fixed. The reader is referred to Raju et al.

(1991) for a detailed description concerning the advantages of

employing sample-based meta-analytic procedures over alternative

methods.
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performance dimension consisted of studies that reported

financial (i.e., ratio, sales, etc.) or productivity outcomes

(i.e., piece-rate, counts, etc.). Finally, the health/safety

dimension of performance included measures of accidents

and injuries.

Meta-Analytic Calculations

Following the RBNL procedures for tests of each research

question, the mean and variance of corrected correlations

were estimated as well as the random effects standard error

for the mean corrected correlation (see Burke and Landis

2003). Given the focus in the current study on correcting

individual correlations with available sample-based relia-

bilities, we also computed the individually corrected cor-

relations and their sampling variances. The RBNL meta-

analytic procedures were optimal for this study, as relia-

bility information was occasionally missing for the pre-

dictor, criterion, or both, in studies examining group-level

phenomena. Again, corrections for range restriction were

not considered in light of the overall goals of the current

investigation.3

For analyses with sample-based reliabilities, meta-anal-

yses were conducted with alternative means for estimating

missing predictor and criterion reliabilities. In Scenario 1

the average of the available ICC values was used for missing

predictor reliabilities and the average of the available cri-

terion reliabilities was used for missing criterion reliability

values. These values were .79 for organizational climate, .76

for behavioral-oriented performance, and .84 for both

health/safety and productivity outcomes. In sum, Scenario 1

is a situation where averages are used in place of missing

predictor and criterion reliabilities and basic sampling error

due to sample size (N) along with sampling error in the

available sample-based predictor and criterion reliabilities is

taken into account.

In the Scenario 2, we relied on assumed population

reliabilities values for missing predictor and criterion

reliabilities. The predictor reliability value was .80 for

organizational climate. This value was the average group-

level (test–retest) reliability for work perception measures

reported in the large-scale studies by Harter et al.

(2002, 2010). An assumed population reliability value of

.52 was used for behavioral-oriented performance. This

value was, in part, based on the average business-unit-level

reliability for customer perceptions (which include per-

ceptions of sales personnel performance) reported in the

Harter et al. (2002) of .528, and the common assumed

population reliability value of .52 for job performance

measures (see LeBreton et al. 2014). The assumed popu-

lation reliability of .85 for both health/safety and produc-

tivity outcomes was based on the average reliabilities for

business-unit outcomes in the Harter et al. studies, which

ranged from .78 to .93. That is, .85 is approximately at the

mid-point of this range in average reliabilities for business-

unit outcomes (i.e., productivity outcomes, financial per-

formance measures, etc.). In sum, Scenario 2 is a situation

where assumed population reliabilities are used in place of

missing predictor and criterion reliabilities and basic

sampling error due to sample size (N) along with sampling

error in the available sample-based predictor and criterion

reliabilities is taken into account.

Finally, analyses in Scenario 3 were conducted with

only assumed (literature-based) predictor and criterion

reliability values for all primary studies. That is, all relia-

bilities were assumed, fixed population values and set to

.80, .52, and .85 for organizational climate, behavior-ori-

ented performance, and health/safety/productivity out-

comes, respectively. Scenario 3 is a situation where only

sampling due to sample size (N) is taken into account.

These three scenarios were created to cover typical sit-

uations for how reliability estimates are currently handled

in meta-analyses. Together, the alternative analyses allow

for comparisons of how individually corrected correlations

and their sampling variances are affected by the use of

available ICCs and other types of reliabilities versus

assumed population reliabilities as well as how meta-ana-

lytic results are affected by the use of alternative means for

estimating reliabilities.

Supplemental Meta-Analyses

In addition to presenting meta-analytic results from sce-

narios reflecting natural nuances of group-level data, sup-

plemental meta-analyses were conducted that restricted the

reliability data that entered the meta-analysis. These sup-

plemental analyses were intended to further demonstrate

how the degree of available reliability information affects

parameter estimates. While many possible restrictions

could be imposed on the sample reliability data, we chose a

50 % reduction in available reliability information from

what was originally reported. Given that supplemental

analyses were employed to illustrate how findings can

change based on a restricted condition, the retained relia-

bilities were from the lower portion of the reliability dis-

tribution. This restriction was only imposed on the

predictor and criterion reliability distributions for studies

that provided data for Research Question 1, where there

was sufficient reliability data within the primary studies to

make a comparison between findings with all sample-based

reliability data and a condition with restricted reliability

data. This reduction in reliabilities for RQ 1 resulted in a

3 One study was excluded from the analyses due to a large sample

size and the direction of the effect. Results of these analyses with the

study included are available upon request from the author.
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condition with roughly 40 and 15 % available predictor

and criterion reliability information across all primary

studies, respectively. These restricted reliability percent-

ages are somewhat reflective of actual percentages of

available reliability information for the relationships

examined in RQ2 and RQ3.

The reductions in available reliabilities for the supple-

mental analyses resulted in adjustments to the sample-

weighted reliability averages used when a study’s predictor

and/or criterion reliability value was missing. For Scenario

1, where the average sample-based reliability was used for

a missing reliability value, the new values were .58 and .55

for the organizational climate and behavioral performance,

respectively. For Scenario 2 where assumed population

values were used for missing reliabilities, the new assumed

reliability value for organizational climate was .60. This

value was chosen as it closely approximates the sample-

weighted reliability from Scenario 1 (for restricted relia-

bilities) and it is reflective of group-level test–retest relia-

bilities for attitudinal measures reported in the literature

(e.g., see Harter et al. 2002). Consistent with arguments

made above, the criterion reliability value remained at .52

for behavioral performance, as it is both a literature-based

value and one that is consistent with the sample-weighted

reliability from Scenario 1 (for restricted reliabilities). For

Scenario 3 where all reliabilities are assumed population

values, .60 and .52 were employed for all predictor and

criterion reliability values, respectively.

Primary and Meta-Analytic Results

Because the focal climate–performance research ques-

tions reflect situations wherein varying proportions of

reliability information are reported, results are presented

separately for each question. More specifically, a

description of the treatment of reliability estimates (as-

sumed fixed vs. sample-based) across the three scenarios

and their resulting primary and meta-analytic outcomes

will be presented for the test of each relationship. Orga-

nizing the results in this fashion is intended to clarify the

type of reliability information reported in the primary

studies for each meta-analysis and illustrates how relia-

bility was treated when estimating a particular organiza-

tional climate–work group performance relationship. For

each research question, we highlight how individually

corrected correlations and their sampling variances differ

(or by contrast, don’t change) for primary studies for each

of the three scenarios. Subsequent to the presentation of

primary results for each research question, we discuss the

meta-analytic finding for that organizational climate–

performance relationship.

Research Question 1

RQ1 focused on the relationship between concern for

employees and behavioral-oriented performance. Of note,

this relationship had the largest number of effect sizes

(k = 37) relative to tests of the other expected relation-

ships. Following the proposed correction procedures, Eq. 3

was employed when sample-based reliabilities were

available for both the predictor and criterion. For Scenario

1, if only predictor reliability information (rxx) was miss-

ing, then a sample-size-weighted reliability estimate was

used assuming a fixed value (i.e., Eq. 6). Similarly, if only

criterion reliability (ryy) information was missing, then a

sample-size-weighted reliability estimate was used (i.e.,

Eq. 5). If both predictor and criterion information were

missing, the sample-size-weighted reliability estimates for

both variables were assumed as fixed (i.e., Eq. 7). For

Scenario 1, individually corrected correlations and their

sampling variances for primary studies included in testing

RQ1 are presented in Table 1. These statistics are also

presented in Table 1 for Scenario 2 (use of assumed, lit-

erature-based reliabilities for missing reliability values)

and Scenario 3 (use of assumed population reliabilities for

all reliabilities).

Table 1 indicates that the evaluation of RQ1 involves a

situation with almost complete sample-based predictor

reliabilities (81 %) and partially available criterion relia-

bilities (30 %). As shown in Table 1, the alternative means

for estimating group-level reliabilities had a meaningful

impact on the magnitudes of many corrected correlations

and their sampling variances. These findings are important

as they suggest that researchers could arrive at different

conclusions about the relationship between organizational

climate and workgroup performance. For instance, when

confidence intervals are computed for each of the three

scenarios for Primary Study # 2, these intervals do not

overlap. Specifically, the confidence interval resulting from

Scenario 1 was (.74, .86), whereas the confidence intervals

for Scenarios 2 and 3 were (.87, 1.0). When these differ-

ences compile across all primary studies, conclusions at the

meta-analytic level are likely affected.

Associated meta-analytic results for the three scenarios

are presented in Table 2. As shown in Table 2, the rela-

tionship between concern for employees and behavioral-

oriented performance was both positive for each scenario

(i.e., .44, .48, and .51 for Scenarios 1, 2, and 3, respec-

tively) and statistically significant, with all confidence

intervals excluding zero. Notably, not only did the mag-

nitudes of the relationship between climate and perfor-

mance differ depending on how reliabilities were

estimated, but the confidence intervals also varied across

the three scenarios. Use of sample-based reliabilities
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Table 1 Primary study results related to Research Question 1: the relationship between concern for employees and behavioral-oriented

outcomes

Primary study Ng rxx ryy r Scenario 1

q̂
(sampling variance)

Scenario 2

q̂
(sampling variance)

Scenario 3

q̂
(sampling variance)

1 204 .62 .59 .27 .45

(0.010)

.45

(0.010)

.42

(0.010)

2 463 – – .62 .80

(0.001)

.96

(0.002)

.96

(0.002)

3 31 .68 – .54 .75

(0.026)

.91

(0.038)

.84

(0.040)

4 46 – – .39 .50

(0.027)

.60

(0.038)

.60

(0.038)

5 56 .95 – .3 .35

(0.021)

.43

(0.030)

.47

(0.036)

6 26 .81 – .26 .33

(0.056)

.40

(0.081)

.40

(0.084)

7 160 .51 .98 .25 .35

(0.010)

.35

(0.010)

.39

(0.013)

8 185 .64 .64 .45 .70

(0.006)

.70

(0.006)

.70

(0.008)

9 47 – – .45 .58

(0.023)

.70

(0.033)

.70

(0.033)

10 134 .88 – .39 .48

(0.008)

.58

(0.012)

.60

(0.013)

11 1407 .78 .86 .22 .27

(0.001)

.27

(0.001)

.34

(0.002)

12 67 .99 – .57 .66

(0.009)

.80

(0.013)

.88

(0.016)

13 150 .97 – .32 .37

(0.007)

.45

(0.011)

.50

(0.013)

14 81 .47 .27 .27 .76

(0.061)

.76

(0.061)

.42

(0.023)

15 21 .57 – .66 1.00

(0.015)

1.2

(0.022)

1.0

(0.038)

16 55 .51 – .04 .06

(0.048)

.08

(0.070)

.06

(0.044)

17 91 .96 – .28 .33

(0.013)

.40

(0.020)

.43

(0.023)

18 25 .56 .56 .59 1.1

(0.020)

1.1

(0.020)

.91

(0.043)

19 20 .61 – .54 .79

(0.042)

.96

(0.061)

.84

(0.063)

20 25 .65 – .49 .70

(0.040)

.84

(0.060)

.76

(0.060)

21 620 .83 .81 .29 .35

(0.002)

.35

(0.002)

.45

(0.003)

22 300 .64 – .29 .42

(0.005)

.42

(0.005)

.45

(0.007)

23 34 – – .3 .39

(0.042)

.47

(0.060)

.47

(0.060)
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resulted in more conservative findings about the

relationship.

Research Question 2

RQ2 focused on the relationship between concern for

employees and productivity-oriented outcomes. This rela-

tionship had fourteen reported effects. Following the same

procedures used to evaluate RQ1 for Scenario 1, the sam-

ple-size-weighted reliability indices were inserted into

sampling variance equations wherever reliability informa-

tion was missing for the predictor, criterion, or both. Again,

if predictor and criterion reliability values were available,

then Eq. 3 was employed for estimating the sampling

variance of the corrected correlation. If only reliability

information was missing for the predictor, then we treated

the predictor as assumed fixed (i.e., Eq. 6). If only criterion

reliability information was missing, then we treated the

criterion as assumed fixed (i.e., Eq. 5). In the situation

where both predictor and criterion information were

missing, these values were treated as assumed fixed (i.e.,

Eq. 7). For Scenario 1, individually corrected correlations

and their sampling variances associated with RQ2 are

presented in Table 3. These statistics are also presented in

Table 1 continued

Primary study Ng rxx ryy r Scenario 1

q̂
(sampling variance)

Scenario 2

q̂
(sampling variance)

Scenario 3

q̂
(sampling variance)

24 33 .58 – .64 .96

(0.012)

1.20

(0.020)

.99

(0.026)

25 187 – – .24 .31

(0.008)

.37

(0.011)

.37

(0.011)

26 53 – – .75 .97

(0.006)

1.2

(0.009)

1.2

(0.009)

27 167 .83 – .37 .47

(0.007)

.56

(0.010)

.57

(0.011)

28 114 .83 .83 .15 .18

(0.012)

.18

(0.012)

.23

(0.020)

29 160 .71 – .27 .37

(0.009)

.44

(0.014)

.42

(0.013)

30 56 .94 – .29 .34

(0.021)

.41

(0.031)

.45

(0.037)

31 134 .47 .47 .26 .55

(0.025)

.55

(0.025)

.40

(0.016)

32 86 .81 .84 .66 .80

(0.004)

.80

(0.004)

1.0

(0.010)

33 48 .95 – .33 .39

(0.023)

.47

(0.034)

.51

(0.041)

34 111 .76 .58 .36 .54

(0.013)

.54

(0.013)

.56

(0.017)

35 129 .43 – .06 .10

(0.024)

.13

(0.035)

.10

(0.020)

36 47 – – .65 .84

(0.012)

1.0

(0.017)

1.0

(0.017)

37 401 .8 – .38 .49

(0.003)

.59

(0.004)

.59

(0.004)

Dashes under the predictor and criterion reliability columns indicate a reliability estimate was not reported in the primary study. Ng is the number

of groups or business units. rxx is the sample-based predictor reliability. ryy is the sample-based criterion reliability. q̂ is the estimate of rho, the

individually corrected correlation. Sampling variance refers to the estimated sampling variance of an individually corrected correlation. Scenario

1 refers to the use of sample-based reliabilities and the average sample-based reliability for a missing reliability value. Scenario 2 refers to the use

of sample-based reliabilities and an assumed population reliability for a missing reliability value. Scenario 3 refers to the use of only assumed

(literature-based) reliabilities, where all reliability values are treated as assumed fixed
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Table 3 for Scenario 2 (use of assumed reliabilities for

missing reliability values) and Scenario 3 (use of assumed

population reliabilities for all reliabilities).

Table 3 illustrates a situation with a relatively large

proportion (i.e., 79 %) of sample-based predictor reliabil-

ities and a modest percentage of criterion reliabilities (i.e.,

36 %). Consistent with findings from RQ1, the alternative

approaches for estimating group-level reliabilities had a

meaningful impact on the magnitudes of many corrected

correlations and their sampling variances.

As shown in Table 2, the relationship between concern

for employees and productivity-oriented outcomes was

both positive and statistically significant across the three

scenarios. These results suggest that greater concern for

employees is related to greater levels of workgroup or

organizational productivity. Notably, the findings varied

little between the scenarios with respect to RQ2 reflecting

the fact that the average sample-based reliabilities were

comparable in magnitude to the literature-based, assumed

population reliabilities for both the predictor and criterion.

Research Question 3

RQ3 focused on the relationship between concern for

employees and health/safety-oriented outcomes. Only eight

effects were available for this analysis. As in the previous

analyses for Scenario 1, the sample-size-weighted relia-

bility was inserted into sampling variance equations

whenever this information was missing. Likewise for

Scenario 1, the sample-size-weighted reliability for health/

safety outcomes was inserted into sampling variance

equations when this value was missing from primary

studies. For Scenarios 2 and 3, the same treatments of

reliability as described for RQ1 and RQ2 were also applied

with these analyses.

Individually corrected correlations and their sampling

variances are presented in Table 4 for Scenarios 1, 2, and

3. Table 4 illustrates a situation with relatively fewer

sample-based predictor (63 %) and criterion reliabilities

(13 %) than either of the prior analyses. As with findings

for RQ1 and RQ2, the corrected correlations and sampling

Table 2 Meta-analytic results

for tests of relationships

between concern for employees

and criterion variables

Criterion variable (Research Question) Treatment of reliabilities Mq SEMq 95 % CI SDq

L U

Behavioral-oriented performance (R1) Scenario 1 (All) .44 .033 .37 .50 .178

Scenario 2 (All) .48 .040 .40 .56 .220

Scenario 3 (All) .51 .037 .44 .58 .198

Scenario 1 (Restricted) .58 .042 .50 .66 .226

Scenario 2 (Restricted) .58 .042 .50 .66 .229

Scenario 3 (Restricted) .59 .042 .50 .67 .228

Productivity-oriented outcomes (R2) Scenario 1 .24 .047 .14 .33 .159

Scenario 2 .23 .047 .14 .33 .158

Scenario 3 .23 .043 .14 .31 .146

Health/safety outcomes (R3) Scenario 1 -.24 .130 -.50 .01 .339

Scenario 2 -.24 .130 -.50 .01 .340

Scenario 3 -.23 .114 -.45 -.01 .300

k is the number of independent effect sizes included in each analysis and was 37, 14, and 8 for R1, R2, and

R3, respectively. Ng is the number of groups and was 5974, 3585, and 495 for R1, R2, and R3, respectively.

Mr is the mean observed correlation and was .33, .19, and -.19 for R1, R2, and R3, respectively. SDr is the

standard deviation of the observed correlations and was .14, .13, and .27 for R1, R2, and R3, respectively.

Mq is the mean correlation corrected for unreliability; SEMq is the standard error of Mq; SDq is the standard

deviation of corrected correlations; 95 % CI is the 95 % CI for Mq. Scenario 1 refers to the use of sample-

based reliabilities and the average sample-based reliability for a missing reliability value. Scenario 2 refers

to the use of sample-based reliabilities and an assumed population reliability for a missing reliability value.

Scenario 3 refers to the use of only assumed (literature-based) reliabilities, where all reliability values are

treated as assumed fixed. These values were .80 and .52 for the predictor and criterion, respectively. For

restricted analyses, Scenario 1 (Restricted) refers to an artificially restricted condition wherein there is a

50 % reduction in available reliability and new sample-based average reliabilities are used when missing.

These values are .58 and .55 for the predictor and criterion, respectively. Scenario 2 (Restricted) refers to

analyses with a 50 % reduction in available reliability and new values are used for the predictor and

criterion when missing. These values are .6 and .52 for the predictor and criterion, respectively. Scenario 3

(Restricted) refers to the use of only assumed (literature-based) reliabilities, where all reliability values are

treated as assumed fixed. The values under this restricted condition are .6 and .52 for the predictor and

criterion, respectively
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variances differed according to how reliability information

was handled across the three scenarios.

The meta-analytic results reported in Table 2 regarding

RQ3 indicate that conclusions about statistical significance

differ depending on whether reliabilities are sample-based

or literature-based. For Scenarios 1 and 2, the confidence

intervals for Mq include zero and, thus, indicate a statisti-

cally nonsignificant relationship between organizational

climate and health/safety outcomes. However, in Scenario

3 when all reliabilities are assumed population reliabilities,

the confidence interval for the relationship between orga-

nizational climate and health/safety outcomes excludes

zero and becomes statistically significant. Again, we cau-

tion that the findings pertaining to RQ3 are based on a

small number of studies, where there is likely to be more

variability due to second-order sampling of studies.

Supplemental Meta-Analytic Findings

Results from the supplemental analyses for Research

Question 1 with restricted reliabilities for Scenario 1 to

Scenario 3 are presented in Table 2. As expected, the

magnitudes of Mq are substantially greater when reliability

information is restricted to the lower portion of the

Table 3 Primary study results related to Research Question 2: the relationship between concern for employees and productivity-oriented

outcomes

Primary study Ng rxx ryy r Scenario 1

q̂
(sampling variance)

Scenario 2

q̂
(sampling variance)

Scenario 3

q̂
(sampling variance)

1 47 – .52 .45 .70

(0.026)

.70

(0.025)

.55

(0.020)

2 463 – – .04 .05

(0.003)

.05

(0.003)

.05

(0.003)

3 136 .72 .93 .38 .46

(0.007)

.46

(0.007)

.46

(0.008)

4 26 .81 – .24 .29

(0.052)

.30

(0.051)

.30

(0.052)

5 1407 .78 .88 .25 .30

(0.001)

.30

(0.001)

.30

(0.001)

6 150 .97 – .13 .14

(0.008)

.14

(0.008)

.16

(0.010)

7 121 .48 .87 .38 .59

(0.012)

.59

(0.012)

.46

(0.010)

8 654 .77 – .25 .31

(0.002)

.31

(0.002)

.30

(0.002)

9 34 – – -.25 -.31

(0.040)

-.30

(0.040)

-.30

(0.040)

10 56 .94 – -.21 -.24

(0.021)

-.23

(0.021)

-.25

(0.024)

11 86 .81 – -.09 -.11

(0.017)

-.11

(0.020)

-.11

(0.020)

12 72 .72 – .05 .07

(0.023)

.06

(0.023)

.06

(0.020)

13 129 .43 – .16 .27

(0.020)

.26

(0.020)

.20

(0.011)

14 204 .62 .51 -.03 -.05

(0.016)

-.05

(0.016)

-.04

(0.007)

Dashes under the predictor and criterion reliability columns indicate a reliability estimate was not reported in the primary study. Ng is the number

of groups or business units. rxx is the sample-based predictor reliability. ryy is the sample-based criterion reliability. q̂ is the estimate of rho, the

individually corrected correlation. Sampling variance is the estimated sampling variance of an individually corrected correlation. Scenario 1

refers to the use sample-based reliabilities and the average sample-based reliability for a missing reliability value. Scenario 2 refers to the use of

sample-based reliabilities and an assumed population reliability for a missing reliability value. Scenario 3 refers to the use of only assumed

(literature-based) reliabilities, where all reliability values are treated as assumed fixed
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reliability distribution. Moreover, for Scenario 1, the

reduction in available reliability information greatly affects

the standard error of Mq (i.e., the square root of the sam-

pling variance of Mq), increasing it by 33 % from the

original estimate of SEMq . As noted above, there are 50 %

fewer original predictor and criterion reliability sampling

variances included in the estimate of the SEMq with

restricted reliability data. Notably, this reduction in sam-

ple-based reliabilities and their respective sampling vari-

ances results in not only the 33 % increase in SEMq , but it

also leads to a 95 % confidence interval for Mq that very

minimally overlaps with the original 95 % confidence

interval for Mq. Further reductions in sample-based relia-

bilities and their sampling variances, not reported here,

produce even more marked changes in the original and

revised estimates of SEMq and substantive conclusions

about the relationship between organizational climate and

behavioral performance at the group-level of analysis.4

For Scenarios 2 and 3 with restricted reliability data, the

results are very similar to those for Scenario 1 with

restricted reliability data. These findings are not surprising

given that the primary difference between these scenarios

was somewhat lower assumed population predictor relia-

bility for missing reliabilities in Scenarios 2 and all pre-

dictor reliabilities in Scenario 3 (i.e., .6 vs. .8). However, a

comparison of the original estimates of Mq and SEMq and

the respective estimates based on restricted reliability data

for Scenarios 2 and 3 indicates meaningful differences.

Together, these differences result in original and revised

confidence intervals for Mq that are considerably divergent.

Discussion

This paper presented arguments for treating ICC(2) infor-

mation in primary studies as an estimate of group-level

reliability when correcting correlations for unreliability in

measures of group- or business-unit-level phenomena, and

employing sampling variance equations presented by Raju

Table 4 Primary study results

for Research Question 3: the

relationship between concern

for employees and health/

safety-oriented outcomes

Primary study Ng rxx ryy r Scenario 1

q̂
(sampling variance)

Scenario 2

q̂
(sampling variance)

Scenario 3

q̂
(sampling variance)

1 81 .47 – -.35 -.56

(0.021)

-.55

(0.020)

-.42

(0.014)

2 21 .57 – -.61 -.89

(0.023)

-.88

(0.022)

-.74

(0.030)

3 46 .72 .69 .31 .44

(0.033)

.44

(0.033)

.38

(0.030)

4 15 – – .45 .56

(0.069)

.55

(0.070)

.55

(0.070)

5 21 – – -.26 -.32

(0.066)

-.32

(0.064)

-.32

(0.064)

6 33 .58 – .31 .45

(0.049)

.44

(0.050)

.38

(0.040)

7 25 – – -.42 -.52

(0.043)

-.51

(0.042)

-.51

(0.042)

8 253 .88 – -.27 -.32

0.005

-.31

(0.005)

-.33

(0.005)

Dashes under the predictor and criterion reliability columns indicate a reliability estimate was not reported

in the primary study. Ng is the number of groups or business units. rxx is the sample-based predictor

reliability. ryy is the sample-based criterion reliability. q̂ is the estimate of rho, the individually corrected

correlation. Sampling variance is the estimated sampling variance of an individually corrected correlation.

Scenario 1 refers to the use sample-based reliabilities and the average sample-based reliability for a missing

reliability value. Scenario 2 refers to the use of sample-based reliabilities and an assumed population

reliability for a missing reliability value. Scenario 3 refers to the use of only assumed (literature-based)

reliabilities, where all reliability values are treated as assumed fixed

4 Supplemental meta-analyses were also conducted with a 75 %

reduction in available reliability from the original amount and are

available upon request from the first author. Most notably, when

sample-based reliabilities (and their associated sampling variances)

are artificially extracted we see a marked increase in SEMq and a

substantially larger magnitude of Mq. Furthermore, the range of

Footnote 4 continued

confidence moves farther away from original surrounding calculations

when the data naturally occurred.
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and colleagues (Raju and Brand 2003; Raju et al. 1991) to

account for sampling error in group-level reliability esti-

mates. Importantly, our illustrative analyses indicated how

findings pertaining to both individually corrected correla-

tions and meta-analytic results can change depending on

assumptions about and usage of available ICCs versus

assumed population reliability. These differences were

evident in the magnitudes of corrected correlations and

sampling variances in both primary studies and meta-

analyses. Notably, the use of available ICCs and other

types of group-level reliabilities tended to produce more

conservative estimates of relationships between variables

within primary studies. Although the differences in the

magnitudes of findings were not as pronounced with

respect to the meta-analyses, it is important to note that

they could lead a researcher to draw different conclusions.

For instance, conclusions about the strength of the rela-

tionship between organizational climate and behaviorally

oriented performance and the statistical significance of the

relationship between organizational climate and heath/

safety outcomes differed depending on the use of sample-

based versus literature-based (assumed population)

reliabilities.

The point that conclusions about substantive relation-

ships between variables can change based on availability of

sample-based reliabilities was further illustrated in sup-

plemental meta-analyses with restricted reliability data.

Notably, a 50 % reduction in sample-based reliabilities

produced an estimated organizational climate–behavioral

performance relationship that not only differed consider-

ably in magnitude from the original estimate, but also one

where there was very minimal overlap in confidence

intervals for Mq. Importantly, these differences resulted

solely from reducing the proportion of sample-based reli-

abilities from the original to the supplemental analyses.

The differences between the original and supplemental

analyses more conclusively illustrate how the availability

and treatment of group-level reliabilities impact meta-an-

alytic findings.

We note that while our paper is not directed toward the

specific assumed reliability values to employ in the

absence of sample-based group-level reliabilities, our

demonstrations indicate the importance of using more

conservative assumed reliability values in situations

where either sample-based reliabilities are not reported or

missing altogether. In particular, for RQ1, the findings

across the three scenarios suggest that researchers should

rely on the average sample-based reliability (as opposed

to an assumed literature-based reliability) for missing

reliability values when meaningful percentages (e.g.,

30 % or more) of the sample-based predictor and criterion

reliabilities are available. That is, the findings from Sce-

nario 1, which relied on the average sample-based

reliability value for missing reliabilities, were more con-

servative in comparison with the findings for Scenarios 2

and 3 that relied on assumed population values for miss-

ing reliabilities.

Importantly, our illustrative analyses provide guidance

to primary and meta-analytic researchers in regard to how

to correct group-level correlations for unreliability in the

predictor, criterion, or both whenever and in whatever

proportions the artifact information is available. As such,

the conduct of these demonstrations is consistent with

LeBreton et al. (2014) and Burke et al.’s (2014) calls for

using more accurate and reasonable reliability estimates

when correcting correlations for measurement error. Also,

our work suggests a need for primary researchers to attend

more to estimating and reporting the reliability of

aggregated measures to facilitate the estimation of cor-

rected correlations. This need is particularly evident in

regard to the reporting of criterion reliabilities in group-

level studies, as the largest percentage of available cri-

terion reliabilities for any meta-analysis included herein

was 36 %. As noted above, in scenarios where predictor

and criterion reliability information is missing, our find-

ings point to the need to give consideration to the use of

available (average) ICCs and other sample-based relia-

bilities as opposed to the reliance on assumed, literature-

based population reliabilities. While our findings do not

address the accuracy of parameter estimates, they do point

to the possible conservative nature of findings based on

the use of sample-based reliabilities in both primary and

meta-analytic studies.

In conclusion, this investigation presented a rationale

and procedures for using sample-based predictor and cri-

terion reliability information to estimate relationships

between group-level variables within primary and meta-

analytic studies. Given that lack of complete reliability data

is a common problem in psychological and organizational

research, a primary contribution of this study is the illus-

tration of how to handle situations with varying levels of

reported group reliability information and the implications

of assumptions made (i.e., treatment of reliabilities as

assumed fixed vs. sample-based) when correcting correla-

tions based on aggregated data. Our understanding

regarding the accuracy of meta-analytic findings at the

group-level can be advanced through future simulation

work examining different levels of availability of reliability

information, different means for estimating population-

level reliabilities for primary studies with missing relia-

bility values, and with respect to the number of respondents

per group. These recommendations are offered in the spirit

of improving meta-analytic parameter estimates and our

understanding of relationships between constructs at the

group-level of analysis.
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