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Abstract Commonmethod variance (CMV) is an ongoing

topic of debate and concern in the organizational literature.

We present four latent variable confirmatory factor analysis

model designs for assessing and controlling forCMV—those

for unmeasured latent method constructs, Marker Variables,

Measured Cause Variables, as well as a new hybrid design

wherein these three types of method latent variables are used

concurrently. We then describe a comprehensive analysis

strategy that can be used with these four designs and provide

a demonstration using the new design, the Hybrid Method

VariablesModel. In our discussion,we comment on different

issues related to implementing these designs and analyses,

provide supporting practical guidance, and, finally, advocate

for the use of the Hybrid Method Variables Model. Through

these means, we hope to promote a more comprehensive and

consistent approach to the assessment of CMV in the orga-

nizational literature andmore extensive use of hybridmodels

that include multiple types of latent method variables to

assess CMV.

Keywords Common method variance � Unmeasured

latent method factor � Marker Variable � Measured method

variable � Measured Cause Variable � Hybrid Method

Variables Model

It is generally well understood, but useful to remember, that

social and organizational scientists test theories that specify

relations among constructs and that this process may

become compromised when indicators used to represent the

constructs are assessed with a ‘‘common’’ or shared mea-

surement ‘‘method.’’ The potential compromise may occur

because the use of a common measurement method can

affect the observed relation between the indicators, in which

case it becomes difficult to determine if the observed rela-

tion among the latent variables (e.g., factor correlation)

accurately represents the true relation among the constructs.

In other words, to the extent that common method variance

(CMV) exists in the relations among study constructs, the

factor correlation may be biased (common method bias) and

the validity of findings regarding the magnitude of those

relations may be called into question. As a result, organi-

zational researchers have sought ‘‘a magic bullet that will

silence editors and reviewers’’ (Spector and Brannick 2010,

p. 2), who often emphasize the prospect of a CMV-based

explanation for obtained substantive findings when reject-

ing papers during the manuscript review process.

In terms of what contributes to potential CMV, Pod-

sakoff et al. (2003) and Spector (2006) described charac-

teristics of instruments, people, situations, and the nature of

constructs; Podsakoff et al. (2003) and Podsakoff et al.

(2012) also described ‘‘procedural remedies’’ to address

these causes. We offer a strong recommendation that

researchers consider these procedural remedies when

designing their studies and build such remedies into their

data collections. In conjunction with, or as a less desirable

alternative to procedural remedies, researchers now com-

monly turn to statistical methods for assessing and con-

trolling for CMV as their ‘‘magic bullet,’’ seeking to

assuage reviewers’ and editors’ concerns about common

method bias. However, the use of these statistical methods
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appears to be incomplete and inconsistent. In most studies,

the full range of statistical information available to reach

conclusions about CMV and potential bias is not examined,

and, across studies, authors focus on different types of

statistical information. Consequences of this variability in

how researchers use statistical remedies include decreased

confidence in study conclusions and greater difficulty for

cumulative knowledge to emerge across studies.

Overview

Within this context, we will review the emergence of

confirmatory factor analysis (CFA) approaches to assess

CMV and provide an overview of four specific research

designs with which they may be used. Note that, when we

refer to a ‘‘design’’ we are referring to both the variables

that are included in the model and associated steps in the

data analysis and not to different sources of information as

often considered in the MTMM design. The latter of these

four designs, which we will refer to as the Hybrid Method

Variables Model, is a combination of the other three

designs, in that it includes three types of latent variables

representing method effects. The Hybrid Method Variables

Model may be the best among these sets of research

designs for attempting statistical control to address CMV

concerns, yet notably, details on its implementation have

not yet appeared in the literature. We will then describe a

Comprehensive Analysis Strategy that can be used with all

four designs, and demonstrate this strategy with a sample

dataset using the Hybrid Method Variables Design. Per-

haps most importantly, we close with a discussion of

practical recommendations, along with issues that should

be considered by those using CFA to test for CMV and

associated bias. Thus, the goals of this paper are aligned

with those of other recent Methods Corner articles that

have sought to clarify methodological techniques and

provide readers with recommendations regarding their

implementation, including one on common method vari-

ance (Conway and Lance 2010), and others on moderation

analysis (Dawson 2014), combining meta-analysis and

SEM (Landis 2013), and historiography (Zickar 2015).

Emergence of Latent Variable Approaches
to CMV

Concern with CMV and its potential biasing effects on

research inferences increased with the development of the

multitrait-multimethod matrix (MTMM) by Campbell and

Fiske (1959). In subsequent years, as confirmatory factor

analysis (CFA) techniques became popular, their use with

MTMM was seen as having several advantages (e.g.,

Schmitt 1978; Schmitt and Stults 1986) and CFA tech-

niques for assessing CMV are still widely used today. See

Fig. 1a for a basic CFA model. CMV may be represented

with the addition of another latent variable representing the

common measurement method and relations between this

latent variable and the indicators of the substantive latent

variables (method factor loading or MFL—see Fig. 1b).1

Currently used CFA techniques for CMV vary based on

whether (a) a presumed source of CMV is not included in

the data (commonly referred to as the unmeasured latent

method construct and which we refer to as the ULMC),

(b) an included source is an indirect measure of some

Fig. 1 a CFA Model. A and B are latent variables; a1–a3 and b1–b3

are measured indicators. FC Substantive factor correlation, SFL

substantive factor loading, EV error variance. b CFA model with

method variable. A and B are latent variables; a1–a3 and b1–b3 are

measured indicators. SFL substantive factor loading, EV error

variance, FC factor correlation, M method variable, MFL1–MFL6

method factor loadings

1 It is preferable to test for CMV using a CFA model, as compared to

a full structural equation model with exogenous and endogenous

latent variables. This preference is based on the fact that the CFA

model is the least restrictive in terms of latent variable relations (all

latent variables are related to each other), so there is no risk of path

model misspecification compromising CMV tests. Also, there are

likely fewer estimation/convergence problems due to the complex

method variance measurement model when implemented in a CFA vs.

a path model.
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variable presumed to underlie CMV (Marker Variable) or a

direct measure (Measured Cause Variable), and (c) multi-

ple types of latent method variables are included in the

same design (e.g., Hybrid Method Variables Model).

Please see Table 1 for a summary of each design. For

historical purposes, we present the ULMC first; yet, as we

explain later, we do not mean to imply that the ULMC is

superior to the other designs.

Design 1: Unmeasured Latent Method Construct
(ULMC)

For single unmeasured method factor models, multiple

indicators of substantive variables/factors are required,

wherein each indicator might be a single question, a parcel

based on subsets of questions from a scale, or the scale

itself, yet the method factor does not have any indicators of

its own. Podsakoff et al. (2003) referred to such a model as

controlling for the effects of a single unmeasured latent

method construct. An early example of this approach was

provided by Podsakoff et al. (1990), and a recent review

indicates it has been used over 50 times since 2010

(McGonagle et al. 2014). An example is presented in

Fig. 2.

Bagozzi (1984) noted a disadvantage of this model,

namely that the effects of systematic error are accounted

for but the source of the error is not explicitly identified. As

further discussed by Podsakoff et al. (2003), and noted in

our Table 1, the method factor in the ULMC design may

include not only CMV but also possibly additional shared

variance due to relations beyond those associated with the

method causes. One case wherein this can occur is when

one or more substantive latent variables are multidimen-

sional and this is not properly accounted for (each is rep-

resented with a single latent variable). In this case, some of

the residual systematic variance in its indicators may be

due to unaccounted for substantive variance associated

with the multiple dimensions (Williams 2014). In this case,

the researcher would likely control some substantive

Table 1 Summary of latent variable designs for assessing common method variance

Design Models Description Data/Measures needed Advantages Disadvantages

Unmeasured

latent

method

construct

(ULMC)

Method U

Method UC

Method UI

Method UU

Additional

latent

variable

added to

model with

no specific

meaning

Responses to multi-item

substantive measures

No measured method

variable necessary;

provides conservative test

of substantive relations

Uncertainty regarding

sources of covariance

captured

Marker

Variable

Method M

Method MC

Method MI

Method MU

Indirect latent

variable

measure of

source of

CMV

included in

model

Responses to multi-item

substantive measures

and Marker Variable

item(s) or scale

May provide more certainty

regarding sources of

covariance captured than

ULMC, if linked to theory

of CMV process

Difficulty selecting

appropriate markers,

which must tap into one or

more sources of CMV;

requires a priori inclusion

of Marker Variable items

in survey; Measures are

indirect and require

assumptions linking

marker to CMV sources

Measured

Cause

Variable

Method C

Method CC

Method CI

Method CU

Direct latent

variable

measure of

cause of

CMV

included in

model

Responses to multi-item

substantive measures

and Measured Cause

Variable item(s) or

scale

Provides more certainty

regarding sources of CMV

covariance captured than

ULMC and the Marker

Variable; Measured Cause

Variable has known

construct validity

Requires a priori inclusion

of measured variable items

in survey; there are a

limited number of CMV

causes that can be

measured

Hybrid

Method

Variables

Model

Method

CMU

Method CCMCUC
a

Method CIMIUI

Method CUMUUU

Method CCMUUC

Method CIMIUC

Method CUMCUI

All three

types of

variables

described

above

included in

the model

Responses to multi-item

substantive measures,

Marker Variable

item(s) or scale, and

Measured Cause

Variable item(s) or

scale

Provides more

comprehensive view than

any one of the methods

above illustrating how

results may be biased or

not due to different CMV

sources

Requires a priori inclusion

of Marker and Measured

Cause Variable; practical

limitations such as survey

length present challenges;

requires large sample sizes

due to numbers of

parameters estimated

a There many possible models (between one and three latent method variables, each with three possible equality constraints for their respective

method factor loadings). We only list six of these possible models here as examples
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variance when including a ULMC method factor and

overstate the amount of CMV.

Although we do not know the particular source(s) of

variance accounted for by the ULMC, the notion that it

does present a way to capture multiple sources of extra-

neous shared method variance may be seen as an advantage

of this design. Said differently, a wide range of factors,

including instruments, people, situations, and constructs

have been offered as causes of CMV (see Podsakoff et al.

2003)—the fact that the specific source(s) or cause(s) ac-

counted for by the ULMC is not known may be less

important than the fact that multiple sources can be cap-

tured. It may be better to incorrectly attribute some bias to

common method variance, when it is actually substantive

variance, than to completely ignore the shared variance due

to uncertainty as to its specific source(s). Additionally, the

ULMC has been supported in recent simulation work; Ding

and Jane (2015) reported that the technique worked well

and recovered correct parameter values when properly

specified models were evaluated.

Design 2: Marker Variables

The second design, the Marker Variable Design, improves

on the limitation of the ULMC noted above. Specifically, it

partially avoids ambiguity around what form of common

variance exists by including an indirect measure of the

variable(s) presumed to underlie the CMV. For instance, a

Marker Variable community satisfaction may tap into

sources of common method variance related to affect-dri-

ven response tendencies that impact measurement of the

substantive variable job satisfaction, but it does not mea-

sure this affective response tendency directly. Simmering

et al. (2015) reported that Marker Variables have been used

in 62 studies since 2001.

Marker Variables were initially defined as being theo-

retically unrelated to substantive variables in a given study

and for which the expected correlations with such sub-

stantive variables are zero (Lindell and Whitney 2001).

Therefore, any non-zero correlation (representing shared

covariance) of the marker with the substantive variables is

assumed to be due to CMV. With respect to our example

Marker Variable of community satisfaction, since it would

not be expected to be substantively related to typical

organizational behavior variables, any shared variance with

these variables would be presumed to reflect affect-based

CMV. More recently, Richardson et al. (2009) referred to

these variables with expected correlations of zero with

substantive measures as ‘‘ideal markers.’’ Williams et al.

(2010) advocated that researchers consider what specific

measurement biases may exist in their data when selecting

Marker Variables for inclusion in their data collections,

noting that it is incomplete to choose a Marker Variable

only on the basis of a lack of substantive relation of the

marker with substantive variables. Therefore, Williams

et al. (2010) expanded Lindell and Whitney’s (2001) def-

inition of Marker Variables to include ‘‘…capturing or

tapping into one or more of the sources of bias that can

occur in the measurement context for given substantive

variables being examined, given a model of the survey

response process…’’ (p. 507). In our example, community

satisfaction satisfies this requirement because, as men-

tioned, it taps into affectively based sources of CMV.

Although Lindell and Whitney (2001) originally pro-

posed examining Marker Variables using a partial corre-

lation approach, researchers later incorporated Marker

Variables into CFA models. As noted by Richardson et al.

(2009), this approach was proposed and discussed by

Williams et al. (2003a, b). Subsequently, Williams et al.

(2010) refined this approach and developed a comprehen-

sive strategy with the CFA Marker Technique, and it is

now the preferred analytical approach for Marker Variables

(e.g., Podsakoff et al. 2012). The CFA Marker Model is

shown in Fig. 3. Although the Marker Variable approach

has an advantage over the ULMC in that it includes

something that is measured, its effective use depends on

linking it with a theory of measurement and sources of

CMV (Simmering et al. 2015; Spector et al. 2015; Wil-

liams et al. 2010). If it is linked appropriately, it may allow

researchers to tap a broader range of causes of CMV than

when the attempt is made to measure one or more specific

causes, as described in the next section. Additionally, the

CFA marker technique has recently been validated; it was

found to work very well at recovering true substantive

Fig. 2 ULMC model. A and B are latent variables, a1–a3 and b1–b3

are measured indicators, SFL Substantive factor loading, EV error

variance, FC factor correlation, ULMC unmeasured latent method

construct, MFL1–MFL6 method factor loadings
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relations while appropriately correcting for CMV (Wil-

liams and O’Boyle 2015).

Design 3: Measured Cause Variables

A third design for assessing CMV involves including

measured variables that are direct sources of method

effects—specifically, measurements of one or more vari-

ables presumed to be sources or causes of CMV (e.g.,

Simmering et al. 2015). An advantage of this approach

over the marker approach is that the researcher may

directly assess and control for identified source(s) of CMV,

such as negative affect or social desirability. Williams and

Anderson (1994) referred to these types of variables as

measured method effect variables. Simmering et al. (2015)

refer to ‘‘measured CMV cause models’’ (p. 21); we follow

Simmering et al. and use the term ‘‘Measured Cause’’ to

refer to this type of method latent variable. One of the

earliest examples of a Measured Cause Variable was social

desirability, as discussed by Ganster et al. (1983) and

Podsakoff and Organ (1986). Similar to Marker Variables,

partial correlation (and, later, regression analysis) approa-

ches to analysis of social desirability effects were common

(see Brief et al. 1988; Chen and Spector 1991).

Bagozzi (1984) was among the first to describe the use

of CFA techniques for data involving Measured Cause

Variables. In the organizational literature, CFA approaches

to Measured Cause Variables were discussed first with

negative affectivity by Schaubroeck et al. (1992), Williams

and Anderson (1994), and Williams et al. (1996). Social

desirability was also studied by Barrick and Mount (1996)

as well as Smith and Ellingson (2002), and different

sources of method bias in selection processes were exam-

ined by Schmitt et al (1995) and Schmitt et al. (1996).

Finally, Simmering et al. (2015) have discussed acquies-

cence response bias as a Measured Cause source of method

variance. As noted in Table 1, a strength of the Measured

Cause Variable design is that it allows a more definitive

test of specific method variance effects (Spector et al.

2015) by directly representing potential CMV causes so

that researchers can expressly identify types of CMV pre-

sent (Simmering et al. 2015). Yet, there are a limited

number of CMV causes that can be directly measured, and

those that can do not cover the full range of sources of

CMV. Since both the Marker Variable Model and the

Measured Cause Variable Model include a method variable

that is assessed using its own measure(s), their path models

are identical (see Fig. 3).

Design 4: Hybrid Method Variables Model

The preceding sections have described the evolution of

three latent variable approaches and associated designs for

addressing CMV in organizational research. Our next

design includes method variables of all three types: ULMC,

Marker, and Measured Cause. Although not yet imple-

mented in the studies we have reviewed, the possibility of

including multiple types of method variables in the same

latent variable model has been considered. For example,

Williams et al. (2010) discussed examining multiple

sources of method variance within the same study, and

suggested adding a Marker Variable to designs that include

Measured Cause Variable or multiple methods (MTMM).

More recently, Simmering et al. (2015) stated, ‘‘In reality

though, the most comprehensive and broadly useful

approach could be to include both multiple markers and

multiple measurable CMV causes’’ (p. 33). Similarly,

Spector et al. (2015) described what they refer to as the

‘‘hybrid approach’’ as being based on a combination of

Marker Variables and method effect variables. We adopt

the term hybrid to convey that this model includes multiple

types of method variables, but extend the discussions of

Spector et al. (2015) and Simmering et al. (2015) by

including the ULMC in our demonstrated Hybrid Method

Variables Model. This addition allows a researcher to

potentially control for additional common method sources

beyond those accounted for by Measured Cause Variables

and (measured) Marker Variables. We feel that the Hybrid

Method Variables Design should be a first choice in most

research situations because it incorporates the strengths of

Fig. 3 Marker Variable or Measured Cause Variable model. A and

B are latent variables, a1–a3 and b1–b3 are measured indicators, SFL

substantive factor loading, EV error variance, FC factor correlation,

M/C Marker or Measured Cause Variable, MFL1–MFL6 method

factor loadings
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all three types of method variables while overcoming some

of the limitations of each.

Before presenting our Hybrid Method Variables Model,

we note that there are examples of researchers investigating

effects due to more than one latent Measured Cause

Variable (e.g., Barrick and Mount 1996; Williams and

Anderson 1994). Similarly, studies have included multiple

Marker Variables—Simmering et al. (Table 1, 2015) report

six studies using multiple markers of mixed types. More

recently, researchers have also examined different types of

method variables within the same article. Yet the

researchers did not include all the method variables in the

same model with the same sample (Johnson et al. 2011;

Simmering et al. 2015). Therefore, no example is available

in the literature that includes all three types of method

variable, nor have recommendations been provided for data

analysis with these types of complex designs involving all

three types of method variables.

A path model representation of our Hybrid Method

Variables Model is provided in Fig. 4. This model includes

latent method variables of all three types, Marker (M),

Measured Cause (C), and ULMC (U). Note that each of the

three latent method variables affects all of the substantive

indicators through MFLs. Further, all three latent method

variables are uncorrelated with the two substantive latent

variables, as was true in models associated with the three

when used individually. And, the two latent method vari-

ables represented with their own indicators are allowed to

correlate with each other (MFC), but must be uncorrelated

with the ULMC latent method factor to achieve model

identification. As noted in Table 1, the Hybrid Method

Variables Model provides an advantage over other types of

multiple method variable models in that it allows

researchers to potentially control for all three types of

method variance—that associated with indirectly and

directly measured sources as well as those due to unmea-

sured sources. The use of all three types of latent method

variables within the same design allows researchers a nice

balance of specificity and breadth, and in combination they

can provide good overall information about the role that

CMV processes potentially play in their studies.

A Comprehensive Analysis Strategy for CFA
Method Variance Models

Given the similarity of the four research designs and

associated CFA models, we seek to promote completeness

and consistency in how analyses are implemented across

the designs, helping advance better tests of underlying

substantive theories and improve understanding of CMV

processes and effects. Toward this end, we now describe a

Comprehensive Analysis Strategy that may be used with

any of the four aforementioned designs and use labels of

the various components of the strategy following the gen-

eral framework originally developed for the CFA Marker

Technique by Williams et al. (2010). A summary of the

strategy is provided in Table 2 and a diagrammatic over-

view of specific model tests is provided in Fig. 5. The

current framework extends Williams et al. (2010) by add-

ing steps within each phase, placing new emphasis on the

evaluation of the initial measurement model (Phase 1a),

adding an intermediate step for MFL equality comparisons

in the model comparisons (Phase 1c), and explicitly

examining item reliability (Phase 2a).

Phase 1a: Evaluate the Measurement Model

In this phase, the goal is to examine the measurement

model linking the latent variables to their indicators,

ensuring that the latent variables have adequate discrimi-

nant validity and that the latent variables and their indi-

cators have desirable measurement properties. This phase

has its roots in Anderson and Gerbing (1988). It is based on

the evaluation of a CFA Measurement Model using all

latent variables and their indicators (and control variables if

measured with self-reports), including those of the method

variables that are represented with their own indicators

(Marker Variable, Measured Cause Variable). For all

analyses, we recommend achieving identification by stan-

dardizing latent variables (setting each factor variance

equal to 1.0), as compared to using a referent factor loading

Fig. 4 Hybrid Method Variables Model. A and B are latent substan-

tive variables, a1–a3 and b1–b3 are measured substantive indicators,

M latent Marker Variable, C latent Measured Cause Variable,

U unmeasured latent method construct, m1–m3 Marker Variable

indicators, c1–c3 Measured Cause Variable indicators, MFC method

factor correlation
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set to 1.0, as in our experience fewer estimation and con-

vergence problems occur. The evaluation of CFA results

should focus on overall model fit using established criteria,

including the Chi-square value which describes absolute fit

and values of fit indices like the CFI, RMSEA, and SRMR

that focus on relative fit (e.g., Kline 2010). It should be

noted that there are advocates of both absolute and relative

fit approaches, although most researchers give priority to

the latter over the former (e.g., West et al. 2012).

If the model is demonstrated to have adequate fit, factor

correlations linking all latent variables should be examined

to determine if any are high enough to warrant concerns

about discriminant validity (e.g., greater than .80, Brown

2006) which might lead the researcher to drop or combine

one or more latent variables. Following Anderson and

Gerbing (1988), we suggest that elements of the residual

covariance matrix for the indicators may also be used to

judge degree of model fit, and may be helpful at under-

standing CMV that is subsequently found. However, we

note this is not the same as allowing for covariance/cor-

relations among indicator residuals, especially when the

latter is done to improve model fit (which we do not rec-

ommend). Finally, the reliabilities of the indicators should

be shown to be adequate (e.g., greater than .36, based on

standardized factor loadings of .6, Kline 2010), using the

squared multiple correlations for each indicator (amount of

Table 2 Comprehensive analysis strategy for investigating common method variance with self-report measures using latent variables

Phase Models Implementation

Phase 1a: evaluate the measurement model CFA Include all substantive variables and method variables with measured indicators

Examine model fit using fit indices

Examine factor correlations and test for discriminant validity if necessary

Examine variance accounted for in each indicator by its corresponding latent factor

Examine composite reliabilities for adequacy

Phase 1b: establish the baseline model Baseline Fix method variable factor loadings and error variances to corresponding

unstandardized values from Phase 1a

Fix factor correlations between method variables and substantive variables to zero

Phase 1c: test for presence and equality of

method effects

MethodU

MethodI

MethodC

Conduct model testing using Chi-square difference tests

Step 1: Baseline Model vs. MethodU

Add method factor loadings (MFLs) to each substantive indicator

Allow all MFLs to be unequal, i.e., freely estimated (MFL1-MFL6)

If MethodU retained, continue to Step 2. If Baseline Model retained, conclude no

significant CMV

Step 2: MethodU vs. MethodI

Constrain MFL’s to be equal within substantive variables but freely estimated

between substantive variables

If MethodI retained, continue to Step 3. If MethodU Model retained, use its factor

correlations in Phase 1d

Step 3: MethodI vs. MethodC

Constrain all MFLs to be equal both within and between substantive variables

If MethodC retained, use its factor correlations in Step 1d. If MethodI retained,

use its factor correlations in Phase 1d

Phase 1d: test for Common Method Bias in

Substantive Relations

Method-R Start with retained model from Phase 1c (MethodU, MethodI, or MethodC)

Fix substantive factor correlations to values from Baseline to create Method-R

Model

Compare fit of Method-R model with fit of retained model from Phase 1c

Significant change in fit indicates significant CMV bias in substantive relations;

non-significant difference indicates lack of CMV bias in substantive relations—

in either case proceed to Phase 2a

May add tests of individual correlation differences here with Bonferroni correction

as appropriate

Phase 2a: quantify amount of method var.

in substantive indicators

Square standardized MFLs from retained model from Phase 1c to get % variance

accounted for in each indicator by the method variable(s)

Average values typically presented

Phase 2b: quantify amount of method var.

in substantive latent variables

Decompose reliability of each substantive latent variable into substantive and

method reliability components (see Williams et al. 2010)
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variance in each attributable to its latent variable). Also,

the composite reliability for each latent variable (e.g.,

Williams et al. 2010) should be computed to demonstrate

that each latent variable is well represented by its multiple

indicators.

Phase 1b: Establish the Baseline Model

The goal of this phase is to establish a Baseline Model that

will be used in subsequent tests for the presence of CMV

effects. Two actions are required for implementation of the

Baseline Model and we do not separate them into different

steps because they can be implemented at the same time.

First, the meaning of latent method variables with their

own indicators needs to be established. Specifically, for

Marker Variable and Measured Cause Variables, the latent

method variables are linked via factor loadings to their own

indicators and the indicators of the substantive latent

variables. This creates an interpretational problem because,

if all of these factor loadings are simultaneously freely

estimated, the meaning of the latent method variable

becomes a mix of whatever is measured by the method

indicator(s) and the four substantive indicators and the

meaning of the latent method variable is ambiguous. This

Fig. 5 Flow chart illustrating

phases and steps in the

comprehensive analysis strategy

for investigating common

method variance with self-

report measures using latent

variables

346 J Bus Psychol (2016) 31:339–359

123



compromises the interpretation of the MFLs—it is not clear

what type of variance is being ‘‘extracted’’ from the four

substantive indicators.

Fortunately, this problem is easily resolved by fixing the

factor loading(s) and error variances of the latent method

variable on its own indicator(s) before examining the full

model with the method factors also impacting substantive

indicators. If there is only a single method indicator, then to

achieve model identification its factor loading should be

fixed at 1 and its error variance at the quantity [(one minus

the reliability of the indicator) (variance of the indicator)].

If the single method indicator is a composite of a multiple

item scale, coefficient alpha should be used as the estimate

of the reliability. However, if multiple indicators are used

to represent the latent method variables (e.g., Fig. 4), val-

ues are needed for fixing the multiple factor loadings of the

method indicators and their associated error variances.

Specifically, estimates of the unstandardized factor load-

ings and error variances for the latent method variable

indicators are retained from the CFA Measurement Model

for each latent method variable for use as fixed parameters

in establishing the Baseline Model. These values are

obtained from the CFA Measurement Model examined in

Phase 1a, using results based on models with standardized

latent variables (but unstandardized indicators).2 Finally,

since a ULMC method factor does not have its own indi-

cators, the only action required for them at this step is to

add an orthogonal latent method variable to the basic

measurement model.

Second, all three types of the latent method variables

have to be made orthogonal to the substantive latent vari-

ables. Specifically, the Baseline Model assumes that each

latent method variable is uncorrelated with the substantive

latent variables, but the substantive latent variables are

allowed to correlate with each other. Forcing the method

and substantive factor correlations to zero—in other words

creating an orthogonal method factor—is necessary for the

model to be identified and it simplifies the partitioning of

indicator variance in a subsequent step. For the Hybrid

Design, the Marker and Measured Cause Method variables

may be allowed to correlate with each other, but each must

be orthogonal to the substantive latent variables and the

ULMC for identification purposes. Finally, we emphasize

that there is no direct model comparison between the

Measurement and Baseline Models, and relatively poor fit

of the Baseline Model may occur due to its restrictive

nature and this should not preclude further use of our

strategy as long as the initial CFA Measurement Model

demonstrates adequate fit.

Phase 1c: Test for Presence and Equality of Method

Effects

The first two phases provide information about the ade-

quacy of the latent variables and their indicators (Phase 1a)

and establish a model that will serve as the comparison for

subsequent tests of method variance effects (Phase 1b).

Phase 1c requires three additional models that add MFLs

(MethodU, MethodI, MethodC, which are implemented

using three steps) and an associated set of nested model

comparisons implemented using Chi-square difference

tests (e.g., Kline 2010). We use the term ‘‘Method’’ as a

generic label that can be applied to any type of latent

method variable, borrowing from Williams et al. (2010)

who used this label with Marker Variables to indicate their

use of MFLs linking the method variable to the substantive

indicators. In contrast to Williams et al., who used

‘‘Method-C,’’ ‘‘Method-I,’’ and ‘‘Method-C’’ as their

labels, we use the U, I, and C labels as subscripts to

facilitate discussion of hybrid models with different types

of method latent variables. For Hybrid Method Variables

Models, an additional label is needed to supplement the

subscript to indicate the type of latent variable [ULMC (U),

Marker (M), and Measured Cause (C)]. A complete

description of our labeling scheme for identifying types of

latent variables and patterns of equality in MFLs can be

found in Table 1.

A key distinction between the MethodU, MethodI, and

MethodC Models is the assumption made about the equality

of method effects, both within and between substantive

latent variables. The MethodU Model is based on the

models shown in Figs. 3 and 4, and includes the MFLs

linking the latent method variable to the substantive indi-

cators that were restricted to zero in the Baseline Model

(labeled MFL). In the MethodU Model label, the U refers to

‘‘unrestricted’’ in reference to its MFLs, as this is a model

in which all of the MFLs are allowed to have different

values and are freely estimated. This model is often

referred to as examining congeneric method effects

(Richardson et al. 2009). In Step 1 of Phase 1c, a significant

Chi-square difference test between the Baseline and

MethodU Models leads to the rejection of the hypotheses

that the MFLs are zero and leads to the tentative conclusion

that unequal method effects are present.

If the MethodU Model is retained, the researcher pro-

ceeds to Step 2 of Phase 1c, which includes examination of

a MethodI (‘‘intermediate’’) Model, in which the MFLs to

2 With LISREL, latent variable standardization is the default, and the

factor loadings and error variances to be used are referred to as

LISREL Estimates. With Mplus, the default is to achieve identifica-

tion by setting a referent factor loading equal to 1.0 and the factor

variance is estimated, so this default must be released so that the

referent factor loading is estimated and the corresponding factor

variance is set equal to 1.0. Assuming this has occurred, the Mplus

unstandardized estimates are used as fixed values for the relevant

factor loadings and error variances.
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substantive indicators are allowed to vary between sub-

stantive factors but are constrained to be equal within these

factors. In other words, MFL1, MFL2, and MFL3 would be

constrained equal and MFL4, MFL5, and MFL6 would be

(separately) constrained to be equal. The MethodU and

MethodI Models are nested, so the fit of the MethodI model

is compared with that of the MethodU Model using a Chi-

square difference test, and the hypothesis that the MFLs are

equal within factors is tested. If the MethodI model is

rejected, the researcher concludes that unequal method

effects are present within the substantive latent variables

and moves on to Phase 1d analyses that test for bias in

substantive relations using results from MethodU. If the

MethodI Model is retained and within-factor equal method

effects are supported, the researcher proceeds to test a third

model in this phase (Step 3, Phase 1c), the MethodC Model.

The ‘‘C’’ in the label for this model reflects the fact that

all of the MFLs are constrained to be equal (both within

and across substantive factors). Thus, this model is referred

to as testing for non-congeneric method effects (Richard-

son et al. 2009). In Step 3 of Phase 1c, a direct comparison

of the MethodI Model with the MethodC Model provides a

test of the presence of equal method effects across the

substantive latent variables. The null hypothesis is that the

MFLs are equal both within and between substantive fac-

tors. If the obtained Chi-square difference exceeds the

critical Chi-square value for the associated degrees of

freedom, the null hypothesis of equal CMV effects across

substantive latent variables is rejected. In this case, the

MethodI Model with its within substantive latent variable

equality constraints is tentatively retained, and the

researcher proceeds to Phase 1d. If the Chi-square differ-

ence test is not significant, the MethodC Model is retained

and the researcher concludes that non-congeneric (equal)

method effects are present within and between substantive

latent variables and proceeds to Phase 1d.

Phase 1d: Test for Common Method Bias

in Substantive Relations

If it is determined that CMV is present based on the

comparison of the Baseline Model with MethodU, MethodI,

or MethodC Models, the focus shifts to how the factor

correlations from models with and without controlling for

method variance may differ (i.e., are biased by the presence

of CMV). In the context of our Comprehensive Analysis

Strategy, the substantive factor correlations from the

Baseline Model are compared with those from the

MethodU, MethodI, or MethodC Models (depending on

which is retained Phase 1c). Specifically, the researcher

conducts an overall statistical test of differences between

the two sets of factor correlations. This test requires

another model, Method-R, where the ‘‘R’’ label indicates

that this model contains ‘‘restrictions’’ on key parameters,

the substantive factor correlations. We use the Method-R

label for consistency with Williams et al. (2010). With the

Method-R Model, the substantive factor correlations from

the Baseline Model in Step 1b are entered as fixed

parameter values in a model with latent method variables

specified as determined in Phase 1c (again, MethodU,

MethodI, or MethodC, depending on which is retained in

Phase 1c). If the test is significant, the null hypothesis of

equal sets of factor correlations is rejected, and we con-

clude that there is bias in substantive factor correlations

due to CMV. If the model comparison test supports the

presence of bias, researchers can consider the implemen-

tation of alternative Method-R Models that restrict only

one factor correlation at a time to identify specific instan-

ces of bias. Researchers may want to restrict specific cor-

relational tests to those involving relationships between

key study substantive model exogenous and endogenous

variables to avoid conducting an excessive number of

model comparison tests. And, if several of these tests are

conducted, a Bonferroni adjustment to significance level

may be used to avoid an increasing Type-I error rate.

Phase 2a: Quantify Amount of Method Variance

in Substantive Indicators

It is also important to quantify the amount of CMV that

exists in both the (a) substantive indicators and (b) sub-

stantive latent variables. Note that researchers should do

Phases 2a and 2b if Phase 1c Step 1 results indicated the

presence of CMV, regardless of whether substantive bias in

correlations was found in Phase 1d and regardless of

whether the method variance effects have been demon-

strated to be unequal (MethodU), unequal between but not

within substantive factors (MethodI), or equal within and

between substantive factors (MethodC) in Phase 1c.

The process for quantifying the amount of CMV asso-

ciated with a method latent variable in each substantive

indicator was developed by those applying CFA techniques

to MTMM designs (e.g., Schmitt and Stults 1986; Wida-

man 1985). To obtain estimates, the researcher simply

squares the standardized factor loadings linking each sub-

stantive indicator to the associated substantive or method

factor from the retained MethodC, MethodI, or MethodU
model. This is done for each substantive indicator, and

results are often summarized across all the indicators for a

given latent variable or across all substantive indicators in

the study using an average or median value. This process

can be followed for all four of the research designs, but if

multiple correlated latent method variables are included,

results for the variance partitioning of each indicator

should be calculated separately for each method latent
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variable based on the final retained method model, and not

aggregated across the different method variables.

Phase 2b: Quantify Amount of Method Variance

in Substantive Latent Variables

It is also valuable to consider how CMV influences the

measurement of latent variables. An important advantage

of latent variable procedures is that they allow for an

estimation of what it is called the reliability of the com-

posite (e.g., Bagozzi 1982). This composite reliability

estimate is seen as superior to coefficient alpha because it

requires less restrictive assumptions about the equality of

the items involved (e.g., Fornell and Larcker 1981; Heise

and Bohrnstedt 1970; Jöreskog 1971). Williams et al.

(2010) described ‘‘reliability decomposition’’ to determine

how much of the obtained value for the reliability of the

composite estimate is due to substantive variance as com-

pared to the particular form of method variance being

examined. It can be seen as resulting in a partitioning of

variance at the latent variable level that parallels that

described earlier at the indicator level. As noted in Wil-

liams et al. (2010), the equations for composite (total),

substantive, and method reliability, respectively, are as

follows:

1. Rtot = (sum of factor ldgs.)2/[(sum of factor

ldgs.)2 ? sum of error variances],

2. Rsub = (sum of substantive factor ldgs.)2/[(sum of

substantive factor ldgs.)2 ? (sum of method factor

ldgs.)2 ? sum of error variances],

3. Rmeth = (sum of method factor ldgs.)2/[(sum of sub-

stantive factor ldgs.)2 ? (sum of method factor

ldgs.)2 ? sum of error variances].

If the design involves use of multiple correlated latent

method variables, it is still appropriate to decompose

effects due to each source separately, but results should not

be aggregated across the latent method variables due to

their inter-correlations which are not accounted for in the

formulas above.3

Hybrid Method Variables Model Demonstration

Next, we provide a demonstration of the Comprehensive

Analysis Strategy applied to the Hybrid Method Variables

Model. We used three substantive variables, job control,

coworker satisfaction, and work engagement. Theoretical

and empirical support exists for the inter-relatedness of

these three variables in the organizational literature (par-

ticularly, both job control and coworker support with

engagement, but we examine correlations among all three

variables as potentially being affected by CMV). We chose

negative affectivity as our Measured Cause Variable due to

concerns that it may directly impact responses to each of

our substantive variables, possibly resulting in biased cor-

relations. We chose life satisfaction as our Marker Variable

because it is affective based and it does not directly address

work domain satisfaction and engagement (as opposed to,

for example, supervisor satisfaction or pay satisfaction).

Method

Participants and Procedure

Participants included working adults in various occupations

recruited to complete an online survey from the MTurk site

run by Amazon.com. Data were collected for use in another

published study examining predictors of work ability per-

ceptions (McGonagle et al 2015). Yet, the data were not

used with an application of the methods described herein

(i.e., use of the data for this demonstration is unique). The

final sample was N = 752. Participants were, on average,

35.65 years of age (SD = 9.82) and worked 38.27 h per

week (SD = 9.30). A slight majority of the participants

were male (n = 407, 56 %).

Substantive Variable Measures

Job Control

Three items from the Decision Latitude scale (Karasek

1979; reported in Smith et al. 1997) were used to measure

job control, e.g., ‘‘My job allows me to make a lot of

decisions on my own.’’ A four-point Likert-type response

scale was used, ranging from 1 (strongly disagree) to 4

(strongly agree). Composite reliability was .90.

Coworker Support

Three items from Haynes et al. (1999) were used to mea-

sure coworker support. A sample item is, ‘‘My coworkers

listen to me when I need to talk about work-related

3 As part of the original CFA Marker Technique, Williams et al.

(2010) also included a Phase III Sensitivity Analysis based on Lindell

and Whitney (2001) to address the degree to which conclusions might

be influenced by sampling error (see Williams et al. pp. 500; 503). In

our current strategy, Sensitivity Analysis is not included, but can be

seen as optional. Based on the results of Williams et al., we note that

researchers may consider including it only if their sample sizes are

very small and there is a concern that sampling error may be

influencing their point estimates and method variance effects might be

underestimated.
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problems.’’ The response scale ranged from 1 (strongly

disagree) to 4 (strongly agree). Composite reliability was

.83.

Work Engagement

The nine-item version of the Utrecht Work Engagement

Scale (UWES; Schaufeli and Bakker 2003) was used to

measure work engagement. Three sub-dimensions are

included, each measured with three items: vigor (e.g., ‘‘At

my job, I feel strong and vigorous’’), dedication (e.g., ‘‘I

am proud of the work that I do’’), and absorption (e.g., ‘‘I

get carried away when I am working’’). The Likert-type

response scale ranged from 1 (never) to 7 (always—every

day). Despite the existence of sub-dimensions, due to high

inter-correlations among the dimensions and equivocal

differences in model fit when all items load on one latent

variable versus three separate latent variables, Schaufeli

et al. (2006) promote the use of the nine-item UWES as a

single overall measure of work engagement particularly

when the goal of the study is to examine overall work

engagement.

We used a domain representativeness approach to create

parcels for the engagement variable (see Williams and

O’Boyle 2008), which is appropriate due to the theoretical

three-factor dimensionality of the UWES and the strong

correlations between the three dimensions found in other

research studies (Schaufeli et al. 2006) and in this study

(vigor-dedication r = .96; absorption-vigor r = .97;

absorption-dedication r = .91). We included items from

each of the three dimensions within every parcel, using a

factorial algorithm (Rogers and Schmitt 2004). Composite

reliability was .96.

Method Variable Measures

Measured Cause Variable

The brief PANAS scale was used (Thompson 2007; see

also Watson et al. 1988); 5 items measured negative

affectivity. Participants were asked to rate the extent to

which they felt a series of ways in the last 30 days (e.g.,

‘‘ashamed’’) on a 5-point scale ranging from 1 (not at all)

to 5 (very much). Composite reliability was .87.

Marker Variable

The five-item Satisfaction with Life scale was used to

measure life satisfaction (Diener et al. 1985). A sample

item is, ‘‘In most ways my life is close to ideal.’’ The

response scale ranged from 1 (strongly disagree) to 7

(strongly agree). Composite reliability was .94.

Analysis and Results

Descriptive statistics, bivariate correlations, and composite

reliabilities are presented in Table 3. As expected, both job

control and coworker support were moderately positively

correlated with work engagement (r = .39 and .50,

respectively), and job control was weakly to moderately

correlated with coworker support (r = .26).

Phase 1a: Evaluate the Measurement Model

We first estimated a CFA measurement model with the

three substantive variables, the Measured Cause Variable

(negative affectivity), and the Marker Variable (life satis-

faction). The fit of the measurement model was good

according to guidelines from Kline (2010):

v2(142) = 390.90, p\ .001; CFI = .976; RMSEA = .048

(.043, .054), SRMR = .03. None of the factor correlations

were so high as to warrant concerns about discriminant

validity (see Table 3; none exceeded .80; Brown 2006).

Variance in indicators accounted for by the latent variables

ranged from .67 to .81 (job control), .41 to .80 (coworker

support), .83 to .88 (engagement), .46 to .66 (negative

affectivity), and .48 to .84 (life satisfaction; all exceeding

.36; Kline 2010).

Phase 1b: Establish the Baseline Model

We estimated a Baseline Model by fixing the substantive

factor loadings and error variances for the indicators of the

Measured Cause Variable and Marker Variable to their

respective unstandardized values obtained from Phase 1a

and constraining the correlations between (a) the Measured

Cause Variable and the substantive variables and (b) the

Marker Variable and the substantive variables to zero. Note

that the two method variables were allowed to inter-cor-

relate and the substantive latent variables were allowed to

inter-correlate, but the added method factors were assumed

to be orthogonal with substantive latent variables. The

Baseline Model fit statistics are noted in Table 4; these are

needed for later model comparison. The standardized

substantive factor loadings from the Baseline Model are

noted in Table 5, and the Baseline Model substantive factor

correlations are noted in Table 6 (also needed for later

comparisons). Note that in Table 6, we also present cor-

relation values obtained from our other model tests to give

the reader information on how these change with each

sequential model tested. The reader should also be aware

that these correlation changes at each step will vary

depending on the order of method variable entry into the

Hybrid Method Variables Model.
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Table 3 Descriptive statistics,

bivariate latent variable

correlations, and composite

reliabilities

Scale Mean SD 1 2 3 4 5

1 Job control 1–4 2.99 0.72 (.90)

2 Coworker support 1–4 3.33 0.60 .26** (.83)

3 Engagement 1–7 4.55 1.23 .50** .39** (.95)

4 Measured Cause

Variable

1–5 1.87 0.82 -.09* -.12** -.25** (.86)

5 Marker Variable 1–7 4.56 1.57 .25** .28** .53** -.40** (.94)

Sample N = 752. * p\ .05, ** p\ .01. SD standard deviation. Composite reliabilities are along the

diagonal. The Measured Cause Variable is negative affectivity; the Marker Variable is life satisfaction

Table 4 Hybrid Method

Variables Model fit values and

model comparison tests

Phase/step Model v2 df CFI RMSEA (CI) SRMR

Phase 1a CFA 390.90 142 .976 .048 (.043, .054) .030

Phase 1b Baseline 619.62 168 .956 .060 (.055, .065) .147

Phase 1c, Step 1 Method CU 555.70 159 .961 .058 (.052, .063) .110

Phase 1c, Step 1 Method CUMU 371.00 150 .978 .044 (.039, .050) .025

Phase 1c, Step 1 Method CUMUUU 323.85 141 .982 .042 (.036, .047) .022

Phase 1c, Step 2 Method CIMUUU 333.25 147 .982 .041 (.035, .047) .023

Phase 1c, Step 2 Method CIMIUU 345.21 153 .981 .041 (.035, .047) .025

Phase 1c, Step 2 Method CIMIUI 361.62 159 .980 .041 (.036, .047) .027

Phase 1c, Step 3 Method CCMIUU 346.53 155 .981 .041 (.035, .046) .025

Phase 1c, Step 3 Method CCMCUU 499.67 157 .967 .054 (.049, .059) .096

Phase 1d Method-R 363.05 158 .980 .042 (.036, .047) .030

D Models Dv2 Ddf v2 critical value; 0.05

Chi-square model comparison tests

Phase 1c, Step 1 1. Baseline vs. Method CU 63.92*** 9 16.92

Phase 1c, Step 1 2. Method CU vs. Method CUMU 184.70*** 9 16.92

Phase 1c, Step 1 3. Method CUMU vs. Method CUMUUU 47.15*** 9 16.92

Phase 1c, Step 2 4. Method CUMUUU vs. Method CIMUUU 9.40 6 12.59

Phase 1c, Step 2 5. Method CIMUUU vs. Method CIMIUU 11.96 6 12.59

Phase 1c, Step 2 6. Method CIMIUU vs. Method CIMIUI 16.41* 6 12.59

Phase 1c, Step 3 7. Method CIMIUU vs. Method CCMIUU 1.32 2 5.99

Phase 1c, Step 3 8. Method CCMIUU vs. Method CCMCUU 153.14*** 2 5.99

Phase 1d 9. Method CCMIUU vs. Method-R 16.52*** 3 7.82

* p\ .05, *** p\ .0001. C Measured Cause Variable, M Marker Variable, U ULMC variable. Subscripts

denote the model tested (MethodU, MethodI, MethodC, Method-R). Method CU = Model with Measured

Cause Variable included and all method factor loadings (MFLs) freely estimated (unconstrained). Method

CUMU = Model with Measured Cause Variable (MFLs unconstrained) and Marker Variable (MFLs

unconstrained). Method CUMUUU = Model with Measured Cause Variable (MFLs unconstrained), Marker

Variable (MFLs unconstrained), and ULMC variable (MFLs unconstrained). Method CIMUUU = Model

with Measured Cause Variable (MFLs constrained within substantive factors but unconstrained between

substantive factors—‘‘intermediate’’), Marker Variable (MFLs unconstrained), and ULMC variable (MFLs

unconstrained). Method CIMIUU = Model with Measured Cause Variable (MFLs intermediately con-

strained), Marker Variable (MFLs intermediately constrained), and ULMC variable (MFLs unconstrained).

Method CIMIUI = model with Measured Cause Variable (MFLs intermediately constrained), Marker

Variable (MFLs intermediately constrained), and ULMC variable (MFLs intermediately constrained).

Method CCMIUU = Model with Measured Cause Variable (MFLs fully constrained), Marker Variable

(MFLs intermediately constrained), and ULMC variable (MFLs unconstrained). Method CCMCUU =

Model with Measured Cause Variable (MFLs fully constrained), Marker Variable (MFLs fully con-

strained), and ULMC variable (MFLs unconstrained)
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Phase 1c: Test for Presence and Equality of Method

Effects

In Phase 1c, we conducted a series of sequential model

comparisons—Steps 1, 2, and 3 (see Table 2). In terms of

the sequence for entry of the multiple method variables, we

started with the Measured Cause Variable due to its relative

superiority to our other two method variable in terms of

knowing which specific source of CMV for which we are

estimating effects. For Step 1 of this phase, we added nine

MFLs from the Measured Cause Variable to the substantive

indicators, estimating them freely with no equality con-

straints (Method CU Model in Table 4, where the C label

indicates a Measured Cause Variable and the U subscript

indicates unconstrained MFLs). Because the comparison of

the Method CU Model with the Baseline Model revealed

significantly better fit of the Method CU Model (see

Table 4, comparison 1), we retained the Method CU Model;

we also note that all but one of the Measured Cause

Variable MFLs were significant (values ranging from -.06

to -.27).

Next, we proceeded to add the Marker Variable unre-

stricted MFLs to each substantive indicator, represented by

adding MU to our model label. As noted in Table 4

(comparison 2), this Method CUMU Model fit the data

significantly better than the Method CU Model; therefore,

we retained the Method CUMU Model with the Marker

Variable added. Notably, at this point we observed that,

Table 5 Hybrid method variables method CCMIUU model standardized factor loadings and reliabilities

Item Baseline

model

est.

Substantive

estimates

Substantive

estimates

squared

Measured

Cause

Variable

estimates

Measured Cause

Variable

estimates

squared

Marker

Variable

estimates

Marker

Variable

estimates

squared

ULMC

estimates

ULMC

estimates

squared

Job control1 .90*** .66*** 0.44 -.02 .00 .21*** .04 .58*** .34

Job control2 .88*** .60*** 0.36 -.02 .00 .20*** .04 .61*** .37

Job control3 .82*** .66*** 0.44 -.02 .00 .20*** .04 .45*** .20

Coworker

supp.1

.64*** .58*** 0.34 -.02 .00 .22*** .05 .21** .04

Coworker

supp.2

.83*** .79*** 0.62 -.02 .00 .21*** .04 .08 .01

Coworker

supp.3

.89*** .87*** 0.76 -.02 .00 .21*** .04 .07 .00

Engagement1 .91*** .60*** 0.36 -.01 .00 .45*** .20 .53*** .28

Engagement2 .94*** .71*** 0.50 -.01 .00 .48*** .23 .39** .15

Engagement3 .92*** .67*** 0.45 -.01 .00 .50*** .25 .38** .14

Measured

Cause1

.82a

Measured

Cause2

.73a

Measured

Cause3

.68a

Measured

Cause4

.75a

Measured

Cause5

.80a

Marker1 .91a

Marker2 .92a

Marker3 .92a

Marker4 .86a

Marker5 .69a

** p\ .01, *** p\ .001. Factor loadings taken from the CFA Model and held constant through the model comparison are marked with the letter

‘‘a.’’ Factor loadings are completely standardized. Slight differences between method factor loadings within substantive variables are due to the

standardization process. Note that due to the inclusion of correlated method factors, we cannot sum the sources of indicator reliability to equal

total reliability within each indicator. The Measured Cause Variable factor loadings are completely equal, the Marker Variable factor loadings

are equal within substantive factors but vary between substantive factors, and the ULMC method factor loadings vary completely. The Measured

Cause Variable is negative affectivity; the Marker Variable is life satisfaction
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with the addition of the nine Marker Variable MFLs, all

nine of the Measured Cause Variable MFLs became non-

significant, and now ranged from 0 to -.06, whereas the

Marker Variable MFLs were all statistically significant and

ranged from .20 to .48. We then proceeded to add the

ULMC MFLs to the substantive indicators (Method CU

MUUU Model). The Method CUMUUU Model demon-

strated improved fit over the Method CUMU Model, and

was retained (see comparison 3 in Table 4). With the

addition of the ULMC MFLs, the Marker Variable MFLs

remained significant and did not change much in value

(standardized values ranging from .20 to .48). The reader

should note that these values are not presented in Table 5,

which only includes MFLs from our final retained model.

Seven of the nine ULMC factor loadings were statistically

significant (standardized values ranging from .05 to .59). In

sum, for Step 1, we found evidence to support the inclusion

of each of our method variables with unconstrained MFLs,

but note that the Measured Cause factor loadings became

non-significant. Despite the non-significant factor loadings

for the Measured Cause Variable, we do not drop it from

the model at this point (see our discussion of model trim-

ming in the Discussion section).

Next, we determined whether the MFLs were equal

within and across substantive indicators for each of our

method variables via the MethodI (Step 2) and MethodC
(Step 3) Models. For Step 2, we added equality constraints

to MFLs within each substantive factor, again starting with

the Measured Cause Variable (Method CIMUUU Model).

Results, depicted in Table 4, indicated a non-significant

decline in fit (comparison 4), so we failed to reject the

within substantive variable constraints for the Measured

Cause Variable and retained the Method CIMUUU Model.

Using this model, we then added constraints within sub-

stantive variable MFLs for the Marker Variable (Method

CIMIUU Model). Again we observed a non-significant

decrease in model fit (Table 4, comparison 5), so we

retained the Method CIMIUU Model and proceeded to test

the equality of the ULMC MFLs within substantive vari-

ables (Method CIMIUI Model). As displayed in Table 4

(comparison 6), we observed a significant decline in fit

with the Method CIMIUI Model, and therefore rejected the

within variable ULMC MFL equality constraints and

retained the Method CIMIUU Model for further testing. At

this point, we concluded that the Marker Variable MFLs do

not vary within substantive factors. Further, we examined

the Measured Cause Variable MFLs at this step and they

were all still small in magnitude and not statistically sig-

nificant as they were in Step 1.

Due to retention of MethodI constraints for the Mea-

sured Cause and Marker Variables (Method CIMIUU

Model), we proceeded to Step 3, in which we further tested

the equality of the Measured Cause and Marker Variable

MFLs by sequentially constraining the MFLs for each to be

equal both within and between substantive factors. Table 4

displays results. The Method CCMIUU Model (where the

Measured Cause Variable MFLs were constrained equal

within and between substantive factors) demonstrated a

non-significant change in fit from the Method CIMIUU

Model (comparison 7); therefore, we failed to reject the

hypothesis that the MFLs are equal between and within

substantive factors and retained the Method CCMIUU

Model. Alternatively, the Method CCMCUU Model

demonstrated significantly worse fit than the Method CC

MIUU Model (Table 4, comparison 8); therefore, we

rejected the hypothesis of MFL equality both within and

between substantive factors for the Marker Variable and

retained the Method CCMIUU Model for further testing. As

displayed in Table 5, the Measured Cause MFLs are small

in magnitude and non-significant, Marker Variable MFLs

are equal within but not between substantive variables, and

ULMC factor loadings vary both within and between

substantive variables. At this point, we again note that

many of the ULMC and Marker Variable MFLs were

statistically significant, although the Measured Cause

Variable factor loadings were not significant (see Table 5).

Phase 1d: Test for Common Method Bias

in Substantive Relations

We estimated the Method-R Model by constraining the

factor correlations estimated in the retained model from

Phase 1c, the Method CCMIUU Model, to equal those

estimated in the Baseline Model. In our Baseline Model,

Table 6 Hybrid Method Variables Model factor correlations

Substantive factor correlations Baseline

model

Method

CU

Method

CUMU

Method

CUMUUU

Method

CIMUUU

Method

CIMIUU

Method

CIMIUI

Method

CCMIUU

Job control—coworker supp. .26*** .25*** .21*** .19* .18* .18* .11 .18*

Job control—engagement .50*** .49*** .45*** .18 .16 .16 .25 .15

Coworker supp.—engagement .39*** .37*** .29*** .28*** .28*** .28*** .04 .27***

Measured Cause Var.—Marker Var. -.40*** -.42*** -.40*** -.40*** -.40*** -.40*** -.40*** -.40***

* p\ .05, *** p\ .001. C Measured Cause Variable, M Marker Variable, U ULMC. Subscripts denote the model (MethodU, MethodI,

MethodC). The Measured Cause Variable is negative affectivity; the Marker Variable is life satisfaction
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the three correlations were .26, .50, and .39, while in

Method CCMIUU Model, their respective values were .18,

.15, and .27, as shown in Table 6. The results of our Step 1

model comparison are included in Table 4. Because we

found a significant decline in model fit (see comparison 9),

we rejected the hypothesis that there was no difference

between the correlation values and concluded that our

substantive correlations are biased by the presence of

CMV. Given the pattern of differences between the two

sets of factor correlations and lack of substantive

hypotheses regarding structural paths, we did not examine

alternative Method-R models to identify specific cases of

bias, yet researchers may opt to do this.

Phase 2a: Quantify Amount of Method Variance

in Substantive Indicators

To quantify the amount of CMV that exists in the sub-

stantive indicators, we calculated the average variance

accounted for in the indicators by each of the method

variables by squaring the standardized MFLs from our

retained model in this example, the Method CCMIUU

Model (see Table 5) and computing means. The ULMC

accounted for an average of 17.2 % of the variance in the

substantive indicators, the Measured Cause Variable

accounted for an average of 0 % of the variance in the

substantive indicators, and the Marker Variable accounted

for an average of 10.5 % of the variance in the substantive

indicators overall.

Phase 2b: Quantify Amount of Method Variance

in Substantive Latent Variables

Next, we decomposed the total reliability of each sub-

stantive latent variable into substantive reliability and

method reliability. In this Hybrid Method Variables Model

example, we present latent variable decomposition results

for each method variable separately using estimates from

our retained model, Method CCMIUU Model. Yet, we do

not combine them to get an estimate of total method reli-

ability, as the equations for estimating substantive and

method reliability are based on an assumption of orthog-

onality of method factors, which is not met here. Table 7

displays method (ULMC, Measured Cause, Marker Vari-

able) reliability coefficients for each substantive latent

variable that we attained using the equations noted above.

The amount of total reliability in the substantive variables

for the Measured Cause Variable was zero; for the Marker

Variable, it was .06 (coworker support), .08 (job control),

and .32 (engagement); for the ULMC, it was .02 (coworker

support), .28 (engagement), and .38 (job control).

Conclusions and Recommendations

One key purpose of this paper is to explain and demon-

strate our Comprehensive Analysis Strategy, which pro-

vides an overarching framework for conducting CFA

analyses of four types of designs involving different types

of latent method variables and assessment of CMV.

Additionally, we address the lack of examples and guid-

ance on how to implement the Hybrid Method Variables

design in the current organizational literature with our

demonstration. In the paragraphs that follow, we provide

some general comments on CFA models for assessing

CMV, in some instances linking them to our model results,

as well as offer guidelines and recommendations for

researchers related to the use and interpretation of CMV

models.

Considerations for Researchers When Implementing

CFA Models for CMV

We recommend the Hybrid Method Variables Model

Design as being preferable because it provides a compre-

hensive view of the degree to which various types of CMV

exist and bias study findings, including types associated

with both measured (direct and indirect) and unmeasured

sources. As noted earlier, the inclusion in this design of all

three types of method variables offers a balance of the

strengths and weaknesses of all three single method vari-

able designs. Yet, researchers may find that the Hybrid

Method Variables Model is not feasible in all situations.

The two most common reasons this model will not be able

to be used likely relate to (a) the necessary inclusion of

relevant items for conceptually related Measured Cause

and Marker Variables, and (b) the need for a relatively

large sample size, given the number of parameters to be

estimated. Recommendations for minimum sample sizes

are typically based on a ratio of cases to free parameters,

and range from 10:1 to 20:1 (Kline 2010).

We generally recommend that researchers think care-

fully about likely sources of CMV prior to implementing

their studies and include measures of those corresponding

Marker Variables and Measured Cause Variables in their

data collection. Likely sources of CMV will vary based on

the data collection strategy and the substantive study

variables. For example, a study of work stress relating to

job satisfaction may elicit mood-based CMV; therefore,

researchers should consider including a mood-based Mea-

sured Cause Variable (e.g., negative affect) in their sur-

veys. If the survey is not anonymous, researchers may

consider including a measure of social desirability as

another Measured Cause Variable. An appropriate Marker

Variable may be a measure of community satisfaction,
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which would tap into affect-based response tendencies.

More generally, Spector et al. (2015) have emphasized the

importance of linking specific sources of method variance

to specific substantive variables.

Yet, we also realize that researchers have limited space

in surveys and will need to make decisions about whether

to include additional substantive variables versus method

variables in a Hybrid Model. To this end, we recommend

that researchers use validated short forms of scales, such as

the brief PANAS we used in our demonstration, whenever

possible to measure method variables. Further, parceling

(although controversial) may be used for method variable

indicators (see Williams and O’Boyle 2008), as well as the

single indicator approach based on reliability information

described earlier. Appropriate decisions about variable

inclusion will ultimately differ depending on the study

question and method. Survey length considerations may

necessitate researchers thinking carefully about potential

for model misspecification in terms of omitted substantive

variables versus including multiple method variables

(Markers, Measured Cause Variable) to test for CMV.

Further, we remind readers that it is important with Hybrid

Models to meet the various statistical assumptions and data

requirements required of CFA models (including sample

size), as discussed within the context of Marker Variables

by Williams et al. (2010). Finally, if study variables are

non-normally distributed, it is important that researchers

apply appropriate corrections to Chi-square values for

difference testing or use alternative appropriate model

difference testing approaches (e.g., see Bryant and Satorra

2012).

Regarding the execution of the Hybrid Method Vari-

ables Design, researchers may be wondering about

sequence of variable entry; that is, which to enter first,

second, and third, as the order will affect the results and

conclusions drawn. Sequence should be determined based

both on conceptual considerations and relative utility of

each type of method variable, with some caveats. Due to

the relative superiority of the Measured Cause Variable

design over the other two approaches (based on knowing

what is being measured/controlled for), we advocate that a

Measured Cause Variable should be entered first, followed

by the Marker Variable latent variable and associated

effects, and finally adding the ULMC MFLs. Yet, as a

variation on the Hybrid Method Variables Model, if a

researcher has multiple Measured Cause or multiple Mar-

ker Variables, the one that is deemed most conceptually

relevant as a source of CMV should be entered first. This

logic should apply to all subsequent model comparisons.

Finally, we add that if the entry of unconstrained MFLs for

a particular method variable (Phase 1c, Step 1) is not

supported and found to not lead to significant model

improvement, that method variable may be dropped from

further use in subsequent stages of the research.

If a researcher has specific hypotheses regarding one or

more method variables, the order may be different

depending on his/her research question. In our case, our

questions asked what marker variance was present beyond

Measured Cause, and then what ULMC variance was

present beyond that associated with Measured Cause and

Marker Variables. Researchers should also note that, for

the sake of limiting the overall number of model compar-

ison tests, we chose not to examine each substantive

variable separately for equivalence in MFLs. In other

words, when we tested for unconstrained factor loadings,

we freed all of the MFLs to substantive factors simulta-

neously, rather than stepwise, e.g., first freeing the cow-

orker support MFLs, then the job control MFLs, then the

engagement MFLs. However, there may be circumstances

in which the researcher chooses to introduce non-simulta-

neous testing for equivalence of MFLs by substantive

variable. This would be indicated only when theory sug-

gests that differences exist; e.g., that MFLs should be equal

for one substantive variable but unequal for another.

We would like to discuss two other issues related to MFLs

relevant for the Hybrid Method Variables Model Design (as

well as the other three designs on which it is based). First, we

would like to point out that, as we proceeded through our

Phase 1c model comparisons, all MFLs from a given model

were retained in subsequent models that were examined, even

those that were found to not be significantly different from

zero. There is little guidance in theSEMtechnical literature on

this issue, and in substantive studies, examples are available

where researchers have followed this practice, while other in

other examples researchers have ‘‘trimmed’’ as they go and

dropped non-significant parameters. It is the case that whether

they are retained in these subsequent models or not has little

impact on model fit, given that they have already been

Table 7 Hybrid Method

Variables Model reliability

decomposition—method

CCMIUU model

Substantive latent variable Measured Cause Variable Marker Variable ULMC

Job control 0 .08 .38

Coworker support 0 .06 .02

Engagement 0 .32 .28

Method reliability due to each method variable presented. Due to the inclusion of correlated method factors,

we cannot sum the sources of factor reliability to equal total factor reliability
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determined to be non-significant. However, it is also the case

that their inclusion may have the effect of increasing the

standard errors of other parameters (e.g., Bentler andMoojart

1989), and this may be especially important given the com-

plexity of these types of measurement models and expected

correlations among the variousMFL estimates. Second, it has

been established in the literature on CFA analysis of MTMM

matrices that MFLs that are equal or even nearly equal may

create estimation and empirical under identification problems

that should be taken into account and may preclude success

during their evaluation.

We now raise some additional issues for consideration

related to each of the three method variables included in

the Hybrid Method Variables Model Design. These com-

ments also apply when they are used separately. As noted,

when using ULMC latent method variables, the effects of

systematic error are accounted for but the source of the

error is not identified. This means that the ULMC may

include not only CMV but also possibly additional shared

variance due to other sources, leading to potentially

ambiguous results. The inability to know specific sources

of variance with the ULMC is generally seen quite nega-

tively and has led some researchers to denounce its use.

However, the ULMC does offer a way to capture any

source of misspecification, and therefore, it provides a

conservative test of the substantive hypotheses, which may

be desirable in some circumstances. In other words, it may

sometimes lead to the incorrect conclusions of CMV

effects due to the ULMC method factor actually reflecting

substantive variance, leading to a Type-I error, but this may

not be seen as bad as if it led to Type-II errors and incorrect

missing of CMV effects. When considering use of the

ULMC, researchers should also be aware that ULMC

models with equality constraints on MFLs may sometimes

suffer from estimation problems (e.g., Kenny and Kashy

1992), which can create ambiguity in their interpretation.

As noted, the use of Marker Variables improves on limi-

tations of the ULMC by including an indirect measure of

what is presumed to be causing the CMV. Yet, good markers

are difficult to identify. Researchers must carefully choose

whichMarker Variables to include in their studies, noting that

‘‘ideal’’ markers have been touted as those that are concep-

tually unrelated to substantive study variables. However, it is

simplistic and incomplete to choose a Marker Variable only

on the basis of a lack of substantive relation of the marker

with substantive variables (Williams et al. 2010). Specifically,

if a given Marker Variable is chosen because it is not theo-

retically linked to substantive variables, but its link to some

part of the measurement process is weak, it will not share any

variance with the substantive variables. Therefore, research-

ers should be very cautious with claims that they do not have

a CMV problem based on use of Marker Variables—lack of

CMV effects may be due to use of poor Marker Variables.

We provide our strongest encouragement that at the time

they are finalizing their design and data collection proce-

dures, researchers considering use of a Marker Variable

should have a clear rationale for their choice and link it

with one or more sources of CMV described above. In our

demonstration, we used life satisfaction as a Marker

Variable, given that it is only indirectly conceptually

related to our work-related substantive variables and is an

indirect measure of affective response tendencies. There-

fore, it may have also accounted for substantive shared

variance between our substantive variables and we note

that it may be over-estimating the degree to which CMV

biased our substantive correlations.

Measured Cause Variables offer improvements over

both the ULMC and Marker Variables because they directly

(as opposed to indirectly) assess source of method effects.

When using the Measured Cause Variable, researchers

should remember that they are not controlling of any other

sources of CMV that may be present, so conclusions should

be offered quite tentatively about overall CMV effects. We

also reiterate that researchers should carefully choose which

Measured Cause Variables to include based on conceptual

rationale before starting their data collections. For example,

if a study asks individuals to report counterproductive work

behaviors, then social desirability responding is a likely

concern, particularly if the study is not anonymous.

Our demonstration of very small CMV effects due to our

measured method variable, negative affectivity, was

unexpected, given the fact that our substantive variables,

particularly, work engagement, have conceptual linkages to

affect. These small effects may be due to the nature of our

substantive variables, as some research has suggested that

negative affect may have weaker effects for more posi-

tively framed substantive variables (e.g., Williams et al.

1996), and positive affect may be a more important driver

of method variance with such positive variables (e.g., Chan

2001; Williams and Anderson 1994). Such an explanation

may account for why significant MFLs for negative

affectivity became non-significant when life satisfaction

was added; the latter may have more completely tapped

into positive affect that was linked to our positively framed

substantive variables.

What Researchers Should Do After Finding

Evidence of CMV Biasing Results

If you do not find any evidence of CMV biasing your

substantive variable correlations (i.e., no significant change

in model fit when entering any of the MethodU MFLs), you

do not need to include method variables in any further

model testing. However, if you do find evidence of CMV

and associated bias (as demonstrated by significant reduc-

tion(s) in substantive variable correlations in Phase 1d),
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you have several alternatives for testing the structural or

theoretical model while attempting to control for CMV. A

first alternative involves estimating the structural model

with the supported method variable specification as iden-

tified through the Comprehensive Analysis Strategy model

testing. However, researchers may encounter difficulties

with model identification and estimation with the inclusion

of multiple MFLs to be estimated in the context of a model

with exogenous and endogenous latent variables and indi-

cators. There are a number of steps one can take, which

should be used sequentially, including (1) the use of

starting values for the MFLs and other parameters, (2)

dropping all non-significant MFLs from the model, and/or

(3) fixing the values of the MFLs and error variances to

those values attained in the final retained model from the

Comprehensive Analysis Strategy. A different strategy that

has not been discussed is a two-step process in which the

factor correlations from the final method variance model,

which correct for CMV, are used as input in a path model

that does not incorporate indicator variables. This approach

was recommended as a potential for addressing non-CMV

measurement problems, but that may also work for CMV

biases (e.g., McDonald and Ho 2002).

What Researchers Should Report in their Results

Regarding CMV

Because tests for CMV are often seen as secondary to tests

of theoretical substantive variable relations, it may be the

case that authors are reluctant to report all of the informa-

tion that we have in this demonstration paper, and reviewers

and Editors may ask authors to decrease the amount of

manuscript space devoted to assessment and treatment of

CMV. We recommend that authors include a summary of

the information we described in our Comprehensive Anal-

ysis Strategy steps. At a minimum, researchers should

report results of Phase 1c model testing (which model is

retained and why) and results of Phase 1d model testing of

bias in substantive relations, along with a summary of the

differences between substantive correlation values attained

from the Baseline Model and the model retained in Phase

1c. Also included should be a summary of standardized

MFLs, squared values and average variance accounted for

by method variable(s), and method reliability values for

each substantive latent variable. A recent example of such a

summary can be found in Ragins et al. (2014).

Conclusions

Through this paper, we hope to provide some clarity

regarding the use of latent variable models to assess

common method variance and bias through our explanation

and demonstration of the Comprehensive Analysis

Strategy. We also provide guidance on the use of the

Hybrid Method Variables Model. Throughout, we have

highlighted the need to place more emphasis on theory

related to method effects as a key to optimal implemen-

tation of our Comprehensive Analysis Strategy, and the

need to think through issues related to CMV during the

study design process. We hope to see a more unified

approach to assessing and controlling for CMV and greater

use of the Hybrid Method Variables Model in the organi-

zational literature.
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