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Abstract This paper presents the encoding of binary arithmetic operations within
Integer Programming (IP) formulations, specifically the encoding of binary multipli-
cation and addition/subtraction. This allows the direct manipulation of integer quan-
tities represented as binary strings of arbitrary size. Many articles published in the
past within the Chemical Engineering community have used this representation of
integer quantities within Mixed-Integer formulations for Process Optimization and
Design. Applications such as these can benefit from the formulations derived in this
work. As a demonstrative application we consider the simple number factorization
problem, according to which given an odd number C factors A and B are to be
found such that C equals their product. If any such factors are found the number
is factorable, else it is proven to be prime. An IP formulation is derived involving
upper and lower bounding logical constraints to encode for the value of the binary
string digits. The formulation involves O(log C) binary variables, O((log C)2) contin-
uous variables, and O((log C)2) constraints to describe the problem. Computational
results demonstrate the validity of this approach, highlighting also the fact that such
formulations are not very tight thus resulting in large numbers of iterations of the
Branch and Bound algorithm used. It is also observed that the formulations become
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significantly tighter if logical upper bounding constraints forcing continuous variables
involved to be zero are included.

Keywords Binary strings ·Binary arithmetic ·Number factorization ·
Integer programming

1 Introduction

Integer Programming (IP) has many applications in various disciplines. In the
particular case of Chemical Engineering, IP has enjoyed significant growth over the
last three decades, with contributions both in terms of applications and formulations,
as well as novel algorithms. A textbook covering the extent of applications and
algorithms in Chemical Engineering is [8], and [9] gives a review of Mixed-Integer
techniques. Applications of IP range from the scheduling of batch plants [11, 14], to
supply chain design [18], and to the design of chemical processes [10].

Of interest to the theme of our work in this paper is IP in which the quantities
involved are integer numbers and not exclusively binary ones (0–1 programming). A
general classification of domains where such a requirement is found is

1. Production Planning [16], where resources may be constrained to be integer
(time, labour force size, quantities of materials, capacities etc.).

2. Vehicle Routing Problem (VRP) and Capacitated VRP (CVRP), where the
route selection is optimized along with the load of each vehicle [12, 17]. Routing
is carried out via the use of binary variables, while the requirement for integrality
of the quantities transported necessitates the use of integer variables

3. Network Design, optimizing both the topology of a network and the associated
line capacities [3]. Binary variables capture the design of the topology, while
integer variables are needed for integral capacities.

Logic constraints within IP are formulated frequently via the use of binary vari-
ables, but also it is possible to have conditions depending on the value of general
integer variables. The representation of integer variables within IP formulations is
straightforward, if desired, through their expansion as binary strings with the digits
represented by binary variables [1, 15].

In this paper, we demonstrate how to encode direct arithmetic operations on
integer variables via their binary expansion within the IP formulations involved. As
an application we consider the problem where a number is to be proven factorable
or prime. The aim is to demonstrate the capability of logic programming to extend
to purely abstract mathematical problems. For the particular application chosen,
extensive bibliographical searches revealed no relevant publications. This was the
case for both binary arithmetic encoding and for the problem of number factorization
via IP.

This paper is organized as follows: Section 2 develops the main theory for proving
that an integer be factorable, focusing on the integer representation of the variables
involved, Section 3 discusses in detail the development of the mathematical pro-
gramming formulation for the problem; the optimization problem and computational
results are presented in Section 4, and finally conclusions are presented in Section 5.
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2 Number Factorability Testing Formulation

The factorization of numbers and proof of primality are extensively developed
topics in Number Theory [7, 13] with a relatively recent result proving that prime
number factoring is in P [2], where P is the set of problems for which an answer
is computable in polynomial time. For the purpose of demonstrating the encoding
of binary arithmetic in IP formulations, we consider the simplest method possible,
according to which given an odd number C it may be tested for factorability by
finding factors A and B such that:

A · B = C (1)

The first number, A, may be used sequentially to divide C and test whether the
result is an integer number. If no integer A divides exactly C then the given number
is prime. In searching for a value of A sequentially it is only necessary to reach the
square root of C skipping over the even numbers. Thus for A we need to scan the
following values:

3, 5, 7, . . . ,
⌊√

C
⌋

(2)

With the above and counting the divisions as the operations of this algorithm,
only half of the numbers up to the square root of the number tested need to be
scanned at most, so we find that the algorithm’s complexity is O( 1

2

√
C). We explore

this approach through IP as it is used to demonstrate the direct encoding of binary
arithmetic into IP formulations.

Numbers A, B and C are represented in binary basis by [1, 15]:

A =
N A∑
i=0

xi · 2i (3a)

B =
NB∑
j=0

y j · 2 j (3b)

C =
NC∑
k=0

tk · 2k (3c)

Variable vectors x ∈ {0, 1}(N A+1) and y ∈ {0, 1}(NB+1) are to be determined such
that the condition in Eq. 1 is satisfied. The vector t ∈ {0, 1}(NC+1) is a set of constants
which represent number C in binary format.

The size of the binary strings for numbers A and C, given by parameters NDA
and NDC, are such that:

NDA = N A + 1 =
⌊

log2

⌊√
C

⌋⌋
+ 1 (4a)

NDC = NC + 1 = ⌊
log2 C

⌋ + 1 (4b)

The size of number B may be considered to be the same as that of number C, with
the saving that both A and B must be greater or equal to 3, if C is factorable. This
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yields that A ≥ 3, hence from Eq. 1 we get that C/B ≥ 3 and B ≤ C/3. This yields
that the number of digits NDB for number B is given by:

NDB = NB + 1 =
⌊

log2

(
C
3

)⌋
+ 1

= ⌊
log2 C

⌋ − ⌊
log2 3

⌋ + 1

= ⌊
log2 C

⌋

= NDC − 1

= NC (4c)

As described in the Eqs. 4a–4c, N A, NB, and NC are one bit shorter than the
minimum binary string length required to represent the associated numbers A, B,
and C. This is so because the counting in Eqs. 3a–3c starts from index value 0 (the
0-th power of 2).

One might think that there are further savings to be made since if A has the range
[1, �√C�], thus B need only be searched for in the range [�√C	, C]. The range for B
thus appears shorter and hence fewer digits may be required. Number B would have
to be represented by:

B =
⌈√

C
⌉
+

NB∑
j=0

y j · 2 j (5)

First, when the product with number A is formed this would complicate the
resulting formulation and involve large integer numbers (�√C	 would appear in the
constraints). Second, the gains are minimal as in this case we would need NB digits
given by (dropping the rounding up/down operations):

NB = log2

(
C −√

C
)

= log2

[√
C ·

(√
C − 1

)]

= 1
2

log2 C + log
(√

C − 1
)

≈ log2 C

= NC (6)

It is noted that for big C there are thus no gains as even the restricted range of B
would require the same number of digits to represent it.

The factorability test in Eq. 1 with the definitions in Eqs. 3a–3c becomes:

N A∑
i=0

NB∑
j=0

xi · y j · 2(i+ j) =
NC∑
k=0

tk · 2k (7)

It is seen that the LHS of the equation involves bilinear terms xi · y j which are
replaced by the continuous variables zij and a set of constraints declared in Section 3.

The representation of a number C in binary format in terms of its bits tk, k =
0, 1, . . . , NC is computed by Algorithm 1.
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Algorithm 1 Number representation in binary format

NDC ← ⌊
log2 C

⌋ + 1
temp ← C
for k = NDC → 1 do

tk−1 ← temp mod 2
temp ← �temp/2�

end for

Fig. 1 Example of binary multiplication

These terms are needed once we have defined how binary multiplication is to be
encoded using logical constraints. The constraint in Eq. 7 is not used directly in the
formulation that follows.

With regards to binary arithmetic [6] we focus first on representing binary
multiplication as a stagewise addition of the multiplicand an equal number of times
to the number of digits of the multiplier, storing the intermediate addition results
explicitly. As an example, consider multiplication of B = 1111 (= binary 15) with
A = 101 (= binary 5). The multiplication is shown in levels in the example in Fig. 1,
equal to the number N A = 3 of the multiplier (using as multiplier always the smaller
number), while the number of digits required being determined by number NB = 4.

It is seen that at each level of the multiplication process we shift by one position
from the previous level sum. The resulting sum is at most equal to the number of bits
of number B plus 1 digit.
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3 Mathematical Programming Formulation: Variables and Constraints

In this section, the binary multiplication algorithm is encoded using binary variables
and appropriate constraints.

3.1 Problem Variables

The bilinear products zij = xi · y j are required, and these are defined in Eqs. 8a–8d
below, based on the fact that variables x and y are binary.

0 ≤ zij ≤ 1 (8a)

zij ≤ xi (8b)

zij ≤ y j (8c)

xi + y j − 1 ≤ zij (8d)

i = 0, 1, . . . N A; j = 0, 1, . . . , NB

There are (N A + 1) × (NB + 1), or approximately O( 1
2 (log2 C)2) continuous vari-

ables zij. The above defines 3 × (N A + 1) × (NB + 1) constraints, excluding the
simple bounds on the zij variables in Eq. 8a.

Variables need to be defined for the summations’ digits of each level i =
0, 1, . . . , N A:

0 ≤ sij ≤ 1; i = 0, 1, . . . , N A; j = 0, 1, . . . , (NB + 1) (9)

There are (N A + 1) × (NB + 2) variables of this type, or approximately
O( 1

2 (log2 C)2).
Variables need to be defined also for the carryover digit of the summations of

each level i = 0, 1, . . . , N A:

0 ≤ cik ≤ 1; i = 1, 2, . . . , N A; k = 0, 1, . . . , NB (10)

There are N A × (NB + 1) variables of this type, or approximately O( 1
2 (log2 C)2).

We need further variables to enforce the constraint that the factors are such that
A ≤ B directly from the binary string representation (if desired to be enforced,
see later discussion). What is implemented is the two’s complement method of
subtracting factor A from factor B. First the binary subtraction summation digits’
variables are defined:

0 ≤ ss j ≤ 1; j = 0, 1, . . . , NB (11)

There are (NB + 1) variables of this type, or approximately O(log2 C).
The carryover digits of this summation are defined via the following variables:

0 ≤ cc j ≤ 1; j = 0, 1, . . . , NB (12)

There are (NB + 1) variables of this type, or approximately O(log2 C).
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Fig. 2 Binary addition structure indices

3.2 Main Constraints’ Definition

The construction of the constraints follows the addition structure within binary
multiplication, and is shown in Fig. 2.

The constraints are as follows.

Level i = 0 summation digits fixing

s0, j = z0, j; j = 0, 1, . . . , NB (13a)

s0,NB+1 = 0 (13b)

The last constraint need not be imposed directly, instead the upper bound of the
summation digit variable is set to 0.

Not counting the last constraint, there are (NB + 1) constraints here.

Level i = 1, 2, . . . , N A position k = 0 of the added number

At this position there is no previous carryover as the current position is a shifted
one. The digit si,0 is produced as a result of the summation of si−1,1 + zi,0 potentially
producing a carryover digit ci,0.

The condition relating the summation digit and the carryover digit at position k =
0 is as follows, noting that this is not strictly required in the formulation:

si,0 + 2 · ci,0 = si−1,1 + zi,0; i = 1, 2, . . . , N A (14a)

If the variables involved in the above equation were all declared to be binary it
would be sufficient on its own. For the general situation the following constraints
need to be also added.

The carryover digit ci,0 is equal to 1 only if both variables si−1,1 and zi,0 are equal
to 1.

ci,0 ≥ 1 + si−1,1 + zi,0 − 2; i = 1, 2, . . . , N A (14b)

The cases ci,0 equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variables ci,0 are 0 if both variables si−1,1

and zi,0 are equal to 0, or one of them is equal to 1 and the other equal to 0.

ci,0 ≤ 2 − (1 − si−1,1) − (1 − zi,0) (14c)

ci,0 ≤ 2 − si−1,1 − (1 − zi,0) (14d)
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ci,0 ≤ 2 − (1 − si−1,1) − zi,0 (14e)

i = 1, 2, . . . , N A

The summation digit si,0 is equal to 1 if either one of the variables si−1,i and zi,0 is
equal to 1 and the other equal to 0.

si,0 ≥ 1 + si−1,1 + (1 − zi,0) − 2 (14f)

si,0 ≥ 1 + (1 − si−1,1) + zi,0 − 2 (14g)

i = 1, 2, . . . N A

The cases si,0 equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variables si,0 are 0 if both variables si−1,1

and zi,0 are both equal to 1, or both of them are equal to 0.

si,0 ≤ 2 − si−1,1 − zi,0 (14h)

si,0 ≤ 2 − (1 − si−1,1) − (1 − zi,0) (14i)

i = 1, 2, . . . N A

There are 9 × N A constraints defined above, or approximately O( 9
2 log2 C).

Level i = 1, 2, . . . , N A positions k = 1, 2, . . . , NB of the added number

At this position, the digit si,k is produced as a result of the summation of si−1,k+1 +
zi,k + ci,k−1 potentially producing a carryover digit ci,k.

The condition relating the summation digit and the carryover digit at position k =
1, 2, . . . , NB is as follows, noting that this is not strictly required in the formulation:

sik + 2 · cik = si−1,k+1 + zik + ci,k−1 (15a)

i = 1, 2, . . . , N A; k = 1, 2, . . . , NB

There are N A × (NB − 1) constraints of this type, or approximately
O( 1

2 (log2 C)2).
If the variables involved in the above equation were all declared to be binary it

would be sufficient on its own. For the general situation the following constraints
need to be also added.

The carryover digit cik is equal to 1 only if the three variables si−1,i+k, zik, and
ci,k−1 involved are all three equal to 1, or any two of the three equal to 1 and the
other equal to 0.

cik ≥ 1 + si−1,k+1 + zik + ci,k−1 − 3 (15b)

cik ≥ 1 + si−1,k+1 + zik + (1 − ci,k−1) − 3 (15c)
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cik ≥ 1 + si−1,k+1 + (1 − zik) + ci,k−1 − 3 (15d)

cik ≥ 1 + (1 − si−1,k+1) + zik + ci,k−1 − 3 (15e)

i = 1, 2, . . . , N A; k = 1, 2, . . . , NB

There are 4 × N A × (NB − 1) constraints of this type, or approximately
O(2(log2 C)2).

The cases where cik equals 0 are to be satisfied via the objective function.
Additional constraints that would enforce this directly, although not necessary under
the current objective function in Eq. 23, are as follows: variables cik are 0 if either all
variables si−1,k+1, zik and ci,k−1 are equal to 0, or if any one of them is equal to 1 and
the other two equal to 0.

cik ≤ 3 − (1 − si−1,k+1) − (1 − zik) − (1 − ci,k−1) (15f)

cik ≤ 3 − si−1,k+1 − (1 − zik) − (1 − ci,k−1) (15g)

cik ≤ 3 − (1 − si−1,k+1) − zik − (1 − ci,k−1) (15h)

cik ≤ 3 − (1 − si−1,k+1) − (1 − zik) − ci,k−1 (15i)

i = 1, 2, . . . , N A; k = 1, 2, . . . , NB

There are 4 × N A × (NB − 1) constraints of this type, or approximately,
O(2(log2 C)2).

The summation digit sik is equal to 1 only if the three variables si−1,k+1, zik, and
ci,k−1 are all three are equal to 1, or they involve exactly one of them equal to 1 and
the other two equal to 0.

sik ≥ 1 + si−1,k+1 + zik + ci,k−1 − 3 (15j)

sik ≥ 1 + si−1,k+1 + (1 − zik) + (1 − ci,k−1) − 3 (15k)

sik ≥ 1 + (1 − si−1,k+1) + zik + (1 − ci,k−1) − 3 (15l)

sik ≥ 1 + (1 − si−1,k+1) + (1 − zik) + ci,k−1 − 3 (15m)

i = 1, 2, . . . , N A; k = 1, 2, . . . , NB

There are 4 × N A × (NB − 1) constraints of this type, or approximately,
O(2(log2 C)2).
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The cases sik equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variables sik are 0 if either all variables
si−1,k+1, zik and ci,k−1 are equal to 0, or if any two of them are equal to 1 and the other
is equal to 0.

sik ≤ 3 − (1 − si−1,k+1) − (1 − zik) − (1 − ci,k−1) (15n)

sik ≤ 3 − si−1,k+1 − zik − (1 − ci,k−1) (15o)

sik ≤ 3 − si−1,k+1 − (1 − zik) − ci,k−1 (15p)

sik ≤ 3 − (1 − si−1,k+1) − zik − ci,k−1 (15q)

i = 1, 2, . . . , N A; k = 1, 2, . . . , NB

There are 4 × N A × (NB − 1) constraints of this type, or approximately
O(2(log2 C)2).

Level i = 1, 2, . . . , N A position k = NB + 1 of the added number

At this position, the digit si,NB+1 is produced. This is simply the carryover from the
previous position summation, at k = NB, as there are no digits above it.

si,NB+1 = ci,NB (16)

i = 1, 2, . . . , N A

There are N A constraints of this type, or approximately O( 1
2 log2 C).

Matching of the input number C binary string

The input string is matched by enforcing it at the final summation level, as
described by the following constraints.

si,0 = ti (17a)

i = 0, 1, 2, . . . , N A

sN A,k = tN A+k (17b)

k = 1, 2, . . . , (NC − N A)

sN A,k = 0 (17c)

k = (NC − N A + 1), (NC − N A + 2), . . . , (NB + 1)
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Further logical constraints

Additional constraints demanding that factors A and B are both greater than 3
(they are both odd by C being odd) are the following:

N A∑
i=0

xi ≥ 2 (18a)

NB∑
j=0

y j ≥ 2 (18b)

3.3 Tightening Constraints Ensuring A ≤ B

To ensure that the factors A and B encoded in the binary vectors x and y, respec-
tively, are such that A ≤ B, we implement the binary number subtraction of B − A
using the two’s complement approach [6]. According to this, number A, which has
fewer digits than B, is padded with zeros for higher power digits, and then its digits
are complemented (flipped from 1 to 0 and vice versa, using subtraction from 1:
x′

i = 1 − xi) and the result is added to the binary representation of B, along with
the addition of 1 to the lowest digit location.

Position k = 0

At this position there is no previous carryover. The digit ss0 is produced as a result
of the summation of y0 + (1 − x0) + 1, potentially producing a carryover digit cc0.

The condition relating the summation digit and the carryover digit at position k =
0 is as follows, noting that this is not strictly required in the formulation:

ss0 + 2 · cc0 = y0 + (1 − x0) + 1 (19a)

If the variables involved in the above equation were all declared to be binary it
would be sufficient on its own. For the general situation the following constraints
need to be also added.

The carryover digit cc0 is equal to 1 only if both y0 and (1 − x0) are equal to 1, or
when only one of these terms is 1 and the other is 0.

cc0 ≥ 1 + y0 + (1 − x0) − 2 (19b)

cc0 ≥ 1 + y0 + x0 − 2 (19c)

cc0 ≥ 1 + (1 − y0) + (1 − x0) − 2 (19d)

The cases cc0 equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variable cc0 is 0 if both y0 and (1 − x0)

are equal to 0.

cc0 ≤ 2 − (1 − y0) − x0 (19e)
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The summation digit ss0 is equal to 1 if either y0 and (1 − x0) are both equal to 1,
or both terms are equal to 0.

ss0 ≥ 1 + y0 + (1 − x0) − 2 (19f)

ss0 ≥ 1 + (1 − y0) + x0 − 2 (19g)

The cases ss0 equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variable ss0 is 0 if either one of y0 and
(1 − x0) is equal to 1 and the other is equal to 0.

ss0 ≤ 2 − y0 − x0 (19h)

ss0 ≤ 2 − (1 − y0) − (1 − x0) (19i)

There are 9 constraints defined above.

Position k = 1, 2, . . . , N A

The digit ssk is produced as a result of the summation of yk + (1 − x0) + cck−1,
potentially producing a carryover digit cck.

The condition relating the summation digit and the carryover digit at position k =
1, 2, . . . , N A is as follows, noting that this is not strictly required in the formulation:

ssk + 2 · cck = yk + (1 − xk) + cck−1 (20a)

k = 1, 2, . . . , N A

If the variables involved in the above equation were all declared to be binary it
would be sufficient on its own. For the general situation the following constraints
need to be also added.

The carryover digit cck is equal to 1 only if all of yk, (1 − xk) and cck−1 are equal
to 1, or when only two of these terms are 1 and the other is 0.

cck ≥ 1 + yk + (1 − xk) + cck−1 − 3 (20b)

cck ≥ 1 + yk + (1 − xk) + (1 − cck−1) − 3 (20c)

cck ≥ 1 + yk + xk + cck−1 − 3 (20d)

cck ≥ 1 + (1 − yk) + (1 − xk) + cck−1 − 3 (20e)

k = 1, 2, . . . , N A

The cases cck equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
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objective function in Eq. 23, are as follows: variable cck is 0 if all of yk, (1 − xk) and
cck−1 are equal to 0, or any two are equal to 0 and the other one is equal to 1.

cck ≤ 3 − (1 − yk) − xk − (1 − cck−1) (20f)

cck ≤ 3 − (1 − yk) − xk − cck−1 (20g)

cck ≤ 3 − (1 − yk) − (1 − xk) − (1 − cck−1) (20h)

cck ≤ 3 − yk − xk − (1 − cck−1) (20i)

k = 1, 2, . . . , N A

The summation digit ssk is equal to 1 if all of yk, (1 − xk) and cck−1 are equal to 1,
or if only one of them is equal to 1 and the other two terms are equal to 0.

ssk ≥ 1 + yk + (1 − xk) + cck−1 − 3 (20j)

ssk ≥ 1 + yk + xk + (1 − cck−1) − 3 (20k)

ssk ≥ 1 + (1 − yk) + (1 − xk) + (1 − cck−1) − 3 (20l)

ssk ≥ 1 + (1 − yk) + xk + cck−1 − 3 (20m)

k = 1, 2, . . . , N A

The cases ssk equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variable ssk is 0 if all of yk, (1 − xk) and
cck−1 are equal to 0, or any two are equal to 1 and the other one is equal to 0.

ssk ≤ 3 − (1 − yk) − xk − (1 − cck−1) (20n)

ssk ≤ 3 − yk − (1 − xk) − (1 − cck−1) (20o)

ssk ≤ 3 − yk − xk − cck−1 (20p)

ssk ≤ 3 − (1 − yk) − (1 − xk) − cck−1 (20q)

There are 17 × N A constraints defined above, or approximately O( 17
2 log2 C).

Position k = (N A + 1), (N A + 2), . . . , NB
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The digit ssk is produced as a result of the summation of yk + cck−1 + 1 potentially
producing a carryover digit cck.

The condition relating the summation digit and the carryover digit at position k =
(N A + 1), (N A + 2), . . . , NB is as follows, noting that this is not strictly required in
the formulation:

ssk + 2 · cck = yk + cck−1 + 1 (21a)

k = (N A + 1), (N A + 2), . . . , NB

If the variables involved in the above equation were all declared to be binary it
would be sufficient on its own. For the general situation the following constraints
need to be also added.

The carryover digit cck is equal to 1 only if both of yk and cck−1 are equal to 1, or
when either one of them is equal to 1 and the other equal to 0.

cck ≥ 1 + yk + cck−1 − 2 (21b)

cck ≥ 1 + yk + (1 − cck−1) − 2 (21c)

cck ≥ 1 + (1 − yk) + cck−1 − 2 (21d)

k = (N A + 1), (N A + 2), . . . , NB

The cases cck equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variable cck is 0 if both of yk and cck−1

are equal to 0.

cck ≤ 2 − (1 − yk) − (1 − cck−1) (21e)

The summation digit ssk is equal to 1 if both of yk and cck−1 are equal to 1, or if
both are equal to 0.

ssk ≥ 1 + yk + cck−1 − 2 (21f)

ssk ≥ 1 + (1 − yk) + (1 − cck−1) − 2 (21g)

k = (N A + 1), (N A + 2), . . . , NB

The cases ssk equals 0 are to be satisfied via the objective function. Additional
constraints that would enforce this directly, although not necessary under the current
objective function in Eq. 23, are as follows: variable ssk is 0 if either one of yk and
cck−1 is equal to 1, and the other one is equal to 0.

ssk ≤ 2 − yk − (1 − cck−1) (21h)

ssk ≤ 2 − (1 − yk) − cck−1 (21i)
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There are 9 × (NB − N A − 1) constraints defined above, or approximately
O( 9

2 log2 C).

Position “k = NB + 1”

The digit ccNB would be the digit assigned to the (NB + 1)th final digit of the
summation. Based on subtraction of binary numbers using the two’s complement
method, if this digit is equal to 1 we discard it indicating that the previous digits of
the summation carry the difference of B − A and that B > A. If this digit is 0, this
indicates that B < A. To exclude such solutions from the optimization problem, we
simply impose the following single constraint:

ccNB = 1 (22)

3.4 Objective Function

The objective function does not reflect any quantity derived from the underlying
factorization problem: it is just a means to set the continuous variables s, c, ss and cc
to zero, if they are left loose by the lower bounding constraints defined throughout
the formulation.

min
x,y,s,c,ss,cc

N A∑
i=0

NB+1∑
j=0

sij +
N A∑
i=1

NB∑
k=0

cik +
NB∑
j=0

(ss j + ccj) (23)

If the variables involved are defined as binary also, then the objective serves no
purpose other than complete the feasibility problem as an optimization problem.

4 Optimization Problem and Computational Results

The optimization problem involves the objective function in Eq. 23, subject to the
constraints defined by equations in Sections 3.2 and 3.3.

Of these we may wish to consider including the upper bounding constraints for
the continuous variables, as outlined in the various parts of the formulation, and to
include also the constraints that ensure A ≤ B if so desired.

Running this problem with a factorable number C produces feasible solutions with
variables s, c, ss and cc attaining integer values (either 0 or 1 only). The run must be
terminated at the first feasible all-integer solution, which proves the number to be
factorable. Running with a prime number C should produce an infeasible solution at
the point of exhaustion of the Branch and Bound (BB) tree. This would prove the
number to be prime.

Here we present results for four types of formulation of the factorization problem.
The formulations follow.

4.1 Model I

This model is comprised of the objective function in Eq. 23 and the constraints given
by Eqs. 8a–8d, 9, 10, 13a, 13b, 14a, 14b, 14f, 14g, 15a–15e 15j–15m, 16, 17a–17c,
18a, 18b. Upper bounding constraints for the continuous variables and constraints
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enforcing A < B are not included. Thus, variables ss and cc do not occur in this
model.

4.2 Model II

This model is comprised of all the constraints and objective of Model I, with
additional upper bounding constraints for the continuous variables s and c. The addi-
tional constraints are given by Eqs. 14c–14e, 14h, 14i, 15f–15i, 15n–15q. Constraints
enforcing A < B are not included, thus variables ss and cc do not occur in this model.

4.3 Model III

This model is comprised of all the constraints and objective of Model I, with
additional constraints enforcing A < B. The additional constraints are given by
Eqs. 11, 12, 19a–19d, 19f, 19g, 20a–20e, 20j–20m, 21a–21d, 21f, 21g, 22. Variables
ss and cc are required in this model.

4.4 Model IV

This model is comprised of all the constraints and objective of Model III, with
the additional upper bounding constraints on the continuous variables ss and cc,
enforcing A < B. The additional constraints are given by Eqs. 19e, 19h, 19i, 20f–20i,
20n–20q, 21e, 21h, 21i. Variables ss and cc are required in this model.

4.5 Computational Results and Discussion

Table 1 presents the various case studies considered along with a description of the
size of the resulting optimization problems. Table 2 displays the resource usage for
the solver CPLEX version 10 [5]. Finally, Table 3 reports the factors A and B for
each number C considered in the case studies.

All case studies were run on an INTEL Core i5 2.4 GHz computer, using the
Mixed-Integer Linear Programming solver CPLEX, interfaced with the GAMS
modeling language [4]. All options were left at the default values, except biasing
the search for the generation of integer solutions, and terminating the run after the
first integer solution is discovered.

In general, provision of upper bounding logical constraints on the continuous
variables is beneficial in terms of computational performance. Thus usually Model
II performs better than Model I, and Model IV better than Model III.

In terms of enforcing the constraint that factors A and B are such that A < B,
it only makes a difference in the results of Case 3. In fact for larger numbers this
condition is satisfied by all formulations computationally, and moreover it does not
contribute to make the search faster but has the opposite in making convergence
much slower. Thus Model III is slower than Model I, and Model IV is slower than
Model II.

The use of computational resources during the solution of the models with the
BB algorithm of CPLEX are summarised in various figures, each analysing the
performance of the 4 different models proposed in this work for each of the 12 integer
numbers C tested for primality. Specifically, Fig. 3 shows the total number of nodes
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Table 3 Case study factors obtained

Case # Model

I II III IV

A B A B A B A B

1 5 7 5 7 5 7 5 7
2 − − − − − − − −
3 19 17 19 17 17 19 17 19
4 − − − − − − − −
5 25 233 25 233 25 233 5 1,165
6 − − − − − − − −
7 9 6,977 9 6,977 9 6,977 9 6,977
8 − − − − − − − −
9 3 279,179 3 279,179 3 279,179 3 279,179
10 − − − − − − − −
11 117 56,509 13 508,581 3 2,203,851 3 2,203,851
12 − − − − − − − −
Dashes indicate the factors do not exist as C is prime
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Fig. 3 Number of nodes in BB tree versus number C tested. a Model I, b Model II, c Model III and
d Model IV
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used in the BB trees, Fig. 4 shows the total CPU time usage, and Fig. 5 shows the
average CPU time cost of each of the nodes in the BB trees.

The data plotted in all of these three figures show clearly an exponential trend
which reveals the observed (experimental) computational complexity of the models,
which is a function of both the models used as well as the specific internal imple-
mentation of the BB algorithm used in CPLEX. The data presented in these figures
have been correlated with exponential functions and the results are summarised in
Table 4.

4.6 Experimentally Determined Complexity of Number of Nodes in BB Tree

The experimentally determined average complexity of the number of nodes in the
BB tree for the four proposed models is approximately O(C0.77). The best complexity
is achieved for Model II which is approximately O(C0.63). The MIP formulations pre-
sented involve approximately O( 3

2 log2 C) binary variables. If the full combinatorial
complexity of the problem were to be realised during solution, then the number of
nodes in the BB tree would be approximately O(2

3
2 log2 C) = O(C1.5). It is evident that

the number of nodes in increasing size problems grows exponentially with power 0.63
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(for Model II) which is smaller than the worst complexity expected for the models; in
fact it is less than the square root, approximately, of the full combinatorial complexity
of the MIP models.

The actual complexity of the original factorization algorithm considered is O(C0.5)

which shows that computationally the present implementation we tested (and BB
solver) results in slightly increased complexity. Thus computationally the models
tested do not seem to offer an advantage with the present state of the formulations
proposed.

The node complexity is what may be considered as the absolute complexity of the
BB method. However as we shall see below the actual complexity as measured by
the CPU time is of even higher value than this.

4.7 Experimentally Determined CPU Time Complexity of BB Runs

The experimentally determined CPU time average complexity of the CPU time in
the BB trees for the four proposed models is approximately O(C1.04). The best
complexity is achieved for Model II which is approximately O(C0.77). This is the
actual cost of importance for practical application. Based on this, it is also clear that
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Table 4 Fitted exponential models for resource usage indicators

Model Fitted function Correlation coefficient

Total nodes in BB tree
I 0.1759 × C0.82 0.8496
II 0.2523 × C0.6268 0.5338
III 0.1145 × C0.889 0.9434
IV 0.0949 × C0.7467 0.7374

Total CPU time (seconds)
I 8.0 × 10−6 × C1.2413 0.9083
II 0.0009 × C0.7662 0.7444
III 2.0 × 10−5 × C1.2403 0.9644
IV 0.0002 × C0.9319 0.8548

CPU time (seconds) per node of BB tree
I 7.0 × 10−5 × C0.3934 0.9754
II 0.0005 × C0.3156 0.9052
III 0.0002 × C0.3318 0.914
IV 0.0004 × C0.3355 0.8954

computational times for our case studies could become prohibitive if we decided to
increase the number tested for factorability: based on the average complexity of all
models an increase by 1 digit would result in a 10-fold increase of CPU times, while
increasing by 3 digits would result in a 1000-fold increase in CPU time.

This complexity is higher than the one for the total number of nodes in the BB
trees. This leads to the interesting question as to how what is the average complexity
per node of the trees that the present implementation seems to involve. This is
calculated next.

4.8 Experimentally Determined Average CPU Time Complexity Per Node
of the BB Trees

By dividing the total CPU time by the total number of nodes in each run we calculate
the average CPU time per node. This indicator is experimentally determined on
average for the four proposed models to be approximately O(C0.34). The best
complexity is achieved for Model II which is O(C0.32).

This shows that the average cost per node grows roughly with the cubic root of the
size of the problem (magnitude of the integer number tested). Contrary to this we
would have expected the Simplex method we used in our solver options to involve
heuristically a cost that is proportional to the size of the problem tested, or at most a
low power of it. Our models have a size complexity of O((log C)2), both for the size
of total variables and constraints.

4.9 Overall Discussion of Experimental Results

From the above data it is clear that the best observed computational complexity is
achieved for Model II. This contains the basic binary arithmetic constraints, with
the addition of upper bounding constraints for the values of the variables of the
formulation. Model III and Model IV which contain the constraints encoding that
the factors are related by A < B are more computationally intensive.
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A particular interesting observation is also made for Case 9 and 10, ran with Model
III and Model IV. Although the numbers are of the same number of digits and Case
9 is a factorable number while Case 10 is a prime number, the effort to solve the
former (iterations, nodes and CPU time) is greater than for the latter. One possible
explanation for this is that the number in Case 9 is actually larger than that of Case
10. Apart from this, the BB method is essentially a heuristic and the path followed
during the implicit enumeration of the search tree can vary in unpredictable ways for
cases where the formulation is effectively of the same size (the two numbers are very
close to each other).

5 Conclusions

The main idea presented in the paper is the direct handling of arithmetic operations
on integer numbers of arbitrary size represented encoded as binary strings, using
binary variables to represent their digits within IP formulations. Often general
integers are represented as summations of powers of two, multiplied by binary
variables, and for this case we demonstrate how multiplication, addition and compar-
isons of magnitude of two numbers are encoded by appropriate integer constraints
and cuts.

As an example, the factorization of an integer number C is considered and for-
mulated as an optimization problem. The algorithm encoded is based on successive
divisions of the number, and is known to have the worst complexity of all factoriza-
tion methods. We encoded this algorithm as a set of integer constraints expecting
the IP formulation to be somewhat better in terms of gross operations required
(nodes in the BB enumeration tree). The case is that even as an IP formulation the
algorithm is not competitive with other existing methods. It is notable that nowhere
the formulation utilizes explicitly either the number C to be factorized or its square
root, so ordinary arithmetic (as opposed to extended arithmetic for large numbers)
mathematical programming software may be used even for numbers with a very large
number of digits.

The formulation may require many BB iterations (nodes) to prove factorability
as numerical experiments have shown, as the lower bounds obtained for the nodes
may be too loose to fathom quickly parts of the BB tree. The numerical experiments
conducted and reported in this work demonstrate clearly that this is the case for large
numbers.

The IP formulation involves (N A + NB + 2) binary variables. That approxi-
mately translates to O( 3

2 log2 C) binary variables, which yields a maximum complex-
ity of all the combinations of the binary variables to be O(C3/2). This is higher than
the brute-force division algorithm which is O( 1

2

√
C), but a lot of the combinations

of the binary variables are infeasible due to the logical constraints imposed. This is
verified by the computational results but unfortunately the resulting experimentally
determined complexity is higher than that of the original factorization algorithm
encoded in the MIP formulations.

The computational results obtained demonstrate the correctness of our formula-
tion and its viability, however for the specific application of number factorization the
computational performance was poor especially for large integers. This is primarily
due to the fact that the objective function used does not convey any meaning related
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to the underlying problem, and thus the lower bounding procedure is not tight
enough to fathom BB tree nodes quickly.

In terms of the experimentally determined complexities of the overall implemen-
tation, the complexity in terms of nodes in the BB tree grows much slower than
the full combinatorial complexity of the MIP models. However, when compounded
with the also exponentially growing complexity that the experimental results indicate
to be required at each node, the total CPU complexity is bigger. Overall, the
node complexity alone is slightly bigger than that of the original factorization
method considered and transcribed into the MIP models, which makes the present
implementation non-competitive. The computationally determined complexities also
make it clear that much larger integer numbers could not be tried with the present
implementation as this would require excessive computational times.

The significance of this work is in the demonstration of the encoding of binary
arithmetic directly into IP formulations and the derivation of suitable cuts to reduce
the search space. In particular if large integers are represented as binary strings
through the use of binary variables, it is demonstrated how basic operations like
multiplication, addition and subtraction are implemented directly. It is further
demonstrated how logical comparisons on the size of integer values are also achieved
using this encoding, as for example with the comparison of the magnitude of factors
A and B, through the two’s complement subtraction method. The results highlight
the necessity to include upper bounding logical constraints on continuous variables
representing binary digits resulting from arithmetic operations, with significant
impact on the reduction of the computational effort.

Further work following from what is presented in this paper needs to consider
alternative tightening constraint schemes to improve the lower bounds generated by
each LP solution at the nodes of the BB tree. This would increase the fathoming
of nodes and accelerate convergence. Also, some consideration will be necessary in
order to explain and improve the experimentally observed complexity of the average
cost of each node.
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