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Abstract This paper presents a mutual-information based
optimization algorithm for improving piecewise-linear
(PWL) image registration. PWL-registration techniques,
which are well-suited for registering images of the same
scene with relative local distortions, divide the images in
conjugate triangular patches that are individually mapped
through affine transformations. For this process to be accu-
rate, each pair of corresponding image triangles must be the
projections of a planar surface in space; otherwise, the regis-
tration incurs in errors that appear in the resultant registered
image as local distortions (distorted shapes, broken lines,
etc.). Given an initial triangular mesh onto the images, we
propose an optimization algorithm that, by swapping edges,
modifies the mesh topology looking for an improvement
in the registration. For detecting the edges to be swapped
we employ a cost function based on the mutual information
(MI), a metric for registration consistency more robust to
image radiometric differences than other well-known met-
rics such as normalized cross correlation (NCC). The pro-
posed method has been successfully tested with different
sets of test images, both synthetic and real, acquired from
different angles and lighting conditions.
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1 Introduction

Image registration is a crucial stage in many computer vi-
sion applications like image fusion, change detection, mo-
saicking, 3D scene reconstruction, etc. In this process one
image remains fixed (the fixed or reference image) whereas
the other (the moving or input image), acquired on a differ-
ent time, from a different viewpoint and/or using a differ-
ent sensor, is spatially transformed until fitting with the first
one. A broad variety of mapping functions has been reported
in the literature including polynomial [1], radial basis func-
tions [2], piecewise-linear [3] or -cubic [4] functions, multi-
quadric functions [5], B-splines functions [6], etc. (see [7]
for a survey).

Of particular significance is the case of piecewise-linear
(PWL) functions, which are especially suitable for register-
ing images of polyhedral scenes (typical in indoor and urban
environments), since they divide the images into triangles
which are individually registered through affine transforma-
tions (see Fig. 1(a)). For PWL registration to perform ac-
curately every pair of corresponding triangles must lie on
projections of a 3D planar surface, otherwise, the registra-
tion may generate undesirable artifacts, such as broken lines,
which diminish the registration quality (see Fig. 1(a)).

Current implementations of PWL image registration in-
cluded in scientific image processing software packages
such as Matlab [8], Image Registration Software [9] (from
Image Fusion Systems Research) or in remote sensing ones
like ENVI/IDL [10], ERDAS [11], etc., generate the conju-
gate triangular meshes from a set of correspondence pairs
by means of some triangulation technique, typically the De-
launay’s method [12], which produces triangles of balanced
size and shape, but which are not optimal for covering as
many planar patches as possible.
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Fig. 1 For a piecewise-linear registration process to be successful, the triangles must be projections of one single plane surface of the scene, as
the triangle {1,2,5} in (b); otherwise broken lines are produced and the registration consistency decreases, as in (a)

In this paper, we propose a method to modify the topol-
ogy of a given initial triangular mesh by iteratively swap-
ping its edges in order to improve the registration of a pair
of images. We state this process as a greedy search [13]
that, at each step, focuses on a particular quadrilateral and
swap its central edge (shared by the two adjacent triangles) if
the resultant triangles yield a better registration consistency.
Though a global minimum is not guaranteed, the algorithm
converges to an optimized mesh which produces a highly ac-
curate PWL-registration between the images. A by-product
of such improvement is the possibility of back-projecting
the triangular mesh to space and to reconstruct an unscaled
3D model of the scene. Notice that, although the proposed
method is especially suited for polyhedral scenes, it can be
also applicable to curved surfaces. In that case, the method
tries to find the triangular mesh that better approximate the
surface, which is obviously limited by the geometrical real-
ization (i.e. selected vertices) of the mesh.

A key aspect of our proposal is that of measuring how
good the registration of a pair of conjugate quadrilateral
image patches is. In this work we propose the use of the
mutual information (MI) associated to the intensity values
of the patches as a measure of their registration consis-
tency [14, 15]. Unlike other well-known metrics such as

normalized cross-correlation (NCC) [16] or sum of square
differences (SSD) [17], MI can cope with non-linear differ-
ences in the image radiometry and, consequently results in
clear advantage in many applications of registration.

Next, a review of the most representative techniques of
mesh optimization is given, placing special emphasis in
those proposed within the image registration field. In Sect. 3,
several assumptions and definitions, as well as the formula-
tion used in subsequent sections, are presented. Section 4
describes the proposed method, the consistency estimation
function and the optimization process. In Sect. 5, we present
and discuss some experimental results. Finally, some con-
clusions are outlined.

2 Related Works

The generation of optimal triangular meshes is a problem of
significance in a variety of fields such as object modelling,
surface approximation, image compression, image recon-
struction, etc. Though its ultimate goal is to approximate, as
well as possible, some data by a piecewise planar function,
the concrete goal of a mesh optimization technique varies
with the type of problem. Thus, in object modelling the op-
timization is aimed at generating 3D triangular meshes that
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Fig. 2 Edge-based actions
employed to modify the
topological/geometrical
realization of a given mesh

properly represent the 3D shape of a scene or object us-
ing the minimum number of triangles. In image processing
we find interesting applications where the so-called Data-
Dependent-Triangulation (DDT) approach is used to ap-
proximate the intensity function, either to reduce the amount
of data of an image (as in image compression [18]), or to fit
a continuous piecewise-planar surface upon the discrete im-
age samples (image interpolation [19]).

Mesh optimization techniques can be classified according
to different perspectives: the mechanism used for modifying
the mesh (i.e. type and scope of the actions), the metric for
evaluating the goodness of a given mesh modification (en-
ergy or cost functions), and the procedure for accomplishing
the mesh refinement.

According to the type and scope of the actions applied
to modify the mesh, we encounter techniques where (see
Fig. 2):

(1) only the topological realization is modified, by swap-
ping edges [16, 17, 19, 20],

(2) only the geometrical realization is modified, by refin-
ing the vertex coordinates (approach mostly employed
in image registration) [21–24], and

(3) both the topological and geometrical realization are si-
multaneously refined, by splitting, collapsing, and/or
swapping edges and refining the vertex coordinates
[25–28].

Many of these methods were developed in the field
of geometric modelling to simplify and refine an initial
very-detailed 3D mesh obtained upon a dense set of ver-
tices provided by a 3D sensor, for example, a laser range
finder [25, 26]. Similar methods have been also used for 3D
scene reconstruction [17, 20, 28], generation of compatible
meshes (i.e. isomorphic meshes of the interiors of two poly-
gons with correspondence between their vertices) for con-
structing swept volumes [29–31] and in different applica-
tions of the DDT concept to image processing [18, 19, 32].

Unlike these methods, which apply on 3D meshes, in
piecewise-linear image registration we are provided with
two conjugate 2D triangular meshes which must be modi-
fied in an attempt to maximize their image registration con-
sistency. An example of this is the work in [21], which relo-
cates the mesh vertices (the mesh topology remains fixed) in
order to compensate for the affine motion in video stream-
ing. Vertex coordinate refinement, though being suitable for
smooth image distortions, does not provide enough correc-
tion power to accommodate the possibly important geomet-
ric differences between the images when they are acquired
from very different angles, as happens in the example of
Fig. 1.

Typically, topological mesh optimization techniques are
formulated as minimization (or maximization) processes
that range from random searches [20] to more complex pro-
cedures based on simulated annealing [33], Bayesian sto-
chastic models [28], variational approaches1 [34], etc.

Whatever the applied optimization technique, one of the
key points is that of defining a convenient cost or energy
function to evaluate the enhancement in the refined mesh
if certain action is applied. Whereas in other fields (object
modelling, surface fitting, image interpolation, etc.) mea-
suring the quality of a mesh can be accomplished upon the
available 3D points, in image registration we must rely only
on the radiometric similarity between the reference and in-
put image. So far, several metrics have been used for this
purpose: sum of square differences (SSD) [17], normalized
cross-correlation (NCC) [16], and some templates based on
image differences [20].

None of these measurements are invariant to non-linear
radiometric differences between images, as it may be the
case of having images captured by different cameras, or

1In www.itk.org, we can find a broad variety of code which implements
numerous of these techniques such as potential yields, elastic bodies,
etc.

http://www.itk.org
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the same camera but with very different lighting conditions,
which provokes shadows, intensity saturations, reflections,
etc. In this paper, we propose an optimization process driven
by a cost function based on the mutual information (MI) of
the images being registered. The implemented algorithm re-
lies on a greedy search that modifies the mesh topology by
applying edge swap operations that entail an increase in the
MI. Though MI has been used as an image registration con-
sistency metric in some works [35–39], this is the first time
it has been integrated into a mesh optimization framework
for piecewise-linear registration.

3 Assumptions and Definitions

In this work we suppose that the scene projection onto the
sensor can be approximated by a paraperspective transfor-
mation, also called affine or parallel camera [40]. This sim-
plification is assumable in those computer vision setups
where the perspective effects are negligible, that is, paral-
lel lines in space almost keep their parallelism in image.
Affine projection leads to a great reduction in complexity in
many vision problems. In particular, for image registration,
it implies that 3 points in correspondence (instead of the 4

ones required for its general form) suffice to estimate the ho-
mography (also called affinity under this assumption) which
maps points from one image patch to another [41]. Thus,
when performing an affine mapping between two conjugate
image triangles, they must perfectly match; otherwise, the
triangles are projections of a non-planar surface. Next, we
introduce the notation employed in this work as well as some
useful definitions.

A triangular mesh is a piecewise-linear structure consist-
ing of triangular faces put together along their edges and
vertices. Formally, a mesh is a pair M = (K,V ), where
V = {vi, i = 1, . . . ,m|vi ∈ R

2} is a set of vertex positions
which defines the shape of the mesh in R

2 and K is a topo-
logical space, called simplicial complex, which determines
the connectivity of the vertices, edges and faces. A simpli-
cial complex K consists of a set of vertices {1, . . . ,m} to-
gether with a set of non-empty subsets of the vertices, called
the simplices of K : the 0-simplices {i} ∈ K are vertices,
the 1-simplices {i, j} ∈ K are edges, and the 2-simplices
{i, j, k} ∈ K are triangles or facets [26, 42].

For a given simplicial complex K (see Fig. 3), the
topological realization, denoted by |K|, results of identi-
fying the vertices {1, . . . ,m} with the standard basis vec-
tors {e1, . . . , em} of R

m. Let φ : R
m �→ R

2 be the linear
mapping that sends the i-th standard basis vector ei ∈ R

m

Fig. 3 Example of mesh
representation: a mesh
consisting of one face
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Fig. 4 The topological action of swapping an edge when all precon-
ditions, as explained in Sect. 4.2, are verified. Figure also illustrates
the topology elements that take part in a piecewise-linear image reg-

istration process. Observe that after applying the swapping action the
boundary of the quadrilateral does not change

to vi ∈ R
2. The geometrical realization of M is given by

φV (|K|), where we write the subscript V in φV to make ex-
plicit that it is specified by that particular vertex set. The map
φV is called an embedding if it is 1-1, that is, if φV (|K|) is
not self-intersecting.

Thus, to refer to any point within a part s of the mesh
(s ⊆ K), we employ the notation p ∈ φV (|s|) ∈ R

2. For ex-
ample, p ∈ φV (|t |) refers to one point within the triangle
t = {i, j, k} ∈ K ; p ∈ φV (|q|) refers to one point within
a quadrilateral of M consisting of two adjacent triangles
q = {{i, j, k}, {i, j, l}} ∈ K , and so on.

In addition to the above general definitions, we intro-
duce the following particular ones, of interest for stating our
method in the next section:

• An edge {i, j} ∈ K is external or boundary if it is a subset
of only one face in K , and internal or shared otherwise.

• Given an internal edge e = {i, j} ∈ K , we define the fol-
lowing functions (see Fig. 4):
– quad({i, j},K) = {{i, j, l}, {i, j, k}} which delivers the

two triangles that share the edge e. We will also re-
fer to these triangles as the “triangles associated to the
edge e”.

– bound({i, j},K) = {{i, l}, {l, j}, {j, k}, {k, i}} which
gives the four edges of the quadrilateral.

• Let M = (K,V ) and M ′ = (K,V ′) be the triangular
meshes defined onto two images to register. M and
M ′ have the same topological realization s ⊆ K (they
are isomorphic) and present different geometric realiza-
tions, given by the set of vertices’ pairs {(vi, v

′
i ), i =

1, . . . , n|vi ∈ V,v′
i ∈ V }. We define the piecewise-linear

transformation as the embedding f : φV (|s|) �→ φV ′(|s|)
which geometrically maps a point p = (x, y)� ∈ φV (|s|)

to another point p′ = (x′, y′)� ∈ φV ′(|s|) as follows:

p′ = f φV (|s|)(p) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fφV (|t1|)(p) if p ∈ φV (|t1|)
fφV (|t2|)(p) if p ∈ φV (|t2|)

...

fφV (|tm|)(p) if p ∈ φV (|tm|)
(1)

where m is the number of triangles, and fi : φV (|ti |) �→
φV ′(|ti |) is an affine mapping estimated from the geo-
metrical realization of the three vertices of ti ∈ s in both
meshes, which can be expressed by the transformation:

p′ = fφV (|ti |)(p) ≡
{
x′ = ai,1 + ai,2x + ai,3y

y′ = bi,1 + bi,2x + bi,3y
(2)

being ai,j and bi,j , with j = 1,2,3, the affine transforma-
tion coefficients. Notice that once f φV (|s|) (for clarity, f s

from now on) has been applied φV (|s|) = φV ′(|s|), that is,
the corresponding faces of both meshes must overlap per-
fectly (remember that φV (|s|) represents all the points—
pixels—within the mesh given by the simplicial s).

• An edge {i, j} ∈ K is said to be 3D-compatible if it lies on
a projection of a 3D plane surface, and 3D-incompatible
otherwise. Since 3D scene information is not available,
we assume that edge 3D-incompatibility manifests as
an error in the piecewise-linear registration of its “as-
sociated faces”: the larger the error, the higher the 3D-
incompatibility of the edge.

4 Description of the Proposed Method

The method presented in this paper modifies the connectiv-
ity of the conjugate meshes by iteratively swapping the mesh
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edge that leads to the greatest improvement in the image reg-
istration consistency. This procedure only affects the mesh
connectivity since the number of vertices and their coordi-
nates remain without modification.

4.1 Mutual Information as a Metric for Registration
Consistency

The metric we employ for measuring the registration con-
sistency is the mutual information (MI) [43]. MI measures
the statistical dependency or information redundancy of two
random variables. Unlike other similarity measures such
as the sum of square differences (SSD) or the normalized
cross-correlation (NCC) which allow for a functional rela-
tionship between the gray-levels of the image patches to reg-
ister, the MI responses to their statistical relationship, which
can be estimated from the joint entropy. The advantage of
this metric is that it is more robust to possible image radio-
metric differences that are difficult (or impossible) to model
by a function, which happens to be the case of noise, shad-
ows and specular reflections or those stemmed from images
acquired from different angles, with different sensors or at
different moments in time [36].

Mathematically, the MI of two equal-sized2 image patches
A and B can be written as:

MI(A,B) = H(A) + H(B) − H(A,B) (3)

where H(A) and H(B) are the entropies of A and B , and
H(A,B) their joint entropy:

H(A,B) = −
∑

a,b

PA,B(a, b) log2 PA,B(a, b)

H(A) = −
∑

a

PA(a) log2 PA(a) (4)

H(B) = −
∑

b

PB(b) log2 PB(b)

being PA(a), PB(b) and PA,B(a, b) the probability distrib-
ution functions estimated from the intensity joint histogram
h of A and B

PA,B(a, b) = 1

N
hA,B(a, b)

PA(a) =
∑

b

PA,B(a, b) (5)

PB(b) =
∑

a

PA,B(a, b)

2Notice that the requirement that the two image patches have the same
size always holds since the moving image triangle is mapped to the
reference one, having then the same number of pixels.

where

hA,B =
⎛

⎜
⎝

h(0,0) h(0,1) . . . h(0,M − 1)

h(1,0) h(1,1) . . . h(1,M − 1)

. . . . . . . . . . . .

h(M − 1,0) h(M − 1,1) . . . h(M − 1,M − 1)

⎞

⎟
⎠,

(6)

N is the number of pixels in the image patch, and M is the
number of histogram bins, respectively.

The value hA,B(a, b), a ∈ [0,M − 1], b ∈ [0,M − 1], is
the number of corresponding pairs having the intensity value
a in the first image and the intensity value b in the second
one. In the case of 8-bit gray-scale images, the original value
of M is 256; however, in practice, it is convenient to use a
lower value (e.g. 128, 64, 32, . . .), for three reasons:

(1) to make more reliable the estimation of the joint prob-
ability from the joint histogram when N is not very
large (i.e. the joint histogram needs to be representative
enough);

(2) to make the process less time consuming, that is, less
terms in the sum of (3); and

(3) to provide the method robustness against intensity noise.

In our implementation, given that the size of the im-
age patches is usually in the range between some hundreds
and a few thousands (triangles too small are previously dis-
carded from the initial mesh provided by the Delaunay tri-
angulation), we have used 16 gray-level bins. An alternative
way of overcoming the problem of small triangles is to use
non-parametric estimation methods as the Parzen window,
though it entails a higher computational cost (reader may
refer to [15] for more detail about this approach).

Observe from (4) that, when all the intensity values of
the two images are independent one from another (that is,
without correlation) the argument of the logarithm becomes
one, and the MI achieves its minimum at zero (MI is always
non-negative). To illustrate how the joint histogram captures
the idea of statistical dependency, Fig. 5 shows the joint his-
tograms of two pairs of equal-sized, synthetic images of just
four gray-levels each. When one of them is rotated, the joint
histogram exhibits more dispersion than when they overlap
perfectly.

Finally, with the purpose of illustrating the performance
of the MI in comparison to the NCC we have conducted the
two experiments shown in Fig. 6. In these experiments we
evaluate the similarity of two image quadrilaterals of a syn-
thetic cube sensed from different points of view using both
MI and NCC. The image triangles are given by the two pos-
sible topological configurations of the vertices {1,2,3,4}.
In the first experiment (Fig. 6(a)), the cube sides have been
randomly coloured, whereas in the second one (Fig. 6(b)),
the position of the cube respect to the illumination source
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Fig. 5 Joint histograms of two pairs of synthetic images: (a) a mis-
aligned pair, and (b) a perfectly overlapped pair. Observe that the joint
histogram (of 32 gray-levels) presents less dispersion when the images

are aligned. Notice that this fact is independent of the intensity values
of the two images being identical or not

Fig. 6 Two experiments illustrating the suitability of the Mutual Infor-
mation (MI) as a consistency measure for image registration. The fig-
ures show the MI in comparison to the Normalized Cross-Correlation
(NCC) when (a) the object is coloured in a different manner and (b) the
illumination of the scene is changed. The measures are computed from

the image triangles given by the two possible topological realizations
of the vertices {1,2,3,4}. Observe how the NCC fails in both exper-
iments, giving lower values in topological configurations compatible
with the scene. On the contrary, the MI delivers a clear improvement
in both cases
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has been changed. We see how the MI outputs a larger
value when the topological configuration is 3D-compatible,
while the NCC fails. These simple examples show the ef-
fectiveness of the MI when applied to image pairs with non-
functional radiometric changes, in contrast to NCC, which
can manage image intensity differences but only if they fol-
low a linear function (that is, intensity shift and/or contrast
scaling).

4.2 Checking Edges to Swap

We take advantage of the robustness of the MI for check-
ing the 3D-compatibility of the mesh edges. Thus, given
the images I and I ′ to register and their corresponding
meshes defined by M = (K,V ) and M ′ = (K,V ′), we
determine the 3D-compatibility of an edge {i, j} ∈ K by
computing the registration consistency of the quadrilaterals
s = quad({i, j},K) and ŝ = quad({k, l}, K̂), that is, before
(ωs ) and after (ωŝ ) the edge swap, respectively (see Fig. 4).
Formally, that improvement is measured by:

�ω({i, j}) = MI(I (r), I ′(f ŝ (r)))︸ ︷︷ ︸
ωŝ

−MI(I (r), I ′(f s(r)))︸ ︷︷ ︸
ωs

(7)

where r refers to the pixels contained in φV (|s|) (or φV (|ŝ|),
since both geometrical realizations are identical). Thus, I (r)

represents the quadrilateral region of the reference-image
defined by s, and I ′(f s(r)) and I ′(f ŝ (r)) the transforma-
tions of its input-image counterparts according to the two
possible topological configurations s and ŝ, before and after
the edge swap, respectively.

Before evaluating the 3D-compatibility of any edge, say
{i, j} ∈ K , it must be checked if it verifies the following pre-
conditions:

(1) {i, j} must be an internal edge,
(2) the resultant swapped edge is a new one ({k, l} /∈ K),

and
(3) the action does not produce a patch reversal in K̂ .

A patch reversal is a mesh inconsistency produced when
the shared edge of two adjacent faces, which make up a
concave quadrilateral, is swapped (see Fig. 7).

Once these preconditions are met, the swap of the edge
is accepted if �ω({i, j}) > 0, that is, when it leads to some
increase in the MI.

In practice, we only accept an action to be applied if
the increase is above a given threshold δ. The aim of this
threshold is to prevent the application of actions on quads
that lie on projections of planar surfaces and, because of the
image resampling and the computational errors, may yield
small consistency differences that should not be considered

Fig. 7 A patch reversal produced by a edge swap action in a concave
quadrilateral

as true improvements. As consequence of this threshold, ac-
tions that entail real registration improvements less than δ

will not be detected.
The estimation of the MI (and so, the estimation of �ω)

is sensitive to the number samples (i.e. the number of pixels
in the quadrilateral), to the number of output bins, and, in the
case of the registration process, to the resampling function
used (i.e. nearest neighbour, bilinear, or bicubic); since it
does not exist an analytical expression that relates �ω with
these parameters, we have experimentally analysed the be-
haviour of |�ω| when applied to quadrilaterals that lie on
projections of planar surfaces in order to properly choose
the value of δ (the reader can find a brief description of this
experiment in Fig. 8). From this study, we have verified that
|�ω| keeps below 0.008. According to this result, we have
set the value of δ to 0.01.

4.3 Mesh Optimization

The overall optimization process can be formulated as a
greedy search [44], which starts with two corresponding
triangular meshes M and M ′ resulting, for example, from
the application of a Delaunay’s triangulation method over a
set of the conjugate points identified in both images (either
manually or by automatic methods [45]). Though greedy
search may fall in local maximums, its computational cost
is significatively lower than other optimization alternatives
based on genetic algorithms or simulated annealing.

Formally, the optimization process can be expressed as
finding the simplicial complex K̂ that maximizes the regis-
tration consistency of the whole images, that is

K̂ = arg max
K

MI(I (m), I ′(f K(m))) (8)

where m = φV (|K|) represents all image pixels within the
mesh given by K .

To generate the two isomorphic meshes M = (K,V ) and
M ′ = (K,V ′):
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Fig. 8 Histogram of the |�ω| values obtained from swap actions on
planar surfaces, which ideally should output a zero value. To accom-
plish the experiment, we have selected 100 pairs of image quads of
planar surfaces (20 of them manually selected and the other 80 ones
obtained by modifying the original size of the selected ones); next,

the value of |�ω| is computed for each pair, leaving the number of
bins and the resampling function fixed. Notice that these parameters
do not change along the optimization process, so we only analyse the
influence of the number of samples on the estimation of the MI

(1) the reference-image point set V is triangulated by means
of some triangulation technique, then, the topological
|K| and geometrical realization φV (|K|) are generated;

(2) the conjugate mesh φV ′(|K|) is generated by mapping
|K| to the corresponding input-image point set V ′.
Though φV (|K|) is an embedding, φV ′(|K|) may not
be, since self-intersections in φV ′(|K|) (so called patch
reversals) may appear because of occlusions or large
camera displacements (see Fig. 9(a)). Therefore, the as-
sumption that the expression (1) is a one-to-one map-
ping is not true. To overcome such inconsistencies, we
analyze the initial topology applying the following mod-
ifications:
(a) if one of the edges of the patch reversal is external,

the triangle that contains it is removed, as shown in
Fig. 9(b);

(b) if, on the contrary, none of the edges is external, we
swap the shared edge of the two affected triangles,
as shown in Fig. 9(c).

Once the mesh has been checked for patch reversals, each
edge of the mesh is analyzed following the greedy search
depicted in Algorithm 1. It starts by creating a sorted list (in
descending order) of the improvement in registration con-
sistency �ω for all the edges of the mesh. Notice that for
properly sorting the list, the values of MI in (7) must be nor-
malized, so, we employ the normalized mutual information
(NMI) (reader may refer to [14] for other possible MI nor-
malized variants), mathematically:

NMI(A,B) = MI(A,B)

H(A,B)
(9)

This list is computationally expensive to generate, but
this is done just once, at the beginning. At each iteration
of the optimization process, the first edge of the current list
is swapped, and the list is updated by checking only those
edges affected by the swapping action (its boundary). It is
clear that such improvement in the local consistency leads
to an improvement in the global one. The algorithm stops
when the list is empty, that is, when all the mesh edges have
been explored and no further improvement can be achieved
by swapping actions.

Unlike other optimization techniques employed in 3D
scene reconstruction, as the random search formulated
in [20], this procedure guarantees the iterative improve-
ment of the image registration consistency up to the degree
that the geometrical realization of the mesh tolerates. Notice
that, without relocating the vertices and, possibly, introduc-
ing additional ones, the mesh may be not good enough to
completely avoid 3D-incompatible edges. Figure 10 illus-
trates the proposed optimization method when applied to
an initial topological configuration containing several 3D-
incompatible edges.3

5 Experimental Results

This section shows some experimental results that illustrate
the performance of our approach. We compare it to other two
methods [17, 20], which also employ both swap actions for
exploring the search space and image similarity functions

3Illustrative videos can also be downloaded from http://babel.
isa.uma.es/mapir/index.php/theoretical/46-mesh-optimization-paper.

http://babel.isa.uma.es/mapir/index.php/theoretical/46-mesh-optimization-paper
http://babel.isa.uma.es/mapir/index.php/theoretical/46-mesh-optimization-paper
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Fig. 9 Topological changes proposed for solving the patch reversals in
the initial meshes. (a) The initial meshes and the two situations where
patch reversal occurs. (b) Solution for a patch reversal of an external

edge: the triangle that contains the external edge {7,9} is removed.
(c) Patch reversal of an internal edge: the internal edge {2,6} shared by
the two affected triangles is swapped

for driving the search process. One is the work by Morris
and Kanade [17] which aims at detecting inconsistencies in
a 3D mesh by measuring the similarity of the image patches
that results from projecting it onto the images. It applies a
greedy search driven by the sum of square differences of the
whole images (a global approach). The other one is the work
by Nakatuji et al. [20] which proposes a random search that
pursues the refinement of the topological realization of two
conjugate 2D meshes for an optimal 3D image reconstruc-
tion. For detecting 3D-incompatible edges the authors em-
ploy a square template of fixed size that is correlated with
the image patches (a local approach). Since the implemen-
tation of these methods are not available online we have
implemented them in Matlab following the indications of
both papers as faithfully as possible. We have also included
a comparison of the proposed method using both MI and
NCC-based cost functions.

5.1 Datasets and Methodology

We have employed images belonging to the ALOI li-
brary [46], which includes real images of a broad variety of
objects, as well as synthetic images generated from VRML

models and real images of urban scenes (e.g. building fa-
cades). The purpose of selecting this diversity of images is
to test the method under different types of illumination, im-
age contents, and observation poses.

The conjugate points (CP) that define the geometrical re-
alization of the mesh have been obtained in two ways: man-
ually and automatically. For the latter the following proce-
dure has been implemented: the Harris corner detector [47]
identifies distinctive feature points in the reference image,
and then the Lucas-Kanade feature tracker [48] detects their
corresponding points in the input image. For both, the man-
ual and automatic case, given the set of original conjugate
points, the affine epipolar geometry of the two images was
robustly estimated applying the MAPSAC algorithm [49],
which allowed us to discard spurious pairs.

Although consistently matched, some of the identified
CPs give rise to 3D-incompatible edges once the Delaunay’s
triangulation algorithm [12] is applied on them (as in Fig. 1).
The objective of our optimization method is to correct, as
much as possible, those situations. Whether this improve-
ment is achieved or not is assessed in two different ways:
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Algorithm 1 Given two images I and I ′ to register, and two initial triangular meshes on them defined by M = (K,V ) and
M ′ = (K,V ′), determine a new topological realization by iteratively swapping edges which improve the consistency of PWL
image registration.

1: //Build a sorted list (indexed by edge) with the �ω of each edge
2: �ω_list ⇐ ∅
3: for all {i, j} ∈ K do
4: if {i, j} verifies the preconditions then
5: �ω_list[{i, j}] ⇐ �ω({i, j}) //from expression (7)
6: end if
7: end for
8: sort �ω_list in descending order
9:

10: //Iterate while there exist an edge swap that improves the consistency
11: while the first element of �ω_list > δ do
12: swap its corresponding edge, say {i, j} ∈ K by {k, l} ∈ K̂

13: �ω_list[{i, j}] ⇐ ∅ //remove {i, j} from the list
14: //Update �ω_list with the �ω of the boundary edges of {i, j}
15: for all {m,n} ∈ bound({i, j},K) do
16: if {m,n} verifies the preconditions then
17: �ω_list[{m,n}] ⇐ ω({m,n}) //from expression (7)
18: end if
19: end for
20: sort �ω_list in descending order
21:

22: //Update de topological realization
23: K ⇐ K̂

24: end while

(a) by evaluating the goodness of the image registration,
that is, by measuring the MI of the complete reference
and registered images (expression (8)), and

(b) by checking if the unscaled 3D scene reconstructed
from the two resulting meshes is more accurate than that
obtained from the initial ones. In the event that 3D scene
structure was known, it could be used for that evalua-
tion. Otherwise, as it is the case here, we make the eval-
uation by visual inspection.

Figure 11(a–f) shows some of the test images employed
in this work, as well as the initial meshes generated from
the identified CP sets (automatically in the cases (c, f), and
manually for the rest).

5.2 Results

Figures 11(g–l) show the final meshes obtained when run-
ning our method for the image pairs shown in Fig. 11(a–f).
The effectiveness of the method in these experiments is
demonstrated in Fig. 12, and Table 1. In the first, the im-
provement in the global (whole image) registration consis-
tency is displayed along the different swapping actions. Ta-
ble 1 shows the percentage of 3D-compatible edges (deter-
mined by visual inspection) which are not boundary edges,

that is, the mesh correctness. The algorithm stops, in less
than 25 iterations for all these cases, when all the mesh edges
have been explored and no further improvement can be done
by applying swap actions.

Notice that, during the optimization process, there are ac-
tions that apparently do not improve the image registration
consistency (revealed as small flat stretches in the curves
of Fig. 12(b, c, f)). We say “apparently”, since in fact such
an improvement exists (otherwise the action is not applied)
but its contribution to the global registration consistency is
small. According to the Algorithm 1, despite producing a
small improvement, these actions are the best candidates at
each iteration, leading to topological configurations that in
subsequent iterations substantially improve the consistency.
This situation is typical in those configurations where sev-
eral adjacent edges are 3D-incompatible, as for example, the
image pair shown in Fig. 11(b).

Table 1 summarizes the correctness, and the computa-
tional time for each of the compared methods. We can see
that the performance of the three methods decrease for the
same image pair, particularly, the method of Morris and
Kanade, which employs the SSD of the whole images as cost
function (less robust to illumination changes than MI). An-
other drawback of their approach is its high computational
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Fig. 10 Illustration of the optimization process. The initial mesh
shows a topological configuration containing several 3D-incompatible
edges (edges {9,14}, {14,17} and {7,10}). As depicted in the Algo-

rithm 1, when the edge {14,17} is swapped (second action), its adja-
cent edges are considered again for swapping, which leads to the edge
{9,14} to be swapped (third action)

cost, with prohibitive times for large number of edges (as
for example, for the image pair of Fig. 11(c)). A similar be-
haviour is observed in the method of Nakatuji et al., where
the cost of computing the affinities for mapping the corre-
sponding image patches to the template also slows down the
optimization process. When the conjugate points do not lie
on the vertices or edges of the polyhedral scene (which hap-
pens in practice), the methods of Morris and Kanade and
Nakatuji et al. present an important decrease of their effec-
tiveness: the number of actions significatively grows and the
correctness decreases. This fact can be clearly observed in
the results for the image pair shown in Fig. 11(c).

It should be remarked the robustness of our method to
changes in illumination, as can be appreciated in the re-
sults for the image pair of the Fig. 11(b), a pair of ur-
ban scenes acquired under very different lighting conditions.
These changes go also unnoticed for the NCC variant of the
proposed method (see the column 2 of the Table 1). The
computational cost (per action) of both variants are quite
similar.

Finally, with the aim of illustrating the possibility of gen-
erating consistent 3D reconstructions from a pair of regis-
tered conjugate images, we have reconstructed an unscaled

3D surface of the sensed scene by projecting back the two
meshes4 (see Fig. 13). Apart from its interest in 3D scene
reconstruction, it allows us to check the effectiveness of the
proposed procedure by contrasting the 3D models associated
to the initial and refined meshes. Our analysis has limited to
visually contrasting the initial and optimal 3D reconstruc-
tions.

6 Conclusions

Image registration is an essential step in a broad variety of
image processing applications where the final result comes
from the combination of several sources, as for example
change detection, image fusion, 3D scene reconstruction,
etc.

In this paper we have proposed a technique for automat-
ically optimizing the conjugate triangular meshes employed
by a piecewise-linear registration process: having more suit-
able meshes means that the registration is more accurate. To

4For example, by applying the factorization algorithm for affine recon-
struction proposed in [41] (p. 437).
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Fig. 11 (a–f) Pairs of real images of polyhedron scenes and their corresponding Delaunay triangular meshes. (g–l) Optimized triangular meshes
provided by our method. Observe how the proposed process swaps those edges which go from one plane surface to another
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Fig. 12 Results of the experimental tests for each of the image pairs
shown in Fig. 11(a–d)). The plots show a significant improvement
in the registration consistency for all analyzed pairs. Notice that in
plots (b), (c), and (f) there are some iterations where the registration

consistency seems to remain steady after applying a swapping action.
This is because the swapped edges lie on projections of almost-plane
surfaces of the scene
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Table 1 Mesh data, number of applied actions (#A), computational time (T), and correctness (%C) for the image pairs in Fig. 11

Testa MI-based method NCC-based method Morris and Kanade Nakatuji et al.

Fig. 11 # edges #A T (sec) %C #A T (sec) %C #A T (sec) %C #A T (sec) %C

a 56 12 1.20 100 9 1.08 100 12 9.59 100 15 36.31 97.8

b 47 10 0.94 97.30 9 0.89 94.5 12 8.25 67.56 10 30.16 94.5

c 275 25 2.78 100 34 2.77 99.25 105 115.22 99.62 52 211.14 96.64

d 65 16 2.08 98.27 13 1.92 93.10 17 33.36 98.27 12 37.75 84.48

e 46 12 1.22 94.73 7 0.59 84.21 15 9.14 84.21 10 26.95 78.95

f 88 20 1.56 84.42 15 1.31 77.92 17 34.61 83.12 17 57.95 81.82

aWe have employed Matlab R2008a on a Intel Core 2 Quad Q6600 for implementing the tests

Fig. 13 3D scene reconstructions generated from two pairs of con-
jugate meshes: (a) the initial meshes and (b) the refined ones. In
plots (a) we can observe some artifacts (e.g. broken lines), in places
where 3D-incompatible edges exist. These artifacts disappear when
these edges are conveniently swapped, as shown in plots (b)

achieve that, we iteratively modify the connectivity of both
meshes through edge swapping actions. The function em-

ployed for evaluating the edge to be swapped is based on
the mutual information, which is notoriously more robust
than other well-known metrics such as NCC or SSD, since
it is less sensitive to changes in lighting conditions or noise.
The optimization procedure is formulated as a greedy search
which finishes when the mesh topology can no longer be re-
fined, that is, when all mesh edges have been successfully
checked and no further improvement is possible through
edge swap actions.

The proposed method has been successfully tested with
different image pairs of urban scenes, polyhedral objects,
both real and synthetic, which have been acquired from dif-
ferent angles and/or under different lighting conditions. The
method outperforms two previously published approaches,
which also employ swapping actions for exploring the
search space and image similarity functions for driving the
search process.
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