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Abstract. We show how to encode context-free string grammars, linear context-free tree grammars,
and linear context-free rewriting systems as Abstract Categorial Grammars. These three encodings
share the same constructs, the only difference being the interpretation of the composition of the
production rules. It is interpreted as a first-order operation in the case of context-free string grammars,
as a second-order operation in the case of linear context-free tree grammars, and as a third-order
operation in the case of linear context-free rewriting systems. This suggest the possibility of defining
an Abstract Categorial Hierarchy.
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1. Introduction

Abstract Categorial Grammars (ACGs) (de Groote, 2001) are a new categorial
formalism based on Girard linear logic (Girard, 1987). This formalism, which
sticks to the spirit of current type-logical grammars (Carpenter, 1996; Moortgat,
1997; Morrill, 1994; Oehrle, 1994), offers the following features:

e Every ACG generates two languages, an abstract language and an object lan-
guage. The abstract language may be seen as a set of abstract grammatical struc-
tures, and the object language as the set of concrete forms generated from these
abstract structures. Consequently, one has a direct control on the parse structures
of the grammar.

e The languages generated by the ACGs are sets of linear A-terms, which general-
izes both string-languages and tree-languages.

e ACGs are based on a small set of mathematical primitives that combine via simple
composition rules. Consequently, ACGs offer a rather flexible framework.

Abstract Categorial Grammars are not intended to be yet another grammatical
formalism that would compete with other well-established formalisms. They should
rather be seen as the kernel of a grammatical framework — in the spirit of (Ranta,
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2004) — in which other existing grammatical models may be encoded. In this paper,
we illustrate this fact by exploring the expressive power of ACGs. We show how to
encode three context-free formalisms (namely, context-free string grammars, linear
context-free tree grammars, and linear context-free rewriting systems) as ACGs.

The paper is organized as follows. In the next section, we introduce the notion
of Abstract Categorial Grammar. Section 3 gives a natural encoding of strings as
linear A-terms. In Section 4, we remind the reader of the definitions of a context-
free string grammar, a linear context-free tree grammar, and a linear context-free
rewriting system. In Sections 5, we explain how to encode context-free derivations.
Then, Sections 6-8 give the encodings of context-free string grammars, linear
context-free tree grammars, and linear context-free rewriting systems, respectively.
Finally, we conclude in Section 9.

2. Abstract Categorial Grammars

This section gives the definition of an Abstract Categorial Grammar, which is based
on the notions of linear implicative types, higher-order linear signature, and linear
A-terms built upon a higher-order linear signature.

Let A be a set of atomic types. The set T(A) of linear implicative types built
upon A is inductively defined as follows:

1. ifa € A, then a € J(A);
2. ifa, B € T(A), then (@ —o B) € T(A).

We use the usual convention of right association of the parentheses, i.e., we write
o —o f —oy —oé for (¢ —o(B —o(y —o §))). We also write a” —o  for

o—o---—oo—of.
————

nx

A higher-order linear signature consists of a triple ¥ = (A, C, 1), where:

1. Ais a finite set of atomic types;

2. Cis a finite set of constants;

3. 7: C — J(A)isafunction that assigns to each constant in C a linear implicative
type in T(A).

Let X be an infinite countable set of A-variables. The set A(X) of linear A-terms
built upon a higher-order linear signature ¥ = (A, C, t) is inductively defined as
follows:

1. ifc € C,thenc € A(X);
2. ifx € X, thenx € A(2);
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3. ifx € X, t € A(X), and x occurs free in ¢ exactly once, then (Ax.t) € A(X);
4. if t,u € A(X), and the sets of free variables of ¢ and u are disjoint, then
(tu) € A(D).

A(X)is provided with the usual notion of capture avoiding substitution, and the rela-
tions of «-conversion, S-reduction, S-conversion, and S7n-conversion (Barendregt,
1984), this latter relation being used as the notion of equality between A-terms.
We use the usual conventions when writing A-terms: ¢ uu; . ..u, will stand for
(...((tuDuz)...uy),and Axy ...x,.t for Axy ....Ax,.t. Moreover, when x denotes
a sequence of A-variables xi, ..., x,, We write AX.t for Ax; ...x,.t.

Given a higher-order linear signature ¥ = (A, C, t), eachlinear A-termin A(X)
may be assigned a linear implicative type in J(A). This type assignment obeys an
inference system whose judgements are sequents of the following form:

st a
where:
1. I' is a finite set of A-variable typing declarations of the form ‘x : 8’ (withx € X
and B € J(A)), such that any A-variable is declared at most once;
2. te A(X);
3. a € T(A).

The axioms and inference rules are the following:

Fs c:t(c) (cons)
XaAX (var)
Mx:at:p

(abs)
ks x.1): (¢ — B)

FkFyt:(@—opB)Alsu:«a
LAFs (tu): B

(app)

Given two higher-order linear signatures X; and X,, we define a lexicon & :
3| — X, tobearealization of X, into X, i.e., an interpretation of the atomic types
of ¥; as types built upon X, together with an interpretation of the constants of X;
as linear A-terms built upon X,. These two interpretations must be such that their
homomorphic extensions commute with the typing relations. This is spelled out in
the next definition.

DEFINITION 1. Let ¥; = (A, Ci, 11) and ¥; = (A, Cs, 12) be two higher-
order linear signatures. A lexicon & from X; to ¥, isdefined tobe apair £ = (F, G)
such that:
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1. F:A; — J(A;) is a function that interprets the atomic types of X as linear
implicative types built upon A;;

2. G:C; — A(X,)isafunction thatinterprets the constants of X; as linear A-terms
built upon %,;

3. the interpretation functions are compatible with the typing relation, i.e., for any
¢ € Cy, the following typing judgement is derivable:

3, G(o) : F(ri(0)),
where F is the unique homomorphic extension of F.

In the sequel, given such a lexicon ¥ = (F, G), ¥(a) will stand for either F(a) or
G(a), according to the context.
We are now in a position of defining the notion of Abstract Categorial Grammar.

DEFINITION 2. An Abstract Categorial Grammar is a quadruple ¢ =
(T4, £, &, s) where:

1. ¥, and X, are two higher-order linear signatures; they are called the abstract
vocabulary and the object vocabulary, respectively;

2. £: ¥ — ¥,isalexicon from the abstract vocabulary to the object vocabulary;

3. s is an atomic type of the abstract vocabulary; it is called the distinguished type
of the grammar.

Every ACG ¢ generates two languages: an abstract language, A(%), and an
object language O(%9).

The abstract language, which may be seen as a set of abstract parse structures, is
the set of closed linear A-terms built upon the abstract vocabulary and whose type
is the distinguished type of the grammar.

DEFINITION 3. Let$ = (¥, ¥, &, 5) be an Abstract Categorial Grammar. The
abstract language .A(%9), generated by ¢ is defined as follows:

A(G) = {t € A(X1)| Fx, t : s is derivable}
On the other hand, the object language, which may be seen as the set of concrete
forms generated by the grammar, is defined to be the image of the abstract language

by the term homomorphism induced by the lexicon.

DEFINITION 4. Let% = (X, X, &, s) be an Abstract Categorial Grammar. The
object language (O(9), generated by 4 is defined as follows:

O ={t € A(Xp) | Fu € A(9).t = L(u)}
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3. Strings as Linear A-Terms

We are concerned, in this paper, with the representation of grammatical formalisms
that generate strings. We must, therefore, specify a higher-order linear signature
that allows strings to be defined and manipulated. This signature will serve as the
object vocabulary of the several ACGs we will define.

There is, in fact, a canonical way of representing strings as linear A-terms.
It consists of encoding a string of symbols as a composition of functions. Con-
sider, for instance, a string such as ‘abbac’. It may be represented by the linear
A-term:

rx.a(b(b(a(cx)))),

where the atomic strings ‘a’, ‘b’, and ‘c’ are declared to be constants of functional

type.
More formally, the higher-order linear signature corresponding to an alphabet
obeys the following definition.

DEFINITION 5. let T = {aj,...,a,} be an alphabet. The higher-order linear
signature, X7 = (A, C, t), is defined as follows:

{o};
{ar, ... an};
i)=(oc —oo),forall <i <n.

a x>
Il

W
H
Q

(

Given such a signature, the empty word (¢) is represented by the iden-
tity function (Ax.x), and concatenation is defined to be functional composition
(Af.rg.2x.f(g x)), which is indeed an associative operator that admits the identity
function as a unit.

We define string to be the type (¢ —o o), and A-terms of type string, such as
Ax.a(b(b(a(c x)))), will be written /abbac/. Finally, the infix operator 4 will denote
the composition (i.e., the concatenation) of such A-terms.

4. Three Context-Free Formalisms

In this section, we remind the reader of the definitions of the grammatical formalisms
we intend to encode as ACGs.

4.1. CONTEXT-FREE STRING GRAMMARS

A context-free string grammar is a quadruple G = (N, T, P, s) where:

1. N is afinite set of symbols called the alphabet of non-terminal symbols;
2. T is a finite set of symbols, disjoint from N, called the alphabet of terminal
symbols;
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3. P is a finite set of production rules of the form ¢ — «, where a € N, and
ae(NUT)
4. s € N is called the start symbol of the grammar.

Given two words «, B € (N U T)*, one says that § is directly derivable from o
if and only if there exist 81, B2, B3 € (N U T)* and a € N such that:

1. a — B, is a production rule of P;
2. o = BiaPs;
3. B=BiBaps.

This relation of direct derivability is written « = B and, as usual, =* denotes the
reflexive, transitive closure of =>. Finally, the language generated by G is defined
to be the set of terminal words & € T* such that s =* «.

4.2. LINEAR CONTEXT-FREE TREE GRAMMARS

A ranked alphabet is defined to be a pair X = (Fy, rg) such that Fy, is a finite set
of symbols, and ry : Fx — N is a function that assigns to each symbol a natural
number called its rank. By a slight abuse of notation, we will write a € ¥ for
a e Fy.

Given such aranked alphabet X, and a possibly inifinite countable set of variables
X, the set of trees Tx(X) is inductively defined as follows:

1. X C Ts(X);

2. if f € T and rg(f) = O then f € Tx(X);

3.if fe X, res(f)=n,and 1y, ...,t, € Tx(X) then f(t1,...,t,) € Ts(X).

In case X is the empty set, the set of trees Tx, (¢) is simply written Tx. Let X, =
{x1,...,x,} be a finite set of variables. A tree t € Tx(X,) that contains exactly
one occurrence of each variable x; (1 < i < n) is called an n-context. Let ¢ be
such an n-context, and let uy, ..., u, € Tx. We write t[uy, ..., u,] to denote the
tree obtained from ¢ by replacing xi, ..., x, by uy, ..., u,, respectively. The set

of n-contexts built upon a given ranked alphabet ¥ will be written Cx (). Strictly
speaking, the notion of n-context should not depend on the choice of the set X,,.
Nevertheless, in the sequel, we will use the following convention: if #is an n-context
then r and ¢[x, ..., x,] denote the same tree.

Let X be a set of variables, let X be a ranked alphabet, and let X be the set of
symbols a € X such that rs(a) = 0. To each tree t € Tx(X), one associates its
yield 7, which is a string over X, inductively defined as follows:

x=x,forx € X;
a=a, fora & Xy;
f(tl$---,tn):tl-..tn.
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A linear context-free tree grammar is a quadruple G = (N, T, P, s) where:

1. Nis aranked alphabet of non-terminal symbols;
2. Tis aranked alphabet of terminal symbols, disjoint from N;

3. P is a finite set of production rules of the form a(xy, ..., x,) — t[xq, ..., X1,
where a € N,ry(a) = n, the variable xq, ..., x, are all distinct, and r €
Cnur(n).

4. the start symbol s € N is such that ry(s) = 0.

Letu, v € Tyur. v is directly derivable from u (¥ = v) if and only if there exist

c € Cyur(1),a € N withry(a) =n,t € Cyyr(n) and uy, ..., u, € Tyur such
that:

1. a(xy, ..., x,) = t[x1,..., x,] is a production rule of P;

2. u=cla(uy,...,uyl;

3. v=c[tuy, ..., u,ll.

The tree language generated by G is then defined to be the set of terminal trees
t € Tr such that s =" ¢, where =* stands for the reflexive, transitive closure of
=.

Note that the tree language generated by a linear context-free tree grammar is
not sensitive to the derivation mode. This is due to the linearity condition which
derives from the fact that the right-hand side of a production rule is restricted to be
a context rather than an arbitrary tree. Consequently, the usual distinction between
outside-in and inside-out tree languages does not apply in the present case.

In this paper, we are interested in string languages rather than in tree languages.
Consequently, we will focus on the yield language generated by a linear context-free
tree grammar, i.e., the set of strings « such that @ = 7 for some tree r € Tr such that
s =* t. In the general case, the class of yield languages generated by the context-
free tree grammars corresponds to the class of indexed languages. In our case,
because of the linearity constraint, the class of yield languages we consider is much
more restrictive. To the best of our knowledge, whether this class corresponds to a
class of languages definable by some other well-established formalism is an open
question. Nevertheless, it is worth noting that it contains Joshi’s Tree Adjoining
Languages (Joshi and Schabes, 1997) as a proper subclass (Monnich, 1997).

4.3. LINEAR CONTEXT-FREE REWRITING SYSTEMS

Linear context-free rewriting systems (Vijay-Shanker et al., 1987; Weir, 1988) may
be defined as a proper subclass of multiple context-free grammars (Seki et al.,
1991), which are themeselves a particular case of generalized context-free gram-
mars (Pollard, 1984). We do not follow this general approach here, but give a direct
tailor-made definition, which is indeed equivalent to Weir’s.
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Let T be an alphabet, and consider a function f : (T*)" — (T*)" that acts on
tuples of strings. Such a function is called a linear transform if and only if there
exist

*
alO’all’""alpl""ﬁa}’lO?anl?""anp,,GT
such that:
Flxt, oo xm) = (00X 1101 -« . X1p,Uipys oo oy QAn0Xn1Onl - - - Xnp, Olnp, )

where /L, {x;} = U/, 72, {xij), and x;; # xu, whenever i # k or j # 1.

In the sequel, we work modulo the associativity of the cartesian prod-
uct, i.e., we identify (T*)" x (T*)" with (T*)"*™ and, consequently,
((ar, -y an), (B ooy Bw)) With (..o, Br, - B

A linear context-free rewriting system is defined to be a quadruple G =
(N, T, P, s) where:

1. N is aranked alphabet of non-terminal symbols;
2. T is an alphabet of terminal symbols, disjoint from X;
3. Pis a finite set of production rules of the form ( f, a — «) where:

(a) a €N,
b)) a=aj...a, € N*,
(c) fis alinear transform from (7*)¥i=1"¥@) jnto (T*)~@),

4. the start symbol s € N is such that ry(s) = 1.

In Clause 3, the non-terminal word « is possibly empty, in which case the linear
transform f degenerates into a constant tuple f ().

To each non-terminal symbol @ € N, one associates a set L(a) C (T*)~@),
inductively defined as follows:

1. for each production rule (f, a — €), where € stands for the empty word, one
has f() € L(a);

2. Ify; € L(ay), ..., t, € L(a,), and (f,a — a; ...a,) is a production rule of P,
then f(t;,...,t,) € L(a).

The language generated by G is then defined to be the set L(s). Observe that this
set is indeed a set of strings because ry(s) = 1.
5. Specifying Context-Free Derivations

In order to encode a formalism as an ACG, we have to give an abstract vocabulary,
an object vocabulary, and a lexicon. The three formalisms of Section 4 generate
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string languages. Consequently, their object vocabulary will obey the construct of
Definition 5. They will also share the same kind of abstract vocabulary, whose
construction is explained in the present section.

Let a — o be a production rule of a context-free string grammar. We define the
skeleton of this rule to be the pair (a, [«]), where [«] is a word of non-terminal
symbols inductively defined as follows:

. [b] = €, if b is a terminal symbol;

. [b] = b, if b is a non-terminal symbol;

. [bB] = [B], if b is a terminal symbol;

. [bB1 = b[B], if b is a non-terminal symbol.

BN =

Similarly, let a(x;,...,x,) — t be a production rule of a context-free tree
grammar. Its skeleton is defined to be the pair (a, [t]), where [¢] is inductively
defined as follows:

[x;] = €, for x; a variable;

[ f1 =€, if fis a terminal symbol of rank 0;

[ f1 = f,if fis a non-terminal symbol of rank O;
[f(t,....t)] = [t1] ... [t.], if fis a terminal symbol;
[f(t,....t)] = flt1]...[t.], if fis a non-terminal symbol.

Al

Finally, let (f,a — o) be a production rule of a linear context-free rewriting
system. Its skeleton is defined to be the pair (a, o).

To summarize, in the three cases, the skeleton of a production rule is a pair {(a, o),
where a is the non-terminal symbol occurring in the left-hand side of the rule, and
« is a word consisting of the non-terminal symbols occurring in its right-hand
side.

This notion of skeleton of a production rule allows us to define the higher-order
linear signature associated to a given context-free string grammar, linear context-
free tree grammar, or linear context-free rewriting system.

DEFINITION 6. Let G = (N, T, P,s) be a context-free string grammar, a
linear context-free tree grammar, or a linear context-free rewriting system. The
higher-order linear signature X5 = (A, C, ), associated to G, is defined as
follows:

1. A=N,;
2. toeach p € P, one associates a constant ¢, and C = ,.p {¢)};
3. ©(cp) =a; —o...a, —o a, where (a, a; .. .a,) is the skeleton of rule p.

It is not difficult to see that the closed A-terms of atomic type built upon the
above signature are regular trees that correspond to context-free parse trees.
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6. Composition as First-Order Susbtitution

In order to define ACGs representing the formalisms of Section 4, it remains to
specify appropriate lexicons. This section explains the construction of such lexicons
in the case of context-free string grammars.

Let G = (N, T, P, s) be a context-free string grammar, and let p € P be the
following production rule:

a — doa1p ...a,0,

wherea;, a;...,a, € Nanday, oy, ..., o, € T*. Thelinear A-term [ p]| is defined
to be:

AYi - Yne/@0/ + i+ /e eyt o/
We now define the ACG corresponding to a given context-free string grammar.

DEFINITION 7. Let G = (N, T, P, s) be a context-free string grammar. The
Abstract Categorial Grammar $g = (X, X7, g, s) is defined as follows:

1. the abstract vocabulary X is constructed according to Definition 6;
2. the object vocabulary X7 is constructed according to Definition 5;
3. the lexicon ¥ : ¥ — X7 is such that:

(a) Lg(a) = string, foralla € N
(b) £s(cp) =1l plforall p € P;

4. the distinguished type s is identical to the start symbol of G.

It remains to prove that the ACG constructed according to the above definition is
indeed a correct representation of the corresponding context-free string grammar.
This is established by the next two propositions.

PROPOSITION 1. Let G = (N, T, P, s) be a context-free string grammar, and
let 6 = (X¢g, X7, L5, 8) be the Abstract Categorial Grammar constructed from
G according to Definition 7.

Foralla € N and all @ € T*, if a =" «a then there exists a closed A-term
t € A(Xg) suchthatt=s, t :aand Lc(t) = Ja/ .

Proof. 'We proceed by induction on the length of the derivation a =* «.
If a =* o because of a production rule a — «, there must exist an abstract
constant ¢ corresponding to this production rule, which is of type a and such that

Le(c) = /a/.
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Now, suppose that the first rule of the derivation is

a — opaaj .. .da,0, ()
Consequently, there exists fi,...,8, € T* such that ¢, =* f; and o =
apBry . .. Byay,. Then, by induction hypothesis, there must exist closed A-terms
t,...,t, of type ay, ..., a,, respectively, such that £ (#;) = /B;/. On the other

hand, there exists an abstract constant ¢ corresponding to (1), whose type is
a; —o...a, —o a and such that

gg(c) = )\,y] yn/ozo/+y1 +/0(1/+ +yn +/Oln/.

Consequently, we have that

Lolety ... ty) = Jao/ + /Bi/ + [/ + -4 /Ba/ + [on/ = [/
O

PROPOSITION 2. Let%¢ = (Xg, X1, L, s) be the Abstract Categorial Gram-
mar constructed from a given context-free string grammar G = (N, T, P, s),
according to Definition 7.

Foralla € N,and all closed A-termt € A(X¢) suchthatt-x t : a, there exists
a € T* such that 5(t) = /a/, and a =™ «.

Proof. 'We proceed by induction on the structure of ¢. Note that, # being a closed
term of atomic type, it is either a constant or an application.

If zis a constant then r = ¢, for some p € P whose skeleton is (a, €). Then, by
definition of 4, p must be of the form a — « with £5(c,) = /a/.

If ¢ is an application then 1 = c,1tq, ..., t, for some p € P whose skeleton is
(a,ai,...,a,). Inthis case, each A-term #; must be a closed A-term of type a;, and
p must be of the form,

a — doa1y ...a,0,
where ag, @y ...a, € T*, and
iJ'pG(cp)=)“yl ---yn-/a0/+y1 +/a1/+"'+)’n+/an/-

Then, by induction hypothesis, there exist 81, ..., B8, € T*suchthat £5(t;) = /B;/
and @; =* ;. This implies that

L) = Jao/ + /B1/ + Jon) + -+ /Bu/ + [/,

and that a =* o,f101 ... Bua,. O
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7. Composition as Second-Order Substitution

In order to adapt the construction of the previous section to the case of linear context-
free tree grammars, we will interpret the atomic types of the abstract vocabulary as
second-order types over strings.

Let G = (N, T, P, s) be a linear context-free tree grammar, and let p € P be
a production rule a(xy, ..., x,) — t whose skeleton is (a, a; ...a,,). The linear
A-term [[p] is defined to be:

AVE oo Vm - AXL .. Xy |2

where |7| is inductively defined as follows:

Lo x| = xi;

2. |fI=/f/,if f is a terminal symbol of rank 0;

3. |a;| = y;, if the non-terminal q; is of rank O;

4. |f(t1, ..., ) = |1l + - - - + ||, if f is a terminal symbol;
5. ai(ty, - 1)l = yilta] -+ - 2l

Adapting Definition 7 to the case of linear context-free tree grammar is then
straightforward.

DEFINITION 8. LetG = (N, T, P, s) be a linear context-free tree grammar. The
Abstract Categorial Grammar §; = (Xg, X7, i, §) is defined as follows:

1. the abstract vocabulary X is constructed according to Definition 6;
2. the object vocabulary X7 is constructed according to Definition 5;
3. the lexicon ¥ : X — X7 is such that:

(a) Lg(a) = string™® —o string, foralla € N
(b) £s(cp) =1l pl, forall p € P.

4. the distinguished type s is identical to the start symbol of G.
In order to establish the correctness of the above construction, we first state two
technical lemmas concerning the operator | - | used in the definition of [ p]. Their

proofs, which consist of simple inductions, are left to the reader.

LEMMA 1. Let G = (N, T, P, s) be a linear context-free tree grammar. For all
terminal trees t € Tr, |t| = /t/.

LEMMA 2. Let G = (N, T, P,s) be a linear context-free tree grammar. Let
U, Ui, ..., u, € Tyur,c € Cyur(),ay,...,a, € N, andt € Cy(n) be such that:
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1. ay, ..., a, is the sequence of occurences of non-terminal symbols in u;
2. ry(a)) = n;
3. u=clai(uy, ..., unl;

Then, (Ayy ... V- Ju)Axy ... x5.0t)) = Ao ... ym.lcltuy, ..., uylll.

PROPOSITION 3. Let G = (N, T, P, s) be a linear context-free tree grammar,
and let ¢ = (X, X1, £;, 5) be the Abstract Categorial Grammar constructed
from G according to Definition 8.

For all a € N such that ry(a) = n,all v € Cy(n), and all uy, ..., u, € Ty, if
a(uy, ..., u,) =% vluy, ..., u,] then there exists a closed A-termt € A(Xg) such
thatts, t :a and Lc(t)/uy/ - - [uy/ = [vluy, ..., u,l/.

Proof. 'We proceed by induction on the length of the derivation a(u, ..., u,)
=*vluy, ..., u,l.

If au,...,u,) =% vluy,...,u,] because of a production rule
a(xy, ..., x,) — v[xy,...,x,], there exists an abstract constant corresponding

to this rule, and we are done by taking ¢ to be this abstract constant.

Now suppose that the first rule of the derivation is the production rule
p,a(xy, ..., x,) > wlxy, ..., x,], whose skeletonis (a, a; . . . a,,). Then, for all a;
there exist ¢ € Cyur (1), wiy, ..., Wiry(a) € Tnur, ¢ € Cr(1), wl’.l, cee, wt{rN(a,-) S
Tr, and v; € Cr(ry(a;)) such that

Low(uy, ..., u,) = clai(wiy, ..., Wiry@)))s

2. v(uy, ..o uy) = ui(wiy, .. wler(al_))];

3. c[s] =* c'[s], forall s € Tyur;

4. ai(sy, ..., er(a,-)) =*v;(s1, ..., SrN(ai))’ for all sy, ..., Srn(a;) € Tyur;

5. w;; =* wlfj.

Therefore, by induction hypothesis, there exist closed A-terms ¢4, ..., 1, € A(Xg)

such that -5, # : a; and
LGW)/51/ -+ [Sran] = Jils1, -+ Sryian)/
forall sy, ..., Sy 4) € Tnur. This implies that
Loti) = Ax1 ... Xpy(a)-/Vi/-
Then we take
t=cply by,

and the result follows by iterating Lemma 2. O
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PROPOSITION 4. Let % = (X, X1, L, s) be the Abstract Categorial Gram-
mar constructed from a given context-free tree grammar G = (N, T, P, s), ac-
cording to Definition 8.

For all a € N such that ry(a) = n, and all closed h-termt € A(Xg) such
that =5 t : a, there exists a context v € Cr(n) such that, for all uy, ..., u, €
Tr, L) ui/ - Ju,/ = /vluy, ..., u,l/, and a(uy, ..., u,) = vluy, ..., u,).

Proof. 'We proceed by induction on the structure of ¢.

If # is a constant then = ¢, for some p € P whose skeleton is (a, €). Conse-
quently, p must be of the form a(xy, ..., x,) — wlxy, ..., x,] with w € Cr(n).
On the one hand, we have that

a(uy, ..., uy) = wlug, ..., u,l.
On the other hand, by Lemma 1,
Lelcp) = Axy ... x,./ W/,
which implies that
L(cp)/Mr/ -+ [ln) = [wlur, ..., unl/.

If ¢ is an application then t = cpt; .. .1, for some p € P whose skeleton is
(a,ay ...ay),and each A-term ¢; must be a closed A-term of type a;. Consequently,
by induction hypothesis, there exist contexts vy, ..., v, such that v; € Cy(ry(a;))
and, forall all uy, ..., ury@, € T,

Lo)ui/ - [Ury@ay/ = /vilur, ..., Ury@pl/,
and

aUi, ..., Ury@)) =" vilur, oo Uryan]-
This implies that

Lo(t;) = Ax1 .o Xrya)-VilX1s - ooy Xry@nls

and the result follows by iterating Lemma 2 and applying Lemma 1. O
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8. Composition as Third-Order Substitution

Finally, in this section, we define the ACG corresponding to a linear context-free
rewriting system. To this end, we interpret the atomic types of the abstract vocab-
ulary as third-order types over strings.

LetG = (N, T, P, s) be alinear context-free rewriting system, and let p € P be
aproduction rule ( f, a — aja; .. .a;), whose linear transform obeys the following
equation:

Fts ooy Xm) = (@1oX11Q11 -+ - X1, 00,5+« > €p0Xn 1001 « - - Xnp, Anp, )-

We define the A-terms uy, ..., u,, as follows:
u; = /ajo/ + xi1 + /i) + -+ Xip, + /ip,/

The linear A-term [p] is then defined to be:

AYIY2 o Y1 AZYI(AX . Y2 (AXg. - - - yi(AXg.2uy - - - Uy)))

Where x; is the sequence of A-variables xj...x,, (). X2 is the sequence of A-
variables Xry(a)41 -+« Xry(a)+ry(az)s €tC.

Then, the ACG corresponding to a given linear context-free rewriting system is
defined as follows.

DEFINITION 9. Let G = (N, T, P, s) be a linear context-free rewriting system.
The Abstract Categorial Grammar $g = (X, X1, L5, s) is defined as follows:

1. the abstract vocabulary X is constructed according to Definition 6;
2. the object vocabulary X7 is constructed according to Definition 5;
3. the lexicon £; : X — X7 is such that:

(@) Lg(a) = (string™' @ —o string) —o string, foralla € N
(b) Ls(c,) =1lpl, forall p € P;

4. the distinguished type s is identical to the start symbol of G.

In order to prove the correctness of the above construction, we start by stating
a technical lemma, whose proof is left to the reader.

LEMMA 3. Let G = (N, T, P, s) be a linear context-free rewriting system, let
p € P be the production rule (f,a — ay ...ay), and let oy, ..., Qiry@,) € T", for
1 <i < n. Then, there exists ai, ..., 0 @) € T* such that
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Lo f{onns ooy @hrg(ar)s -« s Qnls -« o s Onrg(ay)) = (1, « ooy Ory(a))
2. [pdrz.z/ar/ - -« [@iryan/) - Az.2/an ) - -+ [Curyian/) =222 /a1 ] -+ -
/O(rN(u)/'

PROPOSITIONS. LetG = (N, T, P, s) be alinear context-free rewriting system,
and let 66 = (X¢g, X1, ¥g, s) be the Abstract Categorial Grammar constructed
from G according to Definition 9.

Foralla € N such that ry(a) = n, and all ay, ..., a, € T if {01, ...,0,) €
L(a) then there exists a closed A-termt € A(X¢g) such thatts t : a and L;(t) =

rz.zfay/ - Ja /.

Proof. 'We proceed by induction on the definition of L(a).

If f{) = (a1,...,a,) € L(a) because there exists a production rule p of
the form (f,a — €), there exists an abstract constant ¢, of type a such that
Lalcp) = rz.zfar/ -+ o/

Now suppose that (o, ..., «,) € L(a) because there exists a production rule
(f,a — ay---ay), together with tuples («;1, .. ., ®iry@)) € L(a;) such that

f(a“’ 7a1r‘N(a])a ---’aml, ---,amrN(am)> = <Ot1, ---,an>-

Hence, by induction hypothesis, there exist closed A-terms ¢1,...,t, € A(Xg)
suchthatbs, t; : a; and £6(t;) = Az.z/ai1/ - - /Qiry(a,)/- Then, the result follows
by Lemma 3. O

PROPOSITION 6. Let ¢ = (Xg, Xr,¥s,s) be the Abstract Categorial
Grammar constructed from a given linear context-free rewriting system G =
(N, T, P, s), according to Definition 9.

Forall a € N such that ry(a) = n, and all closed A-termt € A(Xg) such that
s, t @ a, there exist oy, ..., o, € T* such that £5(t) = Az.z/o1/ -+ /oy, /, and
(ctq, ..., a,) € L(a).

Proof. 'We proceed by induction on the structure of ¢.

If 7 is a constant then ¢ = ¢, for some p € P whose skeleton is (a, €). Conse-
quently, p must be of the form { f, @ — €) Then, there exist «y, ..., o, € T* such
that f() = (a1, ..., a,). Hence, by definition, £5(c,) = Az.z/a1/--- /a,/, and
(otq, ..., a,) € L(a).

If ¢ is an application then t = cpt;...t, for some p € P whose form is
(f,a — a...ay),and each A-term t; must be a closed A-term of type a;. Therefore,
by induction hypothesis, there exist oy, ..., iy @) € T* such that Ls(t) =
rz.z/ai/ -+ [®irya)/ and (o1, . .., Qiry@a)) € L(a;). Then, the result follows by
Lemma 3. O

Observe that we do not have that @ € L(s) if and only if /a/ € O(%s) We have
instead that o € L(s) if and only if Az.z/a/ € O(%¢). This possible defect can be
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easily fixed by changing the distinguished type of the grammar to be a new abstract
atomic type s, and by adding a new abstract constant ¢ of type s —os’. The lexicon
is then extended in such a way that £;(s") = string and Ls(c) = Ay.y(Ax.x).

9. Conclusions

The embeding of context-free string grammars, linear context-free tree grammars,
and linear context-free rewriting systems in Abstract Categorial Grammars exem-
plifies some of the features of the ACG framework.

The fact that an ACG generates two languages offer an explicit control of the
parse structure of the grammar. Consequently, the three encodings we have given
are in fact strong equivalences.!

The fact that the basic objects manipulated by an ACG are linear A-terms allows
higher-order operations to be defined. Typically, tree-adjunction is such a higher-
order operation (Abrusci et al., 1999; Joshi and Kulick, 1997; Monnich, 1997),
and we have seen that the possibility of defining such higher-order operations is
the keystone in encoding linear context-free tree grammars and linear context-free
rewriting systems.

Finally, the fact that the embeddings of the three context-free formalisms are
based, respectively, on first-order, second-order, and third-order interpretations sug-
gests the existence of an Abstract Categorial Hierachy that would allow the expres-
sive power of the ACGs to be controlled.

Note

1. Inthe case of linear context-free tree grammars, this claim might be discussed because our encoding
does not give access to the tree-language generated by the linear context-free tree grammar. This
possible problem may be fixed by defining the embedding in two stages as is done in (de Groote,
2002)
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