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Abstract
Dynamic Movement Primitives (DMP) have found remarkable applicability and success in various robotic tasks, which can
be mainly attributed to their generalization, modulation and robustness properties. However, the spatial generalization of
DMP can be problematic in some cases, leading to excessive overscaling and in turn large velocities and accelerations. While
other DMP variants have been proposed in the literature to tackle this issue, they can also exhibit excessive overscaling as
we show in this work. Moreover, incorporating intermediate points (via-points) for adjusting the DMP trajectory to account
for the geometry of objects related to the task, or to avoid or push aside objects that obstruct a specific task, is not addressed
by the current DMP literature. In this work we tackle these unresolved so far issues by proposing an improved online spatial
generalization, that remedies the shortcomings of the classical DMP generalization, and moreover allows the incorporation
of dynamic via-points. This is achieved by designing an online adaptation scheme for the DMP weights which is proved to
minimize the distance from the demonstrated acceleration profile to retain the shape of the demonstration, subject to dynamic
via-point and initial/final state constraints. Extensive comparative simulations with the classical and other DMP variants are
conducted, while experimental results validate the practical usefulness and efficiency of the proposed method.

Keywords Dynamic movement primitives · Via-points · Programming by demonstration · Trajectory generation

1 Introduction

Dynamic Movement Primitives (DMP) [1, 2] have emerged
as a promising method for encoding a desired trajectory and
generalizing it to new situations. It is particularly favoured
thanks to its ease of training, generalization, robustness and
on-line modulation properties and has been applied in a
plethora of practical robotic tasks and applications [3–8].
The trajectory to be encoded is typically provided through
PbD (Programming by Demonstration) [9], as an intuitive
and efficient means of teaching human-skills to robots.

In DMP, the objective of generalization is to generate a
trajectory from a new initial position to a new, possibly time-
varying, target position, while also preserving the shape of
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the demonstrated trajectory. To this end, different DMP vari-
ations and/or spatial generalization mechanisms have been
proposed with the most well-known being the classical DMP
formulation from [1]. However, the classical DMP spatial
scaling has some important shortcomings, i.e. over-scaling
of the generalized trajectory when the demonstrated end-
points (initial and final position) are close, failure to generate
a motion when the new end-points during execution coincide
and mirroring of the trajectory when the sign of the differ-
ence between the new end-points is different from the sign of
the difference of demonstrated ones. To remedy these issues,
the bio-inspired DMP formulation is proposed in [10]. Nev-
ertheless, it exhibits poor generalization for targets that are
not close to the demonstration, as highlighted in [11], where
an improved version of the bio-inspired DMP is proposed to
enhance its spatial generalization. A novel generalization to
tackle the scaling issues of classical DMP is also proposed
in [12]. While [11, 12] resolve the classical DMP scaling
issues, they introduce over-scaling in trajectories with ampli-
tudes bigger than the distance between the initial and final
position, which is typical in many practical applications, like
in packing applications where lifting an object and placing it
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down in a box is required. A different offline spatial general-
ization approach is proposed in [13] based on minimizing a
norm, that is learned from multiple demonstrations, solving
an iterative optimization problem.

FewDMPworks consider via points on-line in their spatial
generalization. Via-points can be particularly useful to adjust
a trajectory on-line, e.g. to avoid obstacles in a predictable
way by specifying through the via-points how the robot
should circumvent them [14] or to push aside other objects
that obstruct reaching pathways to a desired target [15].
Moreover, via-points offer a more flexible way of adjusting
online a DMP trajectory, in contrast to other approaches that
propose to join separate DMPs [16, 17]. In the latter case, the
trajectory segments need to be pre-specified, the complexity
increases since multiple DMPs have to be defined to connect
the via-points and also extra adjustments are required to tran-
sition smoothly from one DMP segment to the next without
halting the motion [6]. Via-points are considered off-line in a
DMP-like variant in [18] through offline optimization and in
[19], which can include via-point constraints. So far, online
incorporation of via-points is performed with probabilistic
DMP [20], by online adapting the DMP weights to the new
forcing term values, based on the provided via-points. Cal-
culating the new forcing term value at via-points requires
estimates of velocity and acceleration at the via-point, which
can result in significant noise that gets even more adverse the
sparser the via-points are arranged, as shown in [21]. Another
approach to include via-points is proposed in [22] by intro-
ducing a time-varying attractor that shifts smoothly from one
via-point to the next until the final target [22]. Nevertheless,
this does not ensure that the via-point will be reached and
the distortions in the trajectory shape that this time-varying
attractor incurs are not predictable.

Other movement primitives that can include via-points are
the Probabilistic Movement Primitives (ProMP) [23, 24] and
the Kernelized Movement Primitives (KMP) [25]. However,
multiple demonstrations are required for training such prim-
itives. Moreover, they cannot generalize well away from the
demonstrations and have higher computational complexity
with multiple DoFs. Of course, these primitives have other
advantages compared to DMP and vice versa; choosing the
most appropriate depends on the target application. In [14]
the Via-point Movement Primitives (VMP) are introduced,
that adopt ideas from DMP and ProMP, to achieve adapta-
tion to via-points, and are shown to have better extrapolation
capabilities compared to ProMP, being also able to be trained
from a single demonstration.

All aforementioned works are either off-line, or those that
are online, consider static via-points, and do not address the
case of via-points that may change dynamically. Dynamic
changes of via-points occur if via-points are defined with
respect to the position of the target or an obstacle, which is
perturbed during execution. For instance in a human-robot

collaborative packing scenario a via-point may be defined on
top of the target box whichmay be displaced by the human to
a more ergonomic position for him. The robot has to adjust
on-line to this change.

In this work we propose an online adaptation scheme for
the DMP weights based on minimizing the distance from
the learned acceleration profile, that allows incorporation of
dynamic via points in the DMP generated trajectory as com-
pared to VMP that consider only static ones [14] and spatial
generalization to new targets without the classical DMP scal-
ing problems and the over-scaling that may appear in the
variants [11, 12]. We achieve this by exploiting the novel
DMP formulation presented in our previouswork [26].More-
over, we show how the proposed novel generalization can
also be combined with our previous work [27] to impose
kinematic inequality constraints in order to generate feasible
trajectories in the presence of kinematic bounds related to the
robot and the task environment (obstacles and via points).

The rest of this paper is organized as follows: In Section 2
we provide the preliminaries for the novel DMP formula-
tion from [26]. Section 3 is devoted to the proposed novel
online generalization. Simulations that demonstrate how the
proposed method performs in comparison with the classical
and other SoA DMP variants are provided in Section 4. The
practical usefulness and efficacy of the proposed method is
further showcased in the experimental Section 5. Insights
and discussion on the results are provided in Section 6 and
finally conclusions are drawn in Section 7. The source code
for all conducted simulations and experiments can be found at
https://github.com/Slifer64/novel_dmp_generalization.git.

2 DMP Preliminaries

In this section we briefly present the DMP formulation intro-
duced in our previous work [26], which we exploit in this
work to derive an improved on-line spatial generalization that
can also incorporate dynamic via-points. As shown in [26],
this formulation is mathematically equivalent to the classi-
cal DMP formulation from [1], retaining all properties of the
latter.

Consider the state y ∈ R
n , which can be joint positions,

Cartesian position or Cartesian orientation expressed using
the quaternion logarithm (see Appendix A for preliminar-
ies on unit quaternions). The DMP consists of two sets of
differential equations, the transformation and the canonical
system. A DMP can encode a desired trajectory t j , yd, j

for j = 1...m where m is the total number of points and
T f ,d = tm − t1 the time duration of the demo, and through its
transformation system it can generalize this trajectory spa-
tially from an initial position y0 to a desired target position
g. Temporal scaling, i.e. execution of this trajectory with
a different time duration or speed, is achieved through the
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canonical system, which provides the clock s (time sub-
stitute) for the transformation system, to avoid direct time
dependency. The transformation system is given by:

ÿ = ÿs − D( ẏ − ẏs) − K ( y − ys) (1)

ys(s) = Ks( fp(s) − ŷd,0) + y0 (2)

fp(s) = WTφ(s) (3)

Ks = diag
(
(g − y0)./( ĝd − ŷd,0)

)
(4)

with K , D ∈ Sn++, with Sn++ denoting the set of symmet-
ric n × n positive definite matrices, ys is the scaled learned
trajectory whose derivatives can be calculated analytically in
closed form [26], the matrix Ks achieves the spatial scaling
from the new initial position y0 to a new target g, while ĝd �
fp(s(T f ,d)), ŷd,0 � fp(s(0)) are the learned initial and tar-
get demo positions. The demonstrated position trajectory is
encoded through the weighted sum of Gaussians in fp(s),
where the DMP weights W ∈ R

K×n can be determined
using Least Square, i.e. minW

∑m
j=1 || yd, j − WTφ j ||22, or

Locally Weighted Regression (LWR) [1]. The Gaussian ker-
nels are φ(s)T = [ψ1(s) · · · ψK (s)]/∑K

i=1 ψi (s), with
ψi (s) = exp(−hi (s − ci )2) with ci being the centers and hi
the inverse widths. A reasonable heuristic is to set the centers
ci equally spaced in [0, 1] and set hi = 1/(ah(ci+1 − ci ))2

where ah controls the standard deviation of the Gaussian ker-
nels. Choosing ah ∈ [1.2, 1.5] produces empirically good
approximation results.

Given s(0) � s0, s(∞) � s f , and considering without
loss of generality s0 = 0 and s f = 1, the canonical system
is given by:

s̈ =
{
d1(ṡd − ṡ) , s < s f
−d2ṡ − k2(s − s f ) , s ≥ s f

(5)

with d1, d2, k2 > 0, d2 ≥ 2
√
k2, s(0) = 0 and ṡ(0) =

ṡd = 1/T f , where T f is the desired motion duration. In the
general case ṡd can also be time-varying. Notice that Eq. 5
guarantees that the phase s convergences from s(0) = 0 to
s → 1, ṡ, s̈ → 0 as t → ∞.

As shown in [26], the novel DMP formulation Eqs. 1-4 is
mathematically equivalent to the classicalDMP. In particular,
Eqs. 1-4 can be mathematically manipulated to be written in
a form similar to the classical one:

ż = K (g − y) − Dz + (g − y0) fs(s) (6)

ẏ = z (7)

fs(s) = diag (1./(g − y0)) ( ÿs + D ẏs − K (g − ys)) (8)

The system is globally asymptotically stable at g, since for
t → ∞, fs → 0, following from ṡ, s̈ → 0 implying
ẏs, ÿs → 0 and s → 1 ⇒ ys → g.

Spatial scaling is achieved through Ks from Eq. 4 and
temporal scaling by changing ṡd in Eq. 5. These are equiva-
lent to changing {g, y0} or the temporal scaling τ according
to τ̇ = d1(τd − τ) in the classical DMP [1], resulting in
the exact same trajectory with the same spatial and temporal
scaling [26].

Notice that to achieve temporal scaling, in contrast to the
classical DMP formulation, there is no need to pre-multiply
Eqs. 6 - 7 by τ , as this is handled by ṡ, s̈ which are included
in ẏs, ÿs in fs(s) (this can be better understood by the math-
ematical equivalence analysis in [26]).

For encoding Cartesian orientation, as shown in [28], the
correct way is to formulate the DMP in the tangent space of
S3 (unit quaternion manifold) and use the quaternion log-
arithm Eq. 18 to map points from S3 to its tangent space
and the quaternion exponential Eq. 19 for the inverse map-
ping. Therefore, for Cartesian orientation, we define the state
y = log(Q ∗ Q̄0), which maps the unit quaternion Q on the
tangent space ofS3 at Q0. Then, from the reference trajectory
y, ẏ, ÿ obtained from Eq. 1, we can retrieve the unit quater-
nion, rotational velocity and acceleration using the mappings
Eqs. 19, 20, and 24 from Appendix A.

3 Proposed Generalization

Here we present a novel spatial generalization scheme that
does not suffer from the drawbacks of the classical DMP
generalization, reported in [10] and further allows the on-line
incorporation of dynamic via-points1, while preserving the
shape of the demonstrated trajectory, ensuring a smooth tra-
jectory generation even for abrupt target or via-point changes.
To this end, we remove the classical DMP scaling Ks , and
redefine Eq. 2 as

ys = fp(s) (9)

and achieve spatial generalization by optimizing online the
DMP weights under the initial and final state constraints i.e.
start at t = 0 from y0 and reach the target g2 at t = T f with
zero velocity/acceleration. In order to generate a motion pro-
file similar to the demonstration we minimize the distance
from the learned (from the demonstration) acceleration pro-
file. This online optimization allows also the incorporation
of via-points in the spatial generalization. The above is trans-
lated to the following optimization problem, that optimizes

1 The term “point” can refer either to joint positions, Cartesian position,
Cartesian orientation or Cartesian pose.
2 We assume that g can change between 0 and T f and is constant
afterwards.
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the DMP weights W and has to be solved at each time-step
i :

minW

m∑

j=1

∣∣
∣∣∣

∣∣
∣∣∣
∂2 ŷd, j

∂2s
− WT ∂2φ j

∂2s

∣∣
∣∣∣

∣∣
∣∣∣

2

2

(10a)

s.t. WT A(0) = Y0 (10b)

WT A(1) = Gi (10c)

WT�v,i = Yv,i (10d)

WTC j = Y j , j = 1...i (10e)

where the learned acceleration profile is3
∂2 ŷd, j

∂2s
=

WT
0

∂2φ j

∂2s
with W0 = argminW

∑m
j=1

∣∣∣∣yd, j − WTφ j

∣∣∣∣2
2
.

The matrices in the first two equality constraints, Eqs. 10b,
10c, with A(s) = [φ(s) φ̇(s) φ̈(s)], enforce the initial state
Y0 = [ y0 0n×1 0n×1] and final state Gi = [gi 0n×1 0n×1]
conditions. Via-point constraints, which can be used to
locally modify the DMP trajectory, are defined in Eq. 10d,
where Yv,i = [ yv,1 ... yv,Li ] contains the via-points, with
Li their number at the current time-step i , and �v,i =
[φ(sv,1) ... φ(sv,Li )].4 The constraints in Eq. 10e with C j =
C(s j ) = [φ(s j ) φ̇(s j ) φ̈(s j−1)] and Y j = [ y j ẏ j ÿ j−1]
encode the current and all previous state constraints up to
timestep i . The default option is to set Y j = WT

i−1C j . An
alternative option is to set Y j to the actual robot’s state at step
j if it is also desirable to adapt online the DMP to changes of
the robot’s state induced by external signals, like measured
forces. Regardless of the choice of Y j , the current state con-
straint for j = i , ensures that a smooth trajectory is generated
by Eq. 1 even in the presence of abrupt target changes. The
previous state constraints Y1:i−1 guarantee that if the DMP
is run in reverse as in [26], using the final adapted weights
from the forward execution, the same trajectory (in reverse)
will be executed. This could be expedient for safely retract-
ing after the forward execution of a task, especially if the task
has geometric constraints (like an insertion) which will have
to be respected in the retraction phase.

3.1 Online DMPWeights Adaptation

Solving the problem in Eq. 10 on-line at each control cycle
would be too slow and hence prohibitive for real-time usage.
Instead we can employ the following recursive 2-step update

3 Notice from Eq. 5 that, for nominal execution, s̈ = 0 and hence the
acceleration, i.e. the 2nd time derivative of Eq. 2, is just ∂2 ŷd, j/∂s2

scaled by the constant 1/T 2
f .

4 If the phase sv,l , l = 1...Li , is not provided explicitly, a reasonable
heuristic is to calculate it as sv = argminsk || ys(sk) − yv ||, where sk
in uniformly sampled in (s, 1]. Empirically, taking approximately 80
samples is sufficient, as the minimization need not be exact.

at each time-step i > 0, which has computational complexity
O(K 2) and can be carried out in real-time:
step 1: Remove the effect of the previous target gi−1 and
via-points:

Ŵi = Wi−1 + K̂i (Ẑi − WT
i−1 Ĥi )

T (11a)

P̂i = Pi−1 − K̂i ĤT
i Pi−1 (11b)

K̂i = Pi−1 Ĥi (R̂i + ĤT
i Pi−1 Ĥi )

−1 (11c)

where

Ẑi = [Gi−1 Y
−
v,i ], Ĥi = [A(1) �−

v,i ],
R̂i = −ε I3+b−

i

(12)

with ε ≈ 0+ and Y−
v,i ∈ R

n×b−
i containing in columns the

via-points that exist in the columns of Yv,i−1 and not in Yv,i

(i.e. are present at time-step i − 1 and not at i)5 and �−
v,i =

[φ(sk)]k=1:b−
i
with sk being the phase corresponding to each

via-point in Y−
v,i .

step 2: Update to new target and via-points:

Wi = Ŵi + Ki (Zi − ŴT
i Hi )

T (13a)

Pi = P̂i − KiHT
i P̂i (13b)

Ki = P̂iHi (Ri + HT
i P̂iHi )

−1 (13c)

where

Zi = [Yi Gi Y
+
v,i ], Hi = [Ci A(1) �+

v,i ],
Ri = ε I6+b+

i

(14)

with Y+
v,i ∈ R

n×b+
i containing in columns the via-points

that are present at time-step i and not at i − 1 and �+
v,i =

[φ(sk)]k=1:b+
i
with sk being the phase corresponding to each

via-point in Y+
v,i .

For initialization at step i = 0 we set Z0 = [
Y0 G0

]
,

H0 = [
A(0) A(1)

]
, R0 = ε I6, Ŵ0 = W0 and P̂0 = P0

where

W0 = argminW

m∑

j=1

∣∣∣
∣∣∣ yd, j − WTφ j

∣∣∣
∣∣∣
2

2

P0 =
⎛

⎝
m∑

j=1

∂2φ j

∂2s

∂2φ j

∂2s

T
⎞

⎠

−1

Remark 1 At the beginning of each execution, the DMP
weights are initialized to the values that have been calculated

5 Such is the case for instance if they are defined relative to a varying
target or an object, whose position has changed or has been completely
removed.
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offline once during the DMP training from the demonstra-
tion. Alternatively, if at a previous execution the DMP was
modified, e.g. from via-points or the robot’s actual state,
resulting to somefinalweightsW f , and it is desirable to retain
this adjusted pattern at subsequent executions, one could set
W0 = W f .

Remark 2 When g is constant and dynamic changes are not
expected (for the target or via-points), it suffices to run the
initialization step (i = 0) from above to obtain W1 and then
keep the DMP weights constant, i.e. Wi = W1.

Remark 3 In practice, due to finite numerical precision, set-
ting ε in R̂i , Ri very close to zero can make the matrix
being inverted in Eqs. 11c and 13c ill-conditioned. We have
found that in practice choosing ε approximately in the range
(10−10, 10−6) does not create any numerical issues and the
constraints are satisfied within an error tolerance of the order
of 10−4 or even less depending on how small ε is.

Remark 4 Despite using the same value ε in the above anal-
ysis for simplicity, it is easy to verify that different values
of ε can be chosen for each type of constraint. The selected
ε value can facilitate finding a solution in the optimization
problem Eq. 10 in case constraints cannot be strictly satis-
fied (i.e. infinite accuracy). Then, the value of ε essentially
relaxes equality constraints, by penalizing the cost function
(see Theorem 3 from Appendix B). Choosing different val-
ues of ε for each type of constraint, allows to prioritize which
of these constraints should be satisfied with greater accuracy.
Moreover, when adapting to the actual robot’s state, which
may be perturbed by noisy external signals, higher values of
ε can be used to suppress that noise.

Remark 5 The proposed recursive algorithm for updating the
DMP weights to dynamically changing targets and/or via-
points while ensuring a smooth trajectory generation can
also be employed with other objective functions as well. For
instance, it can be easily verified that optimizing the position
(instead of the acceleration) results in the same equations

with P0 = (

m∑

j=1

φ jφ
T
j )

−1. More general objective functions

can also be specified, like the one from [13], which translates

to defining P0 =
m∑

j=1

(φ jMφT
j )

−1, where M is a metric matrix

that is learned from multiple demonstrations.

Remark 6 The proposed recursive algorithm to include
dynamic via-points can also be applied with the spatial scal-
ing from [1, 12] or [11]. In particular, one can use ys as
defined in Eq. 2 with the corresponding scaling matrix Ks ,
resulting from [1, 12] or [11], and employ the same recursive
updates Eqs. 11, 13 by replacing W with KsW and trans-
forming each position y (be it the current position, target,

via-point etc.) according to y := y − y0 + Ks ŷd,0. This can
also be combined with a different objective cost as explained
in Remark 5.

3.2 Derivation/Proof of theWeights Adaptation

In the following, we prove that Eqs. 11, 13 solve the initial
optimization problem given in Eq. 10. To this end, we will
utilize the theorems provided inAppendixB. ProblemEq. 10
can be written compactly as:

minW tr{( ¨̂Yd − WT �̈)T (
¨̂Yd − WT �̈)} (15)

s.t. WT H̄i = Z̄i

where ¨̂Yd = [ ∂2 ŷd,1

∂2s
...

∂2 ŷd,m

∂2s
] ∈ R

n×m , �̈ = [ ∂2φ1
∂2s

...
∂2φm
∂2s

]
∈ R

K×m , Z̄i = [
Y0 Gi Y1:i Yv,i

] ∈ R
n×m1 and H̄i =[

A(0) A(1) C1:i �v,i
] ∈ R

K×m1 with m1 = 6 + 3i + Li .
Based on Theorem 4 problem Eq. 15 is equivalent to:

minW fi (W) � tr{( ¨̂Yd − WT �̈)T (
¨̂Yd − WT �̈)}

+ tr{(Z̄i − WT H̄i )
T R̄−1

i (Z̄i − WT H̄i )}
(16)

for R̄i = ε Im1 , ε ≈ 0+. Given now the solution at timestep
i − 1 for problem Eq. 16 we want to find the solution for
timestep i , for which the cost function can be written as:

fi = f̂i−1 + tr{(Zi − WT Hi )
T R−1

i (Zi − WT Hi )}

where f̂i−1 = fi−1 − tr{(Ẑi −WT Ĥi )
T R̂−1

i (Ẑi −WT Ĥi )}.
Invoking Theorem 5 the solution to f̂i−1 is given by Eq. 11.
Given now Ŵi , P̂i for f̂i−1 and using Theorem 3 the solution
to fi is equivalent to the solution of tr{(W − Ŵi )

T P̂i (W −
Ŵi )} + tr{(Zi − WT Hi )

T R−1
i (Zi − WT Hi )}, which based

on Theorem 2 is given by Eq. 13.

4 Simulations

In the followingwe compare theDMPproducedwith the pro-
posed spatial generalization, henceforth referred as DMP++,
with the classical DMP, as well as other SoA variations that
have been proposed in the literature. We further demon-
strate and comment on the effects of adaptation to dynamic
via-points and also including kinematic limits (inequality
constraints) using the proposed generalization with [27]. In
the following simulations and experiments, the DMP param-
eters (Section 2) were set to the following values: for the
weighted sum of Gaussians in Eq. 3, the number of weights
per DoF in W is K = 25; for the canonical system in Eq. 5
d1 = 30 for tracking the desired speed of the trajectory evo-
lution, and d2 = 100, k2 = 1000 so that after the desired
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time duration T f , fast convergence of the DMP to the target
g is ensured; for the DMP dynamical system Eq. 1, we set
for position K = 40, D = 10 and for orientation K = 2,
D = 0.6 to ensure compliance in the presence of external
forces. For all other DMP variants, against which we com-
pare, the same canonical system and DMP parameters where
used.

Regarding the proposed optimization, based on Remark 4
and in the spirit that higher priority should be placed on the
initial and final position constraints followed by the via-point
constraints and then the previous state constraints, we chose
ε = 10−9 for the initial and final position, 10−7 for the initial
and final velocity and acceleration constraints, 10−7 for via-
points and 10−6, 10−6, 10−4, for the previous state constraint.
Notice that violation of the previous state constraint generates
a discontinuous acceleration in the DMP Eq. 1, which will
be larger the bigger the error in the equality constraint is.
For via-points, the phase variable assigned at a via-point yv
is determined as sv = argminsk ||ys(sk) − yv||, where sk in
uniformly sampled in (s, 1] taking 80 points, where s is the
current value of the phase variable.

4.1 Comparison with Classical DMP

We start off by examining the three basic cases where the
classical DMP scaling is problematic [10]. For simplicity we
consider an 1 DoF demonstration starting at position zero.
Simulation results for each case are plotted in Fig. 1, where
the demo is plotted with green dashed line, the proposed
DMP++ with blue and the classical DMP with magenta dot-
ted line. In the first case (Fig. 1, top subplot) the demonstrated
target gd is quite close to the initial position y0,d = 0. In this
case, even a new target that is close to that of the demo,
results in over-scaling for the classical DMP. In the figure,
the resulting trajectory for the classical DMP is scaled by
400 for visualization purposes (the position actually con-
verges to g but in the plot due to the scaling by 400 it is
g/400 ≈ 0). In the second case (Fig. 1, middle subplot) the
demo initial and target positions are different but the new
target is the same with the initial position i.e. g = y0. In this
case, no motion is generated by the classical DMP. Finally,
in the third case (Fig. 1, bottom subplot), if the new target
is chosen below the initial position, or more generally when
sign(g−y0) = −sign(gd−y0,d), the classicalDMPproduces
amirrored trajectory. Unlike the classical DMP, the proposed
DMP++ retains the shape of the demonstrated trajectory in
all cases, without exhibiting any side-effects.

4.2 Comparison with other DMPVariants

Wefurther compare the proposedgeneralization against other
SoADMP variants that propose a different generalization. In
particular, we compare against [12] (wewill call it DMP-rot),
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Fig. 1 Comparison with classical DMP generalization. Top: The demo
start and goal positions are close. Middle: New goal set at the start
position. Bottom: Mirroring

which proposes a different spatial scaling that remedies the 3
aforementioned drawbacks of classical DMP. We also com-
pare against the bio-inspired DMP variant from [11] (we will
call it DMP-bio+), which remedies the scaling problem of
the bio-inspired DMP [10] for new target positions that are
not close to the demo target position.

Notice that both [12], that assumes the classical DMP
formulation, and [11], that assumes the bio-inspired DMP
formulation, use for spatial generalization the scaling matrix
Ks = R ||g− y0||||gd− yd,0|| , where R ∈ SO(3) is such that g− y0||g− y0|| =
R gd− yd,0||gd− yd,0|| . It becomes obvious from such a Ks , and in par-

ticular from ||g− y0||||gd− yd,0|| , that displacement in one axis can

affect the scaling in all axes, which in turn can result in over-
amplification of the amplitude of an axis even if there is no
displacement there. This effect is more pronounced for tra-
jectories where in a specific axis the amplitude of the demo
(i.e. the distance between the min and max position) is big-
ger than the distance between the original and final position.
Such trajectories are typical in many real practical scenarios
like packing.

To highlight these issues, we consider for the comparisons
such a trajectory, with a higher amplitude than the distance
between the initial and final demo position and examine the
spatial generalization for 4 different displacements of the new
target g from gd . The results are plotted in Fig. 2, where each
column depicts the results of a target displacement, with the
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Fig. 2 Spatial generalization comparison between the proposed
DMP++ and other DMP variants, for displacements of the new tar-
get g different from the demo target gd . In each column the top subplot
depicts the 3D paths and the two bottom subplots the corresponding

velocities and accelerations for an indicative axis. (a)/(b): Same z and
bigger/smaller displacement on the xy plane from y0. (c)/(d) Displace-
ment in all 3 axis, with lower/higher z

3D paths of each DMP variant on top and the corresponding
velocities and acceleration of an indicative axis at the bot-
tom. In the first case (Fig. 2-(a)),we can observe that although
both g and gd have the same z, the bigger displacement of g
from y0 on the xy plane results in a large scaling for DMP-
bio+ andDMP-rot. This behaviour in practical pick and place
tasks is arguably undesirable. For instance, when changing
the xy position of a box where an object is to be placed, but
the height of the box is the same, there is no good reason why
the height of the DMP trajectory should alter. Moreover, this
magnification of the amplitude generates much larger veloc-
ities and accelerations, as can be seen in the bottom subplots
of Fig. 2-(a)6. In contrast, DMP++ does not alter the ampli-
tude of the trajectory and exhibits a behaviour close to the
classical DMP. Notice also that the velocities and accelera-
tion of DMP++ and DMP coincide with the demo, as one
would expect given that the height of the target is unaltered.
Analogous conclusions can be drawn in Fig. 2-(b), where the
height of the target is the same, but this time the displacement
on the xy plane is smaller. Finally, in Fig. 2-(c),(d) the target
is displaced in all axes, with lower or higher z respectively
for g. Here, the scaling drawbacks of the classical DMP are
clearly manifested. Notice also, that although DMP-rot and

6 Note that DMP-bio+ produces a jerky acceleration which is owning
to the use of the mollifier kernel which have finite support (instead of
Gaussian kernels) [11].

DMP-bio+ do not generate large scalings and the resulting
path retains the demo shape, it is nevertheless rotated in such
a way that such a behaviour would not be very natural in
practical tasks (e.g. in a pick and place).

4.3 Generalization to Dynamic Via-Points

Here we test the spatial generalization in the presence of
dynamic via-points. We consider a single 2D demonstra-
tion for placing an object inside a box. During simulation
we consider a tighter box that is also higher than that of
the demonstration, hence via-points are used to ensure the
proper placement inside the box. A rectangular obstacle is
also present in the scene, with via-points specified relative to
it, so as to ensure its avoidance in a predictable manner. To
emulate dynamic changes in the scene, which typical occur
in real environments, the position of the box and the target
are displaced at different time instances.

We compare DMP++ with VMP [14]7. VMP are pre-
sented and tested in [14] only for static via-points. In order to
conduct a comparison with dynamic via-points, we extend

7 Other methods like [11, 29] are able to adapt only to a new continuous
trajectory segment and not via-points. Also, ProMP [24] and KMP [25]
require multiple demonstrations and do not address the case of dynamic
via-points.
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VMP so as to account for dynamic via-points too. Specifi-
cally, a VMP is given by:

y(s) = fp(s) + ATφ2(s) (17)

where fp(s) is given by Eq. 3, A ∈ R
6×n contains in each

column the coefficients of a 5th order polynomial for each
DoF and φ2(s) = [1 s s2 s3 s4 s5]T . The weights W in fp
are fitted to the demo, while A is adapted according to the
via-points, with the initial and target position treated as the
first and final via-point. In particular, given the current phase
value s, and the previous and next via-points yv(s1), yv(s2)
with s1 ≤ s < s2, A is determined by solving the system of
equations:

⎡

⎣
φ2(s j )

T

φ̇2(s j )
T

φ̈2(s j )
T

⎤

⎦ A =
⎡

⎣
( yv(s j ) − fp(s j ))T

( ẏ(s j ) − ḟp(s j ))T

( ÿ(s j ) − f̈p(s j ))T

⎤

⎦ , j ∈ {1, 2}

Similar to [14], we set the velocity and acceleration at each
via-point equal to that of the demonstration. Since via-points
may alter on the fly, to ensure continuity we consider as the
first via-point the current VMP point, i.e. we set s1 = s
and yv(s1) = y(s) (except for the initial via-point, which
has position y0). If the via-points are static, this approach
generates the same trajectory as in [14], since once A is
adapted from a via-point yv(s1) to a next via-point yv(s2),
then continuously updating A between yv(s) = y(s) and
yv(s2), with s ∈ (s1, s2) obviously yields the same A.

The simulated scenario and the results with DMP++ are
depicted in Fig. 3. At the top subplot, the initial target and
obstacle are shown, with the predicted DMP trajectory (i.e.
the one that would be produced) without the via-points plot-
ted with dashed cyan line, and after the adaptation to the
via-points with light blue dashed line. At t = 1.8 sec, the
obstacle is abruptly displaced (Fig. 3, middle subplot), and
the previous predictedDMPpath and the newpredictedDMP
path, based on the updated via-points, are plotted again. The
DMP path that has been executed so far is also shown with
solid blue line. Finally, at t = 3 sec, the target is abruptly dis-
placed (Fig. 3, bottom subplot). In all simulation snapshots,
comparing the cyan with the light blue dashed line, it’s obvi-
ous that without updating the DMP to the new via-points,
either a collision with the obstacle would occur or failure to
reach the target due to bumping at the box’s boundaries.

We carried out the same simulationwith VMP and plot the
final results against the DMP++ in Fig. 4, where on the top
subplot the 2D paths are drawn and on the bottom subplots
the velocity and acceleration norms against the demonstrated
ones. It can be observed from the velocities and accelerations
that VMP generates more abrupt and higher velocities and
accelerations, that differ significantly compared to the demo.

Fig. 3 DMP++ simulation with dynamic via-points. 1st subplot: Initial
predicted DMP path (i.e. the one that would be produced) with and w/o
the via-points. 2nd subplot: The obstacle is displaced and the current
executed DMP path as well as the previous and updated predicted DMP
path w/o and with the new via-points is shown. 3rd subplot: The target
is displaced

This shortcoming is due to the fact that the VMP adaptation
essentially overrides the demo with the only criterion being
the satisfaction of the two currently active via-point con-
straints. In contrast, DMP++ performs a global optimization
(see Eq. 10) that considers all via-points and adapts in a way
as consistent as possible with the demo.

4.4 Adding Kinematic Inequality Constraints

Here we compare with the framework from [27] which
uses the DMP formulation [26] with the classical DMP
scaling to generate the generalized trajectory { yd , ẏd , ÿd}i
over a horizon of N future time-steps which is then opti-
mized to respect kinematic limits like position velocity and
acceleration bounds as well as passing from via-points. We
show that by modifying the framework from [27] accord-
ing to Fig. 5, where the DMP with the classical scaling is
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Fig. 4 DMP++ vs VMP. Top
plot: 2D paths. Bottom plots:
velocity and acceleration L2
norms

replaced by DMP++ we achieve more efficient generaliza-
tion that accounts also for via-points. Notice that via-points
are included both in DMP++ and in the optimization module
of [27] (Fig. 5 brown rectangle) via the respective equality
constraints so as to guarantee that the constrained within the
kinematic inequality limits trajectory will also pass from the
via-points.

Simulation results of a 1 DoF example with two via points
and position, velocity and acceleration limits are shown in
Fig. 6, where the method proposed in [27] is used to opti-
mize the velocity profile with all relevant parameters chosen
as in [27]. To endow the optimizer with greater flexibility in
finding feasible solutions we consider the kinematic limits
as hard limits (grey dashed lines) and introduce the lower
and upper soft limits (magenta dashed lines) within the hard

limits. We want to preferably operate within the soft limits
and only exceed them if feasibility would be inevitable oth-
erwise [27]. It can be observed that the DMP++ (blue line)
retains the shape of the demonstration (green dash dotted
line), even in the presence of kinematic limits and via-points
(red asterisks). On the other hand, the DMP with the clas-
sical scaling (mustard dotted line) can induce large scalings
that generate velocities and accelerations that violate con-
siderably the limits, leading to saturation (see the 2nd and
3rd subplots of Fig. 6) and consequently the distortion of
the demonstrated shape, as can be observed comparing the
mustard with the green trajectory in the first subplot. This
distortion would be even more adverse for cases in which the
scaling is problematic like those presented in Fig. 1, where a
feasible solution may even not be found.

Fig. 5 Combination of the
proposed spatial generalization
with [27] to further impose
kinematic inequality constraints.
The image is taken from [27],
where the differences/additions
are highlighted with magenta.
DMP++ replaces the DMP with
the classical spatial scaling.
Via-points are also considered
during the generation of the
generalized (unconstrained)
trajectory yd
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Fig. 6 Comparison of the
classical DMP spatial
generalization against the
proposed DMP++ in
combination with [27] to
enforce kinematic inequality
constraints
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5 Experimental Validation

In this section, we further validate and demonstrate exper-
imentally the efficiency of DMP++ in practical pick and
place tasks involved in packing scenarios. In particular, we
showcase our method’s spatial generalization properties in
a dynamic environment and incorporation of dynamic via-
points.

5.1 Packing Scenario

The robot has to pick carton products and place them inside
boxes, where the size of the product and associated pack-
ing box can vary. A single demonstration is provided with a
small carton (5× 12× 5 cm) and a short box (10 cm height)
(Fig. 7a). This demonstration is encoded in a DMP. Then we
use this DMP to execute three scenarios: 1) packing the last
carton product used in the demo in a dynamically changed
box pose, 2) packing a larger carton product (12×12×20 cm)
to its associated box (28 cm height) and 3) the latter scenario

in the presence of dynamic obstacles. In all three scenarios,
depending on the height of the carton and box, via-points are
specified above the target pose to ensure a proper insertion of
the carton in the box. Moreover, in all cases the box’s target
pose is altered on the fly by a human, thus the associated tar-
get via-points change also dynamically. In the 3rd scenario,
via-points are specified w.r.t. the obstacle to avoid it in a pre-
dictable way. As the obstacle is introduced dynamically, the
associated via-points also change dynamically.

5.2 Technical Details

To carry out these experiments a velocity controlled ur5e
robot is used, with 2 ms control cycle, which takes as ref-
erence the velocity produced by the DMP transformation
system from Eq. 1, where y is either the Cartesian position
or for orientation y = log(Q ∗ Q̄0). The DMP weights are
updated online according to Eqs. 11, 13, while ε is set as in
the simulations. The current state constraint in the optimiza-
tion is set equal to the last state generated by DMP++. The

123

24   Page 10 of 18 Journal of Intelligent & Robotic Systems (2024) 110:24



Fig. 7 Demonstration and execution snapshots

code was implemented in c++ and run on a desktop pc with
an Intel® Core™ i7-9700 processor. In all cases, the opti-
mization at each control cycle was below 0.8 ms, which is
well within the 2ms control cycle of the robot. For the canon-
ical system from Eq. 5, we use ṡd = 1/T f , with T f = 10
sec.

The pose of all object’s that are employed in the exper-
iments are defined by apriltags which are tracked using a

realsense2 camera at 30 Hz. In general the target pose where
the carton should be placed in the box can be provided by
a perception system that determines the packing plan given
the current box packing/occupancy state. For simplicity, we
predefine the target placing pose relative to the box’s pose.
For the short box we employ 2 via-points placed every 5 cm
above the target pose and for the taller box 5 via-points placed
every 6 cm above the target. These via-points have the same
orientation as the target pose. For the obstacle a higher level
perception system could be employed for generating via-
points to circumvent the obstacle. Developing such a system
is beyond the scope of this work, therefore we consider for
simplicity two predefined via-points relative to the obstacle’s
center pose on the xy plane. The z position and orientation
at each via-point is set equal to the DMP++ reference at the
corresponding phase variable instance. To determinewhether
these via-points should be incorporated in the DMP, we con-
sider an augmented bounding box around the obstacle, equal
to the size of the obstacle + the half size of the carton. At
each control cycle, we sample the DMP reference trajectory
at 30 future points and check if any of these points are inside
the augmented box in order to use the obstacle’s via-points
in the DMP.

5.3 Results

For the first scenario (small carton, short box), snapshots
of the execution are shown in Fig. 7b, while the results are
plotted in Fig. 8. In particular, in Fig. 8a, the oriented path
executed by the robot is shown, where also the initial and
final box, target pose and associated via-points are visualized
(the initial ones with opaque colors and the final ones with
more vivid colors). The target change is also indicated by a
light red line and we further plot the demonstrated path (cyan
dotted line) for comparison. In Fig. 8b the translational and
rotational velocity norm profile for the execution (blue line)
and the demo (green line) are plotted, as well as the target
displacement dynamics (magenta line). The demo velocity
profile is scaled temporarily to the execution time duration,
bymultiplying the velocitywithT f ,d/T f ,whereT f ,d = 13.5
sec is the demo duration. Moreover, the distance between the
initial and target demo poses are

∣∣∣∣ pg,d − p0,d
∣
∣
∣
∣ = 0.39 m

for the position and
∣∣∣∣log(Qg,d ∗ Q0,d)

∣
∣
∣
∣ = 48 degrees for

the orientation,while during execution the corresponding ini-
tial displacements were larger with values

∣
∣
∣
∣ pg(0) − p0

∣
∣
∣
∣ =

0.45 m and
∣
∣
∣
∣log(Qg(0) ∗ Q0)

∣∣∣∣ = 67 degrees. These larger
displacements during execution cause the velocity profile to
scale up initially (for t ∈ [0 3] sec) compared to the demo.
As the target position is further displaced after t = 3 sec,
the velocity during execution further scales up compared to
the demo. Nevertheless, the scaled execution norm velocity
profile resembles the demonstrated one as expected. Some
discrepancies are expected due to the target change and the
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Fig. 8 Experiment 1: Place small carton in short box. The box is dis-
placed online. (a): Robot oriented Cartesian path and visualization of
the carton, box and the associated target and via-points. (b): Velocity
and target change

continuity and via-point constraints. Observe also from the
demo orientation velocity profile (Fig. 8b bottom) that the
orientation settles before the final target position is reached.
This is also the case in the execution, where however, due to
the orientation displacement by a total of 37 degrees (from
t = 3 until t = 4.2 sec), the velocity profile is readjusted
to reach the new target pose. Notice also that despite the tar-
get displacement which is a bit noisy and updated at a lower
rate (33 ms compared to the 2 ms control cycle), the gen-
erated velocity profile is smooth owning to the current state
constraint in Eq. 10e.

For the second scenario (large carton, tall box), snapshots
of the execution are shown in Fig. 7c, while the results are
plotted in Fig. 9, with the Cartesian oriented path and the rel-
evant via-points in Fig. 9a and the translational and rotational
velocity profile aswell as the target change in Fig. 9b.Despite
the larger shape of the carton and the box, the via-points con-
tribute in the successful execution. Notice that without the
via-points, the execution would fail, as shown in the execu-
tion snapshots in Fig. 7d. Training a new DMP with a new

Fig. 9 Experiment 2: Place large carton in tall box. The box is displaced
online. (a):Robot orientedCartesianpath andvisualizationof the carton,
box and the associated target and via-points. (b): Velocity and target
change

demonstration for the larger boxes could solve this issue.
However this is time-consuming and impractical, as for every
different object shape, a different DMP would be required.
Instead, one can employ a single DMP, which already
encapsulates the general desired motion shape-pattern, and
adjust-scale it according to the manipulated object’s size
using via-points in the DMP spatial generalization. Notice
also that using two separate DMPs, one for reaching the box
from the top and the second for inserting the carton would
increase the system’s complexity with an additional DMP.
Moreover, as also discussed in the introduction, in more gen-
eral and dynamic scenarios, using via-points is more flexible
than keeping track of multiple DMPs to connect the via-
points and also making additional modifications to ensure a
smooth transition between the DMPs. In our case, passing
through the via-points and the continuity and smoothness of
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the motion is handled automatically through the constraints
in Eq. 10, which further makes no prior assumption regard-
ing the number of via-points, while also accommodating the
case where they change dynamically.

Finally, in the last scenario shown in Fig. 7e, we see yet
another case of incorporating dynamically via-points in the
DMP generalization, in the context of obstacle avoidance.
Via-points can prove useful in such scenarios to steer the
robot along a route that is more ergonomic and clutter-free.
This can also be combined with the use of artificial potential
functions for volumetric obstacle avoidance [30] to ensure
that no collisions occur. Since this is not the main focus in
this work and to keep things simple we define the via-points
at a distance from the obstacle, considering the dimensions of
the obstacle and the carton. The results are plotted in Fig. 10
where the final obstacle pose is plotted with magenta, along
with its augmented bounds, shown in light red. The obsta-
cle via-points, from which the robot passes to circumvent
the obstacle, are depicted with cyan asterisks. Notice that
the DMP trajectory can in general pass through the aug-
mented obstacle bounds. They are not a forbidden region.
Instead, they are used here as a rough estimate to detect
when to include the obstacle via-points, from which if the
DMP passes, it should avoid the obstacle.

A video with all the experimental scenarios along with
explanations and visualizations can be found at https://youtu.
be/1Nlzv_yjPwU

6 Discussion

The conducted simulations and experiments validate the
capability of the proposed method to incorporate dynamic
via-points in DMP and improve its spatial generalization. In
particular, the classical DMP [1] and subsequent variations to
improve its spatial generalization [11, 12] have been shown to
produce problematic spatial generalization. This is attributed
to the fact that these methods scale the demonstrated tra-
jectory based on the ratio g−y0

gd−yd,0
, i.e. the distance between

the new initial and target position, over the demonstrated
distance. This fact alone makes these methods sensitive to
the initial and final values of the demo and the new ones,
and therefore prone to overscaling. In contrast, the proposed
method does not suffer from such over-scaling, as it tries
to minimize the distance from the demonstrated accelera-
tion, which encapsulates the shape of the demo. Therefore,
the proposed method retains the shape of the demo while
ensuring scaling of the generated trajectory to the new tar-
get. Additionally, the proposed novel generalization as it was
shown, can be combined with our previous work [27] to
impose kinematic inequality constraints in order to gener-
ate feasible trajectories in the presence of kinematic bounds
related to the robot.

Fig. 10 Experiment 3: Place large carton in tall box. The box is dis-
placed online and a dynamic obstacle is introduced. (a): Robot oriented
Cartesian path and visualization of the carton, box, obstacle and the
associated target and obstacle-avoidance via-points. (b): Velocity and
target change

Moreover, previous DMP methods were unable to incor-
porate via-points, let alone dynamic ones. Other DMP-like
methods, like VMP, have only considered static via-points.
With the incorporation of dynamic via-points, the proposed
method enriches the spatial generalization capabilities of
DMP, allowing them to account for the geometry/shape of
the involved objects, as in the packing scenario, presented in
Section 5.

Another example application that was presented, was the
use of via-points to dictate how the DMP should shape its
trajectory in the presence of other objects, like obstacles.
Via-points can prove useful in such scenarios to steer the
robot along a route that is more ergonomic and clutter-free.
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This can also be combined with the use of artificial potential
functions for volumetric obstacle avoidance [30] to ensure
that no collisions occur. Another scenario, discussed in the
Introduction,where via-points could prove expedient is to use
them so as to push aside other objects that obstruct reaching
pathways to a desired target [15].

Finally, it should be noted that in this work, via-points
relative to each object were set in advance and tracked during
execution via apriltags. While this is a viable solution for
scenarios where the shape and type (e.g. obstacle or not) of
the objects that can be involved are known apriori, in more
general scenarios, a higher level perception system would
be required to classify the objects in the scene and extract
appropriate key-points (via-points) relative to each one.

7 Conclusions

In this work we presented an improved spatial generaliza-
tion for DMP that enables the incorporation of dynamic
via-points by proposing an on-line adaptation scheme for
the DMP weights that minimizes the distance from the
learned demonstrated acceleration profile. Thus, the demon-
stratedmotion pattern is retained and dynamic via-points and
initial/final state constraints are satisfied. Comparative sim-
ulations with other SoA methods showcase the advantages
of the proposed method. Further validation is carried out via
experimental packing scenarios in a dynamic environment
where the incorporation of via points enables the use of a sin-
gle demonstration for executing packing evenwhen obstacles
are introduced in the scene and objects and boxes of different
sizes are used, whose pose can even change dynamically.

Appendix A: Unit Quaternion Preliminaries

Given a rotation matrix R ∈ SO(3), an orientation can
be expressed in terms of the unit quaternion Q ∈ S

3 as
Q = [w vT ]T = [cos(θ2) sin(θ2)kT ]T , where k ∈ S

2,
θ2 = θ/2 with θ ∈ [−π, π) are the equivalent unit axis
- angle representation. The quaternion product between the
unit quaternions Q1, Q2 is denoted as Q1 ∗ Q2. The inverse
of a unit quaternion is equal to its conjugate which is Q−1 =
Q̄ = [w −vT ]T . The logarithmic η = log(Q) and exponen-
tial Q = exp(η) mappings log : S

3 → R
3, exp : R

3 → S
3

respect the manifold’s geometry and are defined as follows:

log(Q) �
{
2 cos−1(w) v

||v|| , |w| �= 1
[0, 0, 0]T , otherwise

(18)

exp(η) �
{

[cos(||η/2||), sin(||η/2||) ηT

||η|| ]T , ||η|| �= 0
[1, 0, 0, 0]T , otherwise

(19)

It can be found analytically that the relations between the
rotational velocity and the derivative of the quaternion loga-
rithm are:

ω = Jηη̇ (20)

η̇ = J†η ω (21)

where

Jη � kkT + sin(θ2) cos(θ2)

θ2
(I3 − kkT ) + sin2(θ2)

θ2
[k]×

(22)

J†η = kkT + θ2 cos(θ2)

sin(θ2)
(I3 − kkT ) − θ2[k]× (23)

where [k]× denotes the skew-symmetric matric of k. For
θ = 0 it can be easily verified that taking the limit of Eqs.
22, 23 and using L’Hospital’s rule we get Jη = J†η = I3.

Differentiating Eqs. 20, 21 we can obtain the relations
between the quaternion logarithm second time derivative and
the rotational acceleration:

ω̇ = Jηη̈ + J̇ηη̇ (24)

η̈ = J†η ω̇ + J̇†η ω (25)

where

J̇η =
(
1 − sin(θ2) cos(θ2)

θ2

)
(k̇kT + kk̇T ) + sin2(θ2)

θ2
[k̇]×

+
(
1 − 2 sin2(θ2)

θ2
− sin(θ2) cos(θ2)

θ22

)

θ̇2(I3 − kkT )

+
(
2 sin(θ2) cos(θ2)

θ2
− sin2(θ)

θ22

)

θ̇2[k]× (26)

J̇†η =
(
1 − θ2 cos(θ2)

sin(θ2)

)
(k̇kT + kk̇T ) − θ̇2[k]× − θ2[k̇]×

+
(
sin(θ2) cos(θ2) − θ2

sin2(θ2)

)
θ̇2(I3 − kkT ) (27)

with θ̇2 = 1
2 k

T η̇ and k̇ = 1
2

(
1−kkT

θ2
η̇
)
. Taking the limit of

Eqs. 26, 27 for θ = 0 we have that J̇η = J̇†η = 0.
Finally, the relations between the Cartesian torque τ and

its transformation in the quaternion logarithm space τ η is
given by:

τ η = JT
η τ (28)

τ = (J†η )T τ η (29)

These mappings follow readily from the preservation of
power, i.e. it should hold that ωT τ = η̇T τ η.
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Appendix B: Recursive Least Squares deriva-
tions

Here we provide some useful results in the form of theorems
which facilitate the proof of the update formulas Eqs. 11, 13
that solve Eq. 10. Results in Section 2 from [31] for vec-
tors are here extended for matrices in Theorems 1, 2, and 5.
Theorems 1, 2 are used in the proof of Theorems 3 - 5, and
Theorems 2 - 5 are employed in the proof for solving Eq. 10.

Theorem 1 The solution to the problem:

minW tr{(Y − WT�)T R−1(Y − WT�)} (30)

with Y ∈ R
n×m, W ∈ R

k×n, � ∈ R
k×m, rank(�) = k,

R ∈ Sn++ is given by:

W0 = P0�R−1Y T (31)

P0 = (�R−1�T )−1 (32)

where P0 > 0.

Proof Taking the derivative of f0 w.r.t. W and solving for
W , it is straightforward to verify that the solution is indeed
given by W0, where P > 0 since R > 0 and rank(�) = k.
�

Theorem 2 The solution to the problem:

minW f0(W) + tr{(Z − WT H)T R−1
1 (Z − WT H)} (33)

with f0(W) = tr{(Y − WT�)T R−1(Y − WT�)}, Y ∈
R
n×m,W ∈ R

k×n,� ∈ R
k×m, rank(�) = k, R, R1 ∈ Sn++,

Z ∈ R
n×l , H ∈ R

k×l , can be obtained from the solutionW0,
P0 of minW f0(W) as follows:

W1 = W0 + P0H(R1 + HT P0H)−1(Z − WT
0 H)T (34)

P1 = P0 − P0H(R1 + HT P0H)−1HT P0 (35)

P−1
1 = P0 + HR−1

1 HT (36)

where P1 > 0.

Proof We can rewritte the cost function in Eq. 33 as

tr{(Ȳ − WT �̄)T R̄−1(Ȳ − WT �̄)}

with

Ȳ = [Y T ZT ]T , �̄ = [�T HT ]T , R̄ = blkdiag(R, R1)

and apply the result of Theorem 1 to get:

W = P−1
1 �̄R̄−1Ȳ T = P−1

1 (�R−1Y T + HR−1
1 ZT ) (37)

where P−1
1 = �̄R̄−1�̄

T = (P−1
0 +HR−1

1 HT )with P−1
0 =

�R−1�T . It follows that P−1
1 > 0, since P−1

0 > 0, due to
R > 0 and rank(�) = k, and HR−1

1 HT ≥ 0. Applying the
matrix inversion lemma it follows that P1 is indeed given by
Eq. 35 and substituting it in Eq. 37 we get:

W =W0 − P0H(R1 + HT P0H)−1(WT
0 H)T+

(P0 − P0H(R1 + HT P0H)−1HT P0)HR−1
1 ZT

(38)

where W0 = P0�R−1Y T , P0 = (�R−1�T )−1 is indeed
the solution of minW f0(W) based on Theorem 1. We can
further process the last term in Eq. 38, i.e.:

(P0 − P0H(R1 + HT P0H)−1HT P0)HR−1
1 ZT

= (P0H − P0H(R1 + HT P0H)−1HT P0H)R−1
1 ZT

= P0H(Ik−(R1+HT P0H)−1(±R1+HT P0H))R−1
1 ZT

= P0H(R1 + HT P0H)−1ZT (39)

and substituting it back to Eq. 38 we arrive at the solution
given by Eq. 34. �


Theorem 3 Problem Eq. 33 is equivalent to the problem

minW tr{(W − W0)P
−1
0 (W − W0)

T }+ (40)

tr{(Z − WT H)T R−1
1 (Z − WT H)} (41)

where W0, P0 are the solution to minW f0(W).

Proof Taking the gradient and solvingw.r.t.W wecan readily
obtain Eq. 37 after which the same analysis as in the proof
of Theorem 2 follows. �


Theorem 4 The optimization problem

minW f0(W) (42)

s.t . WT H = Z

with f0(W) = tr{(Y − WT�)T R−1(Y − WT�)}, Y ∈
R
n×m, W ∈ R

k×n, � ∈ R
k×m, rank(�) = k, R ∈ Sn++,

Z ∈ R
n×l , H ∈ R

k×l , rank(H) = l ≤ k , is equivalent to
the problem:

minW f0(W) + tr{(Z − WT H)T R−1
ε (Z − WT H)} (43)

for Rε → 0+.

Proof To find the solution of Eq. 42 we introduce the Lan-
guage multipliers V ∈ R

n×l and form the Lagrangian
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L(W , V ) = f0(W) + 2tr{V T (WT H − Z)}. The KKT con-
ditions are:

∂L

∂W
= −�(Y − WT�)T + HV = 0 (44)

∂L

∂V
= HTW − ZT = 0 (45)

Solving Eq. 44 for W we get:

W = W0 − P0HV (46)

where W0 = P0�Y T , P0 = (�R−1�T )−1 which is indeed
invertible since rank(�) = k. Since P0 is invertible and
rank(H) = l, i.e. has full column rank, we can substitute Eq.
46 in Eq. 45 to solve for V :

V = −(HT P0H)−1(Z − WT
0 H)T

Substituting the last equation in Eq. 46, we obtain the solu-
tion:

W1 = W0 + P0H(HT P0H)−1(Z − WT
0 H)T (47)

Turning our attention to problem Eq. 43 we can apply the
result of Theorem 2 and notice that for R1 = Rε → 0+ we
get indeed the same solution as in Eq. 47. �

Theorem 5 Given the solution W1, P1 of the problem

minW f0(W) + tr{(Z − WT H)T R−1
1 (Z − WT H)} (48)

with f0(W) = tr{(Y − WT�)T R−1(Y − WT�)}, Y ∈
R
n×m,W ∈ R

k×n,� ∈ R
k×m, rank(�) = k, R, R1 ∈ Sn++,

Z ∈ R
n×l , H ∈ R

k×l , the solution to the problem:

minW f0(W) (49)

can be calculated as:

Ŵ0 = W1 + P1H(−R1 + HT P1H)−1(Z − WT
1 H)T

(50)

P̂0 = P1 − P1H(−R1 + HT P1H)−1HT P1 (51)

P̂−1
0 = P−1

1 − HR−1
1 HT (52)

where P̂0 > 0.

Proof Denoting

f1(W) = f0(W) + tr{(Z − WT H)T R−1
1 (Z − WT H)}

it follows that

f0(W) = f1(W) − tr{(Z − WT H)T R−1
1 (Z − WT H)}

We can rewrite f1(W) as:

f1(W) = tr{(Ȳ − WT �̄)T R̄−1(Ȳ − WT �̄)}

with

Ȳ = [Y T ZT ]T , �̄ = [�T HT ]T , R̄ = blkdiag(R, R1)

Minimizing f0(W) we have:

∂ f0
∂W

=
∂

(
f1(W)−tr{(Z−WT H)T R−1

1 (Z−WT H)}
)

∂W
=0

(P−1
1 − HR−1

1 HT )W = (�̄R̄−1Ȳ T − HR−1
1 ZT ) (53)

where P−1
1 = �̄R̄−1�̄

T = P−1
0 + HR−1

1 HT and P−1
0 =

�R−1�T . Since R > 0 and rank(�) = k it follows that
P−1
0 > 0 which also entails that P−1

1 > 0 as R1 > 0 and
HR−1

1 HT ≥ 0. Notice also that (P−1
1 −HR−1

1 HT ) = P−1
0

hence we can invert it in Eq. 53 to get:

W = (P−1
1 − HR−1

1 HT )−1(�̄R̄−1Ȳ T + H(−R−1
1 )ZT )

Applying the matrix inversion lemma we have:

W = W1 − P1H(−R1 + HT P1H)−1(WT
1 H)T+

(P1 − P1H(−R1 + HT P1H)−1HT P1)H(−R−1
1 )ZT

(54)

where W1 = P1�̄R̄−1Ȳ T , P1 = (�̄R̄−1�̄
T
)−1 is indeed

the solution of minW f1(W) based on Theorem 1. Notice
that −R1 + HT P1H is in fact negative definite, hence it is
invertible. To prove so, consider the following matrix:

M =
[
P−1
1 H
HT R1

]

Since P−1
1 > 0 and the Schur complement of M w.r.t. the

upper left block matrix is P−1
1 − HR−1

1 HT = P−1
0 > 0 it

follows that M > 0 [32]. Therefore, as R1 > 0 and M > 0
it should also hold that the Schur complement of M w.r.t. the
lower right block matrix should be positive definite, i.e.:

R−1
1 − HT P1H > 0 ⇒ −R−1

1 + HT P1H < 0

We can further process the last term in Eq. 54 similar to the
analysis in Eq. 39 to find that:

(P1 − P1H(−R1 + HT P1H)−1HT P1)H(−R−1
1 )ZT =

P1H(−R1 + HT P1H)−1ZT

123

24   Page 16 of 18 Journal of Intelligent & Robotic Systems (2024) 110:24



and substituting the last in Eq. 54 we obtain the result given
by Eq. 50. Finally, having already established that P1 > 0
and −R−1

1 + HT P1H < 0 it follows that −P1H(−R1 +
HT P1H)−1HT P1 ≥ 0 hence P̂0 > 0. �
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