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Abstract
Due to the reliance on model knowledge and the lack of compensation mechanism, Nonlinear Dynamic Inversion (NDI) 
control does not provide the essential robustness in the face of disturbances such as the Center of Gravity (CG) sudden 
change. To overcome this deficiency, a novel adaptive NDI control approach based on the L1 adaptive structure, called L1 
Adaptive Nonlinear Dynamic Inversion (L1-ANDI), is presented, which can guarantee the desired dynamic performance 
while overcoming the influence of disturbances and uncertainties. In particular, the introduction of a low-pass filter makes 
the L1-ANDI control realize the decoupling of fast adaptation and robustness. Furthermore, the effect of CG variations on 
the aircraft is analyzed from the aerodynamic perspective, and the L1-ANDI-based flight controller is designed to eliminate 
the influence of the CG variations. A series of simulation results demonstrate that the designed flight controller can achieve 
satisfactory performance and is robust to the disturbance of CG sudden variations.

Keywords Nonlinear Dynamic Inversion · L1 Adaptive control · Low-Pass Filter · Flight Control System · The Center of 
Gravity Variations

1 Introduction

The Center of Gravity (CG), one of the critical parameters for 
the aircraft, is directly related to stability and handing quality. 
The CG variations may cause the aircraft to deviate from its 
normal dynamics, or worse, it may destroy the original stability, 
which is a serious threat to safe flight. Therefore, it is of great 
significance to improve the robustness of the flight control law 
for aircraft with CG variations.

From the aerodynamics point of view, the inherent 
characteristics of the CG make its variations inevitably bring 
additional moments, further resulting in cross-coupling between 
the pitch, roll, and yaw channels. Its complexity determines that 
the traditional gain-scheduling approaches are difficult to cope 
with this challenge, that is, to overcome disturbances caused by 
the CG variations while ensuring the desired dynamic performance 

of the aircraft after the CG variations. Nevertheless, the maturity of 
nonlinear control methods presents a promising solution.

Nonlinear Dynamic Inversion (NDI), as a widely used feed-
back linearization nonlinear control technical, eliminates the 
nonlinearities in the system and the coupling between the chan-
nels through a feedback inversion strategy, thus ensuring the 
desired dynamics of the system. Because it does not require a 
tedious and complicated gain-scheduling and has the advantages 
of rapidity and strong decoupling ability, the NDI technical 
has been widely applied in the control law design of VSTOL 
aircraft [1, 2], fighters [3, 4], hypersonic vehicle [5], etc. Due 
to its reliance on accurate model knowledge, the NDI control 
exposes the problem of insufficient robustness in the face of 
model uncertainties and disturbances. Sieberling S and Wang 
X adopted the Incremental NDI (INDI) approach to enhance 
the robustness of a flight control system [6, 7]. However, as a 
significant feedback signal, the accuracy of angular acceleration 
signals is directly related to the robustness of the INDI control. 
To the best of the author’s knowledge, angular acceleration sig-
nals are usually obtained by way of numeric differentiation of 
filtered angular rates. In this process, differentiation and filtering 
inevitably reduce the accuracy and real-time performance of 
angular accelerations, thereby deteriorating the robustness of 
INDI control. Therefore, the practical problem of how to obtain 
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accurate angular accelerations hinders the application of the 
INDI technique in practice.

Another way is to integrate an adaptive structure into the 
NDI control approach to improve its robustness, whose type of 
improvement is called Adaptive Dynamic Inversion (ANDI). 
This technology has been widely developed and applied in 
several fields [8–11]. I.M. Mehedi. et al. proposed an adaptive 
generalized NDI based on sliding mode control and applied it 
to angular position tracking of the rotary flexible joint system 
[8]. Qizhi He. et al. combined observer and NDI to propose 
an observer-based RNDI control for designing the fault-toler-
ant controller of damaged aircraft [9]. L. Wang employed the 
ANDI to design the automatic carrier landing control law to 
reject the disturbance of the air wake and lateral coupling [10]. 
Joshi, Girish and Radhakant Padhi incorporate neural network 
technology in NDI control and propose a robust nonlinear con-
trol, which is successfully solved the challenging problem of 
satellite formation flying [11].

In the adaptive control structure, the adaptive algorithm acts 
as a compensation mechanism to estimate the impact of uncer-
tainties and disturbances based on dynamic errors. Further, 
the controller compensates the system based on the estimated 
results. Therefore, adding an adaptive structure to NDI control 
is a reasonable and effective way to enhance the robustness of 
the system subjects to disturbances and uncertainties.

L1 adaptive control, an adaptive control approach with 
excellent performance and strong robustness, was first proposed 
by Cao C and Naira Hovakimyan in the 2006 American control 
conference [12]. This adaptive approach developed from the 
Model Reference Adaptive Control (MRAC). By adding a low-
pass filter, the L1 adaptive controller solves the problem in the 
traditional MRAC that excessive adaptive gain tends to cause 
oscillations. In addition, the L1 adaptive control not only makes 
the system robust to model uncertainties and disturbances but 
also realizes the decoupling of robustness and fast adaptation. 
Therefore, the L1 adaptive control technical has received great 
attention after it was proposed, and it has been successfully 
applied in many aspects [13–21]. Heusden K V proved the 
L1 adaptive feedback control approximates an implementable 
LTI controller and explained why L1 adaptive control does not 
require sufficiency of excitation [22]. Divine Maalouf applied 
L1 adaptive control to underwater vehicles and tested the closed-
loop system performance in different experimental scenarios 
[23]. For the nonsquare MIMO system, Hanmin Lee developed 
an L1 adaptive controller for a missile longitudinal autopilot. 
Results demonstrated that the designed controller could improve 
the performance over the stand-alone autopilot and achieve the 
desired performance [24]. Tyler Leman applied the L1 adaptive 
control to an X-48B aircraft flight control law. The effectiveness 
of the controller has been verified at different state points. Even 
in the case of severe cross-coupling and control surface failures, 
the L1 adaptive-based controller ensured uniform transient and 
steady-state performance in the whole flight envelope [25]. From 

the above research results, the L1 adaptive control technique can 
effectively overcome the influence of disturbances and is expert 
in solving the control problem of the complex system, including 
uncertainties and unmolded dynamics.

To enhance the robustness of NDI control, the L1 adap-
tive structure, as a compensation mechanism, is introduced 
into the NDI control. So a novel L1 Adaptive Nonlinear 
Dynamic Inversion (L1-ANDI) control approach is proposed 
in this paper, which not only retains the fast decoupling of 
NDI, but also inherits excellent robustness and fast adapta-
tion of L1 adaptive control. Further, the proposed L1-ANDI 
control structure is applied to nonlinear aircraft to address 
the problem of the CG variations. Moreover, the nonlinear 
aircraft model with CG variations is established, and the 
influence caused by the CG shift is also analyzed.

The rest of this paper is organized as follows. Section 2 
analyzes the NDI control system and formulates the control 
problem. The L1-ANDI control technique is presented, and 
its stability is analyzed in Section 3. In Section 4, the air-
craft model with CG variations is established, and the flight 
control law is designed based on the proposed L1-ANDI 
method. In Section 5, the designed flight controller is simu-
lated and verified under the disturbance of the CG sudden 
shifts. Finally, Section 6 concludes this paper.

2  Nonlinear Dynamic Inversion

As a typical nonlinear control method, NDI utilizes a strat-
egy of feedback inversion to eliminate the nonlinear terms 
of the system, thus guaranteeing the system to achieve the 
desired dynamic behavior.

Generally, the nonlinear system can be described as:

where, x(t) ∈ ℝn, u(t) ∈ ℝm , and y(t) ∈ ℝm are the system states, 
control inputs, and outputs, respectively. f(x) ∈ ℝnrepresents 
the nonlinear matrix of system the independent of control, and 
G(x) ∈ ℝn × m represents the nonlinear control matrix. λ ∈ ℝm × mis 
the control effectiveness matrix with known symbols, 
C ∈ ℝm × nis the output distribution matrix. ξ(x, t) ∈ ℝndenotes 
unknown nonlinear interferences, including external distur-
bances, parameter uncertainties, and unmodeled dynamics.

The system (1) can be reasonably rewritten as

with

(1)
{
ẋ(t) = f (x) + G(x)𝜆 u(t) + 𝜉(x, t)

y(t) = Cx(t)

(2)
{
ẋ(t) = f (x) + G(x)(𝜆 u(t) + 𝛿(x, t))

y(t) = Cx(t)

(3)�(x, t) = G(x, t)�(x, t)
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The system satisfies the following assumptions:

Remark 1 Taking the aircraft as a background, it is reason-
able to assume that the nonlinear system order n is equal to 
the number of input order m, that is, n = m. Additionally, 
the outputs coincide typically with the control states and 
are assumed to be physically similar. For example, three 
angular rates or attitude angles. For the system whose order 
n is greater than the number m of inputs (n > m), the singular 
perturbation theory can be employed to separate the states 
on time scales, that is, the states can be cascade controlled 
according to the speed of the response. On the contrary, for 
the system with n < m, a generalized NDI approach can be 
applied, as detailed in Refs [26, 27].

Assumption 1 Disturbance δ(x, t) is globally bounded. There 
exist positive constants D and X, and the δ(x, t) is bounded 
hold all t > 0 provided that the states are bounded ‖x(t)‖∞ ≤ X.

Assumption 2 There are dδ, x > 0 and dδ, t > 0, the partial 
derivatives of the δ(x, t) are semi-global uniformly bounded.

Assumption 3 Uniform boundedness of control effective-
ness matrix.

Inspired by Ref [28], as long as the state x(t) is differenti-
able or piecewise differentiable, the δ(x, t) can be further 
linearly parameterized.

Assumption 4 ϑ(t) and σ(t) satisfy the following boundary 
conditions

When there is no disturbance, and the system model is 
completely known, that is λ = In and δ(x, t) = 0, the NDI con-
trol law is designed as:

where νdes(t) is the virtual control that represents the 
expected dynamic behavior of the system. At this time, the 
system under NDI control law is ẋ(t) = 𝜈des(t) . It means that 
the system response reaches the desired dynamic under ideal 
conditions.

If there are interferences such as external disturbances 
and model uncertainties, the dynamic of the system becomes

‖�(x, t)‖∞ ≤ D

(4)
‖‖‖‖
��(x, t)

� x

‖‖‖‖∞ ≤ d�,x,
‖‖‖‖
��(x, t)

� t

‖‖‖‖∞ ≤ d�.t

(5)� ∈ Λ ≜ [0, 1]

(6)�(x, t) = �(t)‖x(t)‖∞ + �(t)

(7)
‖𝜗(t)‖∞ ≤ 𝜗b, ‖𝜎(t)‖∞ ≤ 𝜎b���̇�(t)��∞ ≤ d𝜗, ‖�̇�(t)‖∞ ≤ d𝜎

(8)u(t) = G(x)−1
(
�des(t) − f (x)

)

with

Obviously, suffering from disturbances, the system response 
no longer satisfies the desired dynamics. It reveals that the NDI 
control lacks the essential robustness to disturbances, which hin-
ders its application in practice. In terms of enhancing the robust-
ness, combined with L1 adaptive structure, this paper proposes 
a robust ANDI control method called L1-ANDI.

3  L1 Adaptive Nonlinear Dynamic Inversion

As the name indicates, the L1-ANDI control is composed of 
NDI control and L1 adaptive structure. The former is still uti-
lized to cancel the known nonlinear terms of the system, while 
the latter is implemented to overcome the effects caused by dis-
turbances. In terms of the architecture, the L1 adaptive structure 
includes three parts, consisting of an adaptive law, a state predic-
tor, and a controller with a low-pass filter.

3.1  Control law

L1-ANDI control law consists of two parts: NDI control 
uNDI(t) and L1 adaptive control uL1(t).

with

where s is the Laplace operator. The virtual controlνdes(t) 
is designed as

among them, xcmd(t) is the command signal, Am ∈ ℝn × nis the 
Hurwitz matrix, representing the expected dynamic character-
istics of the system. Since the disturbances are unknown, the 
estimated values �̂�(t) , �̂�(t) , and �̂�(t) generated by the adaptive 
law are used instead of λ(t), ϑ(t), and σ(t). The filter gain KD > 0 
and the transfer function D(s) are both filter components, and the 
specific form of the corresponding low-pass filter is:

(9)ẋ(t) = vdes(t) + 𝜏(x, t)

(10)� (x, t) ≜ G(x)
�
�(t)‖x(t)‖∞ + �(t) +

�
� − I

n

�
u (t )

�

(11)u(t) = uNDI(t) + uL1(t)

(12)uNDI(t) =
(
G(x)�̂�(t)

)−1(
𝜈des(t) − f (x)

)

(13)
uL1(s) = −KDD(s)�̂�(s)

�̂�(t) ≜ �̂�(t)uL1(t) + �̂�(t)‖x(t)‖∞ + �̂�(t)

(14)�des(t) = Am

(
x(t) − xcmd(t)

)

(15)C(s) =
�KDD(s)

1 + �KDD(s)
,C(0) = 1
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Remark 2 As key parameters, the choice of D(s), KD, and λ 
must satisfy the following L1-norm condition [12].

To simplify the structure, letD(s) = 1

s
 , and the low-pass 

filter becomesC(s) = �KD

s+�KD

 . Although the L1-norm condition 
(16) can always be satisfied by choosing a sufficiently large 
filter bandwidth λKD, this may lead to a closed-loop system 
with overly small robustness margins, susceptible to meas-
urement noise, and even oscillations. Therefore, the choice 
of bandwidth λKD and D(s) requires a combination of 
L1-norm condition and system robustness.

The low-pass filter plays two roles in the control law (13), 
as follows:

1. The introduction of a low-pass filter is sufficient to 
cancel out undesirable high-frequency dynamics of the 
parameters estimated by the adaptive law, which prevents 
the system from oscillations due to fast adaptation.

2. Since the controller (13) only compensates for the low-
frequency part of disturbances, the existence of the low-pass 
filter is capable of allowing larger adaptation gain. It solves 
the problem of insufficient rapidity in the traditional adap-
tive structure due to low adaptation gain so that L1-ANDI 
control satisfies the robustness requirements while taking 
into account the rapid response of the system.

3.2  State predictor

Under the action of the control law, the state predictor has the 
desired dynamics of the system, which can be designed as follows

where x̂(t) ∈ ℝ
n represents the predictor state.

3.3  Adaptive law

According to errors between the system and the state 
predictor, the adaptive law updates the estimates of�̂�(t) , 
�̂�(t) , and �̂�(t) , then feeds them back to the L1-ANDI 
controller to adjust the system. Besides, while the 
adaptive law accurately estimates the impact of dis-
turbances, it also ensures system stability. The projec-
tion operator Proj(⋅, ⋅) is defined before designing the 
adaptive law [29].

Definition 1 Consider a convex compact set defined by

(16)
‖‖‖
(
sI − Am

)−1
G(x)(1 − C(s))

‖‖‖L1𝜗b < 1

(17)
� ̇̂x(t) = Amx̂(t) − Amxcmd(t)

+ G(x)
�
�̂�(t)uL1(t) + �̂�(t)‖x(t)‖∞ + �̂�(t)

�
y(t) = Cx̂(t)

�C =
{
� ∈ ℝ

n,�min
i

≤ �i ≤ �max
i

}

where �max
i

and �min
i

 are upper and lower bounds for the i-th 
component of the μ. ε is a sufficiently small positive constant 
satisfied �min

i
+ � ≤ �i ≤ �max

i
− � , μi ∈ ΩC. Then, the projec-

tion operator is defined by

Recalling the projection operator, the adaptive law is 
designed as follows:

In the adaptive law, Γ ∈ R+ is adaptation gain, the sym-
metric positive definite matrix P = PT > 0is the solution of 
the Lyapunov function AT

m
P + PAm = −Q . Q = QT > 0 is also 

a symmetric positive definite matrix.e(t) represents the error 
between the system and the state predictor.

The above structure reveals that the L1 adaptive structure, 
as the compensation mechanism, enhances the robustness of 
the L1-ANDI controller, enabling the L1-ANDI to perceive 
and estimate the occurrence of disturbances and reduce the 
dependence of the model, thus solving the problem that NDI 
control lacks robustness to disturbances. Not only that, the 
L1-ANDI control approach also avoids system oscillations 
due to excessive adaptation gain by the introduction of the 
low-pass filter, thus alleviating the contradiction between 
robustness and fast adaptation in traditional adaptive control.

3.4  Stability analysis

Define some parameter errors used in the analysis.

Next, define the boundary according to (5) and (7).

From (2), (11) and (17), the dynamic of tracking errors 
can be derived.

(18)Proj(𝜇, y) ≜

⎧
⎪⎪⎨⎪⎪⎩

𝜇max
i

−𝜇i

𝜀
yi if𝜇i > 𝜇max

i
− 𝜀, and yi > 0

𝜇i−𝜇
min
i

𝜀
yi if𝜇i < 𝜇min

i
+ 𝜀, and yi < 0

yi Otherwise

(19)
{ ̇̂
𝜆(t) = 𝛤 Pr oj

(
�̂�(t),−eT (t)PG(x)u

L1(t)
)
, �̂�(0) = �̂�0

̇̂𝜎(t) = 𝛤 Pr oj
(
�̂�(t),−eT (t)PG(x)

)
, �̂�(0) = �̂�0

̇̂
𝜗(t) = 𝛤 Pr oj

(
�̂�(t),−eT (t)PG(x)x(t)

)
, �̂�(0) = �̂�0

(20)e(t) = x̂(t) − x(t)

(21)

∼

𝜆(t) = �̂�(t) − 𝜆
∼

𝜗(t) = �̂�(t) − 𝜗(t)
∼
𝜎(t) = �̂�(t) − 𝜎(t)

(22)� ( � ) ≜ 4

(
1 + �2

b
+ �2

b
+

�max(P)

�min(Q)

(
�
b
d� + �

b
d�

))
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Selecting the Lyapunov function candidate:

At the initial timet = 0, the function satisfies the boundary 
conditions:

(23)
ė(t) = Am(t)e(t)

+ G(x)

�
∼

𝜆(t)uL1(t) +
∼

𝜗(t)‖x(t)‖∞ +
∼
𝜎(t)

�

(24)

V

(
e(t),

∼

�(t),
∼

�(t),
∼
�(t)

)

= eT (t)Pe(t) + � −1

(
∼

�
T

(t)
∼

�(t) +
∼
�
T

(t)
∼
�(t)

)

+ � −1trace

(
∼

�
T

(t)
∼

�(t)

)

(25)V(0) ≤
4

�

(
1 + �2

b
+ �2

b

)
≤

�(�)

�

For∀t ∈ [0, τ), the substitution of the projection operator-
based adaptive law (19) into the Eq. (26) leads to

(26)

V̇(t) = 2eT (t)Pė(t) +
2

𝛤

�
∼

𝜗
T

(t)
∼̇

𝜗(t) +
∼
𝜎
T

(t)
∼̇
𝜎(t)

�

+
2

𝛤
trace

�
∼

𝜆
T

(t)
∼̇

𝜆(t)

�

= −eT (t)Qe(t) +
2

𝛤
trace

�
∼

𝜆
T

(t)
�
̇̂
𝜆(t) − �̇�(t)

��

+
2

𝛤

∼
𝜎
T

(t)
�
̇̂𝜎(t) − �̇�(t)

�
+

2

𝛤

∼

𝜗
T

(t)
�
̇̂
𝜗(t) − �̇�(t)

�

+ 2eT (t)PG(x)

�
∼

𝜆(t)uL1(t) +
∼

𝜗(t)‖x(t)‖∞ +
∼
𝜎(t)

�

Combined with (23) yields

From the boundary constraint in Assumption 4, we can 
obtain

Assume the existence of an arbitrary momentτ′ ∈ (0, τ) 
such that V

(
𝜏�
)
>

Θ(𝜌)

Γ
 . Then, it follows from Eqs. (22), 

(24), and (28) that

(27)

V̇(t) = −eT (t)Qe(t) −
2

𝛤

(
trace

(
∼

𝜆
T

(t)�̇�(t)

)

+
∼
𝜎
T

(t)�̇�(t) +
∼

𝜗
T

(t)�̇�(t)
)

≤ −eT (t)Qe(t) +
2

𝛤
∣
∼
𝜎
T

(t)�̇�(t) +
∼

𝜗
T

(t)�̇�(t) ∣

≤ −eT (t)Qe(t) +
4

𝛤

(
𝜗bd𝜗 + 𝜎bd𝜎

)

(28)
max
t∈[0,�)

(
trace

(
∼

�
T

(t)
∼

�(t)

)
+

∼

�
T

(t)
∼

�(t) +
∼
�
T

(t)
∼
�(t)

)

≤ 4
(
1 + �2

b
+ �2

b

)

(29)eT
(
𝜏�
)
Pe
(
𝜏�
)
>

4

Γ

𝜆max(P)

𝜆min(Q)

(
𝜗bd𝜗 + 𝜎bd𝜎

)

Based on the knowledge between matrix eigenvalues 
and norm, the following inequalities hold:

where the λmin(·) and λmax(·) represent the minimum and 
maximum eigenvalues of the matrix. Hence, Eq. (29) is 
deformed as follows

When V
(
𝜏�
)
>

Θ(𝜌)

Γ
 , conbining with Eq. (26), we can 

deduce that

Therefore, the Lyapunov function (24) satisfies (33) for 
all time.

Due to V(t) ≥ eT (t)Pe(t) ≥ �min(P)‖e(t)‖22 , yields

In conclusion, the bounds of system tracking errors are 
as follows

The above derivation further demonstrates that the pro-
jection operator-based adaptive law ensures system sta-
bility and maintains the tracking errors within a uniform 
bound. Since the bound is inversely proportional to the 
square root of the adaptation gain, increasing the adapta-
tion gain is an effective way to narrow the bound of the 
errors.

The reference system in Eqs. (36)–(39) is introduced to 
further analyze the dynamic performance of the L1-ANDI 
controller.

(30)
�min(Q)‖e(t)‖2 ≤ eTQe ≤ �max(Q)‖e(t)‖2
�min(P)‖e(t)‖2 ≤ eTPe ≤ �max(P)‖e(t)‖2

(31)
eT
(
𝜏�
)
Qe

(
𝜏�
)
≥

𝜆min(Q)

𝜆max(P)
eT
(
𝜏�
)
Pe
(
𝜏�
)

>
4

𝛤

(
𝜗bd𝜗 + 𝜎bd𝜎

)

(32)V̇
(
𝜏′
)
< 0

(33)V(t) ≤
�(�)

�
, t ∈ [0, �)

(34)‖e(t)‖2
∞
≤ ‖e(t)‖2

2
≤

Θ(�)

�min(P)Γ

(35)‖e(t)‖∞ ≤

�
Θ(�)

�min(P)Γ

(36)

ẋref (t) = f
(
xref

)
+ G

(
xref

)( 𝜆uNDI,ref (t) + 𝜆uL1,ref (t)

+ 𝜗(t)
‖‖‖xref (t)

‖‖‖∞ + 𝜎(t)

)

(37)uNDI,ref (t) =
(
G
(
xref

)
�
)−1(

�ref − f
(
xref

))

(38)�ref = Am

(
xref (t) − xcmd(t)

)
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In practice, this reference system is a virtual system, 
which defines the expected performance that the system 
can achieve. The reference system is thus only used for 
analysis purposes.

Under the uNDI, ref, the reference system becomes:

Further, under the action of the L1 controller uL1, ref, 
the reference system closed-loop dynamics are as follows:

Since C(0) = 1 and Am is the Hurwitz matrix, then 
applying the final value theorem in a closed-loop reference 
system in the case of  constant  xcmd( t)  ≡  xcmd, 
yieldslim

t→∞
xref (t) = xcmd , the reference system is stable and 

achieves the desired dynamics.
Since the reference system subjects to the L1-norm con-

dition (16), it can be deduced that

where

Proof For clarity, define some variables used in the proof 
process.

Combining Eq. (39), the state dynamics of the reference 
system can be converted to the frequency domain form, as 
follows:

where ηref(s) ≜ ϑ(s)‖xref(s)‖∞ + σ(s).
Based on Eqs. (15) and (21), the L1 adaptive controller 

(13) can be transformed into

(39)uL1,ref (s) = −
C(s)

�

(
�(s)

‖‖‖xref (s)
‖‖‖∞ + �(s)

)

(40)
ẋref (t) = Amxref − Amxcmd

+ G
(
xref

)(
𝜆uL1,ref (t) + 𝜗(t)

‖‖‖xref (t)
‖‖‖∞ + 𝜎(t)

)

(41)
xref (s) =

(
sI − Am

)−1(
−Am

)
xcmd

+ (I − C(s))
(
�(t)

‖‖‖xref (s)
‖‖‖∞ + �(s)

)

(42)
���xref − x

���L∞ ≤
�1√
Γ
,
���uL1,ref − uL1

���L∞ ≤
�2√
Γ

(43)

�1 ≜
‖C(s)‖

L1

1−‖�(s)(1−C(s))‖L1�b

�
�(�)

�min(P)

�2 ≜
���
C(s)

�

���L1�b�1 +
���
C(s)�−1(s)

�

���L1
�

�(�)

�min(P)

�(s) ≜ (sI − A
m
)−1G(x)

(44)H1(s) ≜ Φ(s)(1 − C(s))

(45)H2(s) ≜ Φ(s)C(s)

(46)xref (s) = H1(s)�ref (s) −
(
sI − Am

)−1
Amxcmd(s)

where

Under the action of control law (12) and (47), the fre-
quency domain form of the system (2) can be written as:

Thus, the dynamic error between the reference system 
and the actual system can be deduced as follows:

It can be deduced from Eq. (23) that

The upper bound of Eq. (50) can be expressed as

According to the bounded condition in Eq. (7), it follows 
that

Further, substituting Eqs. (35) and (53) into Eq. (52), 
yields:

which holds uniformly for all τ ≥ 0, leading to ���xref − x
���L∞ ≤

�1√
Γ
.

Similarly, the dynamic error between uL1, ref(s) and uL1(s) 
can be expressed as follows:

Referring to the Lemma A.12.1 in Ref [28] and combining 
in equations (53) and (54), one obtains:

The proof is complete.

(47)uL1(s) = −
C(s)

�

(
�(s) +

∼
�(s)

)

(48)
∼
�(s) ≜

∼

�(s)uL1(s) +
∼

�(s)‖x(s)‖∞ +
∼
�(s)

�(s) ≜ �(s)‖x(s)‖∞ + �(s)

(49)x(s) = H1(s)�(s) − H2(s)
∼
�(s) −

(
sI − Am

)−1
Amxcmd(s)

(50)xref (s) − x(s) = H1(s)
(
�ref (s) − �(s)

)
+ H2(s)

∼
�(s)

(51)
∼
�(s) = Φ−1(s)e(s)

(52)
‖‖‖
(
xref − x

)
�

‖‖‖L∞ ≤ ‖‖H1(s)
‖‖L1

‖‖‖
(
�ref − �

)
�

‖‖‖L∞
+ ‖‖H2(s)Φ

−1(s)‖‖L1‖‖e�‖‖L∞

(53)
‖‖‖
(
�ref − �

)
�

‖‖‖L∞ ≤ �b
‖‖‖
(
xref − x

)
�

‖‖‖L∞

(54)���
�
xref − x

�
�

���L∞ ≤
‖C(s)‖L1

1 − ��H1(s)
��L1�b

�
Θ(�)

�min(P)Γ

(55)uL1,ref (s) − uL1(s) = −
C(s)

�

(
�ref (s) − �(s)

)
+

C(s)

�

∼
�(s)

(56)

‖‖‖
(
uref − u

)
�

‖‖‖L∞ ≤
‖‖‖
C(s)

�

‖‖‖L1�b�1 +
‖‖‖
C(s)Φ−1(s)

�

‖‖‖L1
√

Θ(�)

�min(P)Γ

= �2
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Remark 3 The in equation (42) indicates that by increas-
ing the adaptive gain Γ, the performance of the actual 
system (2) in ideal conditions can be arbitrarily close 
to that of a reference system with the desired perfor-
mance. In practice, despite the presence of the low-pass 
filter, the adaptive gain cannot be infinite. Therefore, 
increasing the adaptive gain within the hardware limits 
is capable of reducing the tracking error and improving 
the control performance.

4  Flight Controller Design

This section establishes the 6-degrees of freedom aircraft 
model with CG variations and designs the flight controller 
based on the proposed L1-ANDI approach.

4.1  Aircraft modeling with CG variations

To develop the aircraft dynamic model, this paper utilizes the 
CATIA software to design the aircraft model, and aerodynamic 
coefficients are calculated through the Xflow software.

In the process of aircraft modeling, the effect of the 
CG variations must be taken into account. Assume that 
the aircraft is a rigid body, the ground reference frame is 
regarded as an inertial frame, and the origin of the body-fixed 
frame O is also the location of the original CG of the aircraft. 
The position of CG deviates from the original position, as 
shown  Fig. 1.

In Fig.1, O′ represents the current CG in the body-fixed 
frame.Δr = [Δxcg, Δycg, Δzcg]T is the CG offset with respect 
to the original CG. According to Ref [30], the force and 
moment equations of an aircraft with CG variations are 
described as

(57)

X = m
[
u̇ − rv + qw −

(
q2 + r2

)
𝛥xcg + (pq − ṙ)𝛥ycg

+ (pr + q̇)𝛥zcg + g sin 𝜃
]

Y = m
[
v̇ + ru − pw + (pq + ṙ)𝛥xcg −

(
p2 + r2

)
𝛥ycg

+ (qr − ṗ)𝛥zcg − g cos 𝜃 sin𝜙
]

Z = m
[
ẇ + pv − qu + (pr − q̇)𝛥xcg + (qr + ṗ)𝛥ycg

−
(
p2 + q2

)
𝛥zcg − g cos 𝜃 cos𝜙

]

(58)

L = Ixxṗ − Ixyq̇ − Ixzṙ + Ixypr − Ixzpq +
(
Izz − Iyy

)
qr

+ Iyz
(
r2 − q2

)
+ m

(
(ẇ − qu + pv)𝛥ycg − (v̇ + ru − pw)𝛥zcg

)
M = −Ixyṗ + Iyyq̇ − Iyzṙ + Iyzpq − Ixyqr +

(
Ixx − Izz

)
qr

+ Ixz
(
p2 − r2

)
+ m

(
(u̇ − rv + qw)𝛥zcg − (ẇ + pv − qu)𝛥xcg

)
N = −Ixzṗ − Iyzq̇ + Izzṙ − Iyzpr + Ixzqr +

(
Iyy − Ixx

)
pq

+ Ixy
(
q2 − p2

)
+ m

(
(v̇ + ru − pw)𝛥xcg − (u̇ − rv + qw)𝛥ycg

)

where F = [X, Y, Z]T is the sum of forces except for grav-
ity, and M = [L,M,N]T is the total moments, which are all 
expressed in the body-fixed frame. m is the mass of the air-
craft. g is the gravity acceleration. θ and ϕare pitch angle 
and roll angle. Both ω = [p, q, r]Tand v0 = [u, v, w]Tare the 
angular rate and the velocity vectors relative to the original 
CG. Additionally, the inertia matrix is as follows

where

When the CG does not change, the CG location is at 
the origin of the body-fixed frame, that is, Δr = 0 and the 
coss-products of inertia Iyz = 0 and Ixy = 0. The lateral 
and longitudinal motions of aircraft are decoupled. After 
the CG shift, the Δr, Iyz, and Ixy undergo variations. 
Equations (57), (58), and (60) indicate that the CG shift 
creates additional forces and moments for aircraft, which 
introduces undesirable coupling between longitudinal and 
lateral motions, and that these unexpected effects must be 
compensated by the flight controller.

The forces due to manipulation and aerodynamics are

(59)J =

⎡⎢⎢⎣

Ixx
− Ixy
− Ixz

−Ixy
Iyy
− Iyz

−Ixz
− Iyz
Izz

⎤⎥⎥⎦

(60)
�̇� = J−1

(
M − 𝜔 × J𝜔 − 𝛥r𝛺vb − 𝛥rv̇b

)

v̇b =
(
F + Gb

)
∕m −

(
𝜔 × vb + 𝛾𝛥r

)

𝛥r =

⎡
⎢⎢⎣

0 −m𝛥z m𝛥y

m𝛥z 0 −m𝛥x

− m𝛥y m𝛥x 0

⎤
⎥⎥⎦
,Gb = mg

⎡
⎢⎢⎣

sin 𝜃

− cos 𝜃 sin𝜙

− cos 𝜃 cos𝜙

⎤
⎥⎥⎦

𝛾 =

⎡⎢⎢⎣

−q2 − r2 pq − ṙ pr + q̇

pq + ṙ −p2 − r2 qr − ṗ

pr − q̇ qr + ṗ −p2 − q2

⎤
⎥⎥⎦
,𝛺 =

⎡⎢⎢⎣

0 −r q

r 0 −p

− q p 0

⎤⎥⎥⎦

Fig. 1  The change of the CG diagram
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where Q is the dynamic pressure, S is the wing area, Ma is 
the Mach number, Tmaxis the maximum thrust of the engine. 
α and β are the angle of attack and sideslip angle, respec-
tively. Elevator δe, aileron δa, rudder δr, and throttle δth are 
used as control devices.

To highlight the role of the control surface, the moments 
can be further divided into

where b is the wingspan, and c is the mean aerodynamic 
chord. C∗

l
 , C∗

m
 , and C∗

n
 are the moment coefficients except for 

manipulation terms. Besides, Cm�e
,Cl�a

,Cn�a
,Cl�r

 , and Cn�r
 are 

the manipulation coefficients. So the second term represents 
the control surface manipulation terms.

All aerodynamic and control coefficients in Eqs. (61)–(62) 
are calculated by Xflow software. The sum of force and 
moment coefficients excluding manipulation and dynamic 
coefficients are described in Fig. 2.

(61)
X = QSCX

(
Ma, �, �, q, �e

)
+ �thTmax

Y = QSCY

(
Ma, �, �, p, r, �a, �r

)
Z = QSCZ

(
Ma, �, �, q, �e

)

(62)
⎡
⎢⎢⎣

L

M

N

⎤
⎥⎥⎦
= QS

⎛
⎜⎜⎝

⎡⎢⎢⎣

bC
∗
l

cC
∗
m

bC
∗
n

⎤
⎥⎥⎦
+

⎡
⎢⎢⎣

bC
l�

a
0 bC

l�
r

0 cC
m�

e
0

bC
n�

a
0 bC

n�
r

⎤
⎥⎥⎦

⎡⎢⎢⎣

�
a

�
e

�
r

⎤
⎥⎥⎦

⎞
⎟⎟⎠

Additionally, the dynamics of the angles of attack, sideslip 
angle, and roll angle are expressed as follows:

with

where Va is the airspeed, as follows:

4.2  Control architecture

For the aircraft that control moment produced by 
traditional aerodynamic control surfaces, it is reasonable 

(63)
⎡
⎢⎢⎣

�̇�

�̇�

�̇�

⎤
⎥⎥⎦
= S1

⎡
⎢⎢⎣

p

q

r

⎤
⎥⎥⎦
+

1

mVa

S2

⎛
⎜⎜⎝

⎡
⎢⎢⎣

X

Y

Z

⎤
⎥⎥⎦
+ mg

⎡
⎢⎢⎣

sin𝜃

− cos𝜃sin𝜙

− cos𝜃cos𝜙

⎤
⎥⎥⎦

⎞
⎟⎟⎠

(64)

S1 =

⎡
⎢⎢⎣

− tan � cos � 1 − tan � sin �

sin � 0 − cos �

1 tan � sin� tan � cos�

⎤
⎥⎥⎦

S2 =

⎡
⎢⎢⎣

− sin �∕ cos � 0 cos �∕ cos �

− cos � sin � cos � − sin � sin �

0 0 0

⎤
⎥⎥⎦

(65)Va =
��vb��2 =

√
u2 + v2 + w2

Fig. 2  The surface figure of forces and moments coefficient excluding manipulation and dynamic coefficients
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to assume that rotational dynamics are always faster than 
translational dynamics. Based on the timescale separation 
principle [31], multiple states can be decoupled into two 
cascaded structures, detail as follows

Due to the relatively fast dynamics, the angular rates 
are classified into the inner loop (x1 = ω), while the angles 
of attack, sideslip angle, and roll angle are classified as 
the outer loop (x2 = [α, β, ϕ]T). So

In the cascaded structure, command signals are given 
to the outer loop, outputs of the outer loop are regarded as 
the reference signals of the inner loop, and outputs of the 
inner loop are used as the commands of control surfaces. 
In order to overcome disturbances and coupling effects 
caused by the CG shift and achieve the desired dynamic 
performance, the L1-ANDI control approach is utilized 
to design the angular rate controller, and the Integral NDI 
technique is used to design the outer loop controller.

4.3  L1‑ANDI‑based flight controller

The relationship between states of the outer loop 
(x2 = [α, β, ϕ]T) and angular rates are clear, so the NDI strat-
egy aforementioned in the Eq. (8) is employed to design the 
outer loop controller. Combining the Eq. (63), the Integral 
NDI-based outer loop controller is designed as follows

where the definitions of S1 and f2(x) are described in the 
previous Eq. (67).ẋ2,des =

[
�̇�des, �̇�des, �̇�des

]T represents the 
desired dynamics of x2. To maintain the satisfactory tracking 
performance, it adopts the proportional-integral strategy to 
achieve second-order error dynamics with frequencies and 
damping ratios, as follows

(66)
ẋ1 = f1(x) + G1(x)u + 𝜉

ẋ2 = f2(x) + G2(x)x1

(67)

f1(x) = J−1
⎛
⎜⎜⎝
QS

⎡
⎢⎢⎣

bC∗
l

cC∗
m

bC∗
n

⎤
⎥⎥⎦
−

⎡
⎢⎢⎣

p

q

r

⎤
⎥⎥⎦
× J

⎡
⎢⎢⎣

p

q

r

⎤
⎥⎥⎦

⎞
⎟⎟⎠

G1(x) = J−1QS

⎡
⎢⎢⎣

bCl𝛿a
0 bCl𝛿r

0 cCm𝛿e
0

bCn𝛿a
0 bCn𝛿r

⎤
⎥⎥⎦

𝜉 = −J−1
�
𝛥r𝛺vb + 𝛥rv̇b

�
, u =

�
𝛿a, 𝛿e, 𝛿r

�T

f2(x) =
1

mVa

S2

⎛⎜⎜⎝

⎡⎢⎢⎣

X

Y

Z

⎤⎥⎥⎦
+ mg

⎡⎢⎢⎣

sin 𝜃

− cos 𝜃 sin𝜙

− cos 𝜃 cos𝜙

⎤⎥⎥⎦

⎞⎟⎟⎠
G2(x) = S1

(68)
⎡⎢⎢⎣

pcmd
qcmd
rcmd

⎤⎥⎥⎦
= S1

−1
⎛⎜⎜⎝

⎡⎢⎢⎣

�̇�des
�̇�des
�̇�des

⎤⎥⎥⎦
− f2(x)

⎞⎟⎟⎠

with

Similarly, the desired inner control loop dynamics νdes are 
as follows

with

where ωp,ωq, and ωr are the bandwidth of angular rates.
It is clear from the Eq. (66) that the CG shift intro-

duces undesired moments, which severely affect the 
angular rate dynamics. Therefore, the L1-ANDI con-
trol approach proposed in Section 3 is employed to 
design the angular rate controller, whose structure is 
referred to Eqs. (11)–(13), and the state predictor and 
adaptive law are consistent with Eqs. (17) and (19).
The overall flight control architecture is schematized in Fig. 3.
In the structure of the L1-ANDI controller, the transfer function 
is selected as D(s) = 1/s and the filter gain is chosen as KD = 20. 
The adaptive gains are set as Γ = 400, and the Q =  diag (2, 5, 10) 
for the Lyapunov function. Additionally, Table 1 lists the outer 
loop and inner loop dynamic parameters.

5  Simulation and Analysis

To illustrate and assess the dynamic performance and 
robustness of the L1-ANDI-based flight controller, a series 
of simulations are performed in the Matlab/Simulink. 
For the sake of fairness, the proposed L1-ANDI control 
approach is also compared with the L1, MRAC, ANDI, and 
conventional NDI control methods.

All simulation experiments are carried out around the cruise 
condition with Va = 80m/s,H = 500m, and α = θ = 3.5deg. The 
dynamics of actuators for all control surfaces are considered 
and modeled by the first-order transfer function. The structure is 
described in Fig. 4.

In Fig. 4, Kω represents the bandwidth. The limitations of 
actuators are shown in Table 2.

(69)
⎡
⎢⎢⎣

�̇�des
�̇�des
�̇�des

⎤
⎥⎥⎦
= KPex2 +

KI

s
ex2

(70)
ex2 =

⎡
⎢⎢⎣

�cmd
�cmd
�cmd

⎤
⎥⎥⎦
−

⎡
⎢⎢⎣

�

�

�

⎤
⎥⎥⎦

KP = diag
�
2���� , 2���� , 2����

�
KI = diag

�
��

2,��
2,��

2
�

(71)𝜈des =

⎡
⎢⎢⎣

ṗdes
q̇des
ṙdes

⎤
⎥⎥⎦
= Am

⎛
⎜⎜⎝

⎡
⎢⎢⎣

p

q

r

⎤
⎥⎥⎦
−

⎡
⎢⎢⎣

pcmd
qcmd
rcmd

⎤
⎥⎥⎦

⎞
⎟⎟⎠

(72)Am = −diag
(
�p,�q,�r

)
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During the wing-level flight, the aircraft’s CG is shifted 
from the original location at 12 s. Assuming that the shift 
is completed instantaneously and the displacement is 
Δr = [0.2, 0.3, 0.25]T. The simulation results are shown in 
Figs. 5, 6 and 7.

The comparison results of angular rates and angles are 
shown in Figs. 5 and 6. The CG sudden shift breaks the bal-
ance of the aircraft, resulting in a sudden change in all states. 
The free-responses of the aircraft are terrible. In contrast, 
under the action of the L1-ANDI-based flight controller, the 
magnitudes of state changes are relatively small and accept-
able, and the aircraft quickly returns to wing-level flight. 
Figure 7 describes the change of parameters estimated, from 
which it can be seen that the adaptive law begins to work 
immediately after the CG shift.

Next, the robustness of the L1-ANDI-based angular rate 
controller is verified by comparison. The comparisons are 
divided into two groups of the nonlinear controller and 
linear controller. Among them, the linear group includes 
L1-ANDI, L1, and MRAC controllers, and the nonlinear 
group consists of the L1-ANDI, ANDI, and NDI controllers. 
It is worth noting that for the sake of fairness, the adaptive 
gain in the L1-ANDI, L1, and MRAC controllers is chosen 

to be the same (Γ = 400), and the angular rate bandwidths 
(ωp, ωq, ωr) in the L1-ANDI, ANDI, and NDI controllers are 
also selected to be the same, which ensures the dynamics of 
angular rate are consistent when the aircraft is not affected 
by disturbances.

The pitch and roll angle rate commands are given to air-
craft, and the yaw angle rate is required to keep zero. Simi-
larly, the aircraft suffers a CG sudden change at 12 s. The 
comparison results of the linear controller group are shown 
in Figs. 8, 9 and 10.

The results in Fig. 8 depict the angular rate comparison 
results under the L1-ANDI, L1, and MRAC robust flight 
controllers. In normal cases, all controllers achieve the same 
control performance, and angular rate dynamics satisfy the 
expected requirements. However, after suffering from the 
CG sudden shifts, the pitch, roll, and yaw angular rates under 
the MRAC controller all oscillated. Due to the presence of a 
low-pass filter, even at a high adaptive gain Γ, the L1-ANDI 
and L1 adaptive controllers eliminate the influence of high-
frequency dynamics, thus avoiding oscillations while over-
coming the disturbance. Therefore, under the action of the 
L1 and L1-ANDI flight controller, angular rates present fast 
evolutions without annoying oscillations, and their dynam-
ics are still satisfactory. Nevertheless, in terms of transient 

Fig. 3  The overall framework of 
flight control law based on the 
L1-ANDI approach

Table 1  The flight controller 
parameters

Parameter Value

ωpωqωr 10 rad/s
ξαξβξϕ 1∕

√
2

ωα 1.1
ωβ 1
ωϕ 1.2

Fig. 4  The structure of the 
actuator

Table 2  Limitations of the actuators

Actuator Bandwidth Deflection limit Rate limit

Aileron 60 rad ±21.5 rad/s ±80 rad/s
Elevator 60 rad ±25 rad/s ±60 rad/s
Rudder 60 rad ±30 rad/s ±70 rad/s
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dynamics, the angular rates under the L1-ANDI controller 
have a smaller overshoot, which is much superior to the L1 
controller. The reason is that in addition to overcoming the 
disturbance of the CG sudden shifts, the L1 adaptive flight 
controller also needs to eliminate the nonlinearity caused 
by the aircraft state change, which can be demonstrated 
from the results of adaptive estimation in L1-ANDI, L1, 
and MRAC controllers depicted in Fig. 9.

In Fig. 9, the adaptive estimation of �̂�(t),�̂�(t) , and �̂�(t) in 
the MRAC and L1 adaptive flight controllers are signifi-
cantly larger than that of the L1-ANDI, which means the 
change of its own nonlinear terms are regarded as the dis-
turbance. Additionally, in the same adaptive gain, the high-
frequency parts of the adaptive law estimation in MRAC 
control are the cause of angular rate oscillations.

Control surface deflections are shown in Fig. 10. In com-
parison, all control surfaces under the L1-ANDI and L1 
flight controller are smoother. On the contrary, the elevator 
and aileron in the MRAC control oscillate due to the high 
adaptive gain, which is unacceptable.

With the same command signals and the disturbance of 
CG sudden shifts, the comparison results of the nonlinear 
controller group are shown in Figs. 11 and 12.

As shown in Fig. 11, the L1-ANDI, ANDI, and NDI 
flight controllers all achieve the same dynamic performance 
under normal conditions since the angular rate bandwidths 
are the same. The shift of CG introduces additional forces 
and moments, causing the aircraft model to no longer be 
accurate and bringing the longitudinal and lateral coupling. 
However, due to the lack of robustness, the control perfor-
mance of NDI flight control is significantly degraded after 
the injection of CG shift, so angular rates deviate from their 
commands to a large extent. Conversely, with the action of 
the ANDI and L1-ANDI controllers, angular rates quickly 
re-track their commands. However, although the adjustment 
times of the L1-ANDI and ANDI controllers are the same 
and there are no annoying oscillations in the control surface 
deflections shown in Fig. 12, all angular rate overshoots 
under the L1-ANDI controller are smaller than that of the 
ANDI controller. After suffering from the CG sudden shifts, 
the coupling effect of pitch angular rate on roll angular rate 
is more pronounced with the ANDI controller than with 
the L1-ANDI controller, and the rapid of the roll angular 
rate under the ANDI controller is significantly slower than 
that of L1-ANDI. Therefore, the control performance of the 
L1-ANDI is more outstanding than that of traditional ANDI.

To further evaluate the control performance, the compara-
tive simulation is carried out to compare the robustness of 

Fig. 5  Comparisons of angular rates

Fig. 6  Comparison results of attitude angles

Fig. 7  Estimation results from the adaptive law
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the attitude angle controllers based on the L1-ANDI, L1, 
and NDI angular rate controllers as inner loops, respectively. 
The commands for the angle of attack and roll angle are 

Fig. 8  Comparison results of angular rate under the L1-ANDI, 
MRAC, and L1 controllers (a) Pitch angular rate (b) Roll angular rate 
(c) Yaw angular rate

Fig. 9  Adaptive estimation results in L1-ANDI, L1, and MRAC con-
trollers (a) Estimation results from the L1-ANDI controller (b) Esti-
mation results from the L1 controller (c) Estimation results from the 
MRAC controller
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given while the sideslip angle is held at zero. Assuming the 
aircraft suffers a CG sudden shift at 6 s. Figure 13 shows the 
comparison results of angles of attack, sideslip angle, and 
roll angle, Fig. 14 shows the comparison results of angular 
rates, and Fig. 15 shows the comparison results of actuator 
deflections.

Similar to the previous results shown in Figs. 11 and 
12, the control performance of the attitude controller with 
NDI-based angular rate controller as the inner loop is no 
longer satisfactory after the CG sudden shifts (6 seconds), 
resulting in large tracking errors in angles of attack, roll, 
and sideslip. Instead, both L1 and L1-ANDI controllers 
have the compensation mechanism that eliminates the 
adverse effects caused by the CG sudden shifts so that 
the attitude controllers with L1 and L1-ANDI angular 
rate controllers achieve expected dynamic performance. 
Since Fig. 8 indicates that the transient performance of 
the L1-ANDI controller is superior to the L1 adaptive 
controller. Therefore, compared with the attitude angle 
controller with the L1 adaptive controller as the inner loop, 
the attitude angle controller with the L1-ANDI controller 
as the inner loop has a smaller overshoot and adjustment 
time. The angular rates and control surface deflections 
depicted in Figs. 14 and 15 change smoothly and without 
oscillations.

In conclusion, the L1-ANDI control proposed in this 
paper is robust that is capable of eliminating the disturbance 
caused by the CG sudden shift. This approach inherits the 
fast decoupling capability and robustness from NDI and L1 
adaptive control approaches, while solving the problems of 
model dependence in NDI control and the oscillation prob-
lem caused by a high adaptive gain.

Fig. 10  Comparison results of control surface deflections

Fig. 11  Comparison results of angular rate under the L1-ANDI, ANDI, 
and NDI controllers (a) Roll angular rate (b) Pitch angular rate (c) Yaw 
angular rate
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6  Conclusion

In this paper, a novel L1-ANDI control method is 
presented to reduce the model dependence of NDI 
control, and it is successfully applied to the design of 
the flight controller to improve the robustness of the 
aircraft against CG sudden shift, which may represent 
an important for the development of NDI control and 
to improve the flight quality and ensure the safe flight 
of an aircraft. The proposed L1-ANDI control method 
combines the merits of NDI control and L1 adaptive 
control, which is capable of weakening the influence of 
uncertain disturbances and decoupling the robustness and 
fast adaptation. Moreover, in the presence of uncertain 
disturbances, this method not only ensures steady-state 
performance but also takes the transient performance of 
a system into account.

Additionally, this paper establishes the nonlinear aircraft 
model with CG variations and designs the flight control 
law based on the proposed L1-ANDI approach. A series 
of simulation results are consistent with the theoretical 
analysis, demonstrating the robustness and effectiveness of 
this method.

Future work will focus on two aspects. On the one hand, the 
control performance and robustness of the designed LI-ANDI 
flight controller will be further verified in worse faults 
situations, such as surface damage and actuator stuck faults.  

Fig. 12  Comparison results of control surface deflections

Fig. 13  Comparison results of attitude angle (a) Roll angle (b) Angle 
of attack (c) Sideslip angle
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On the other hand, the L1 adaptive structure-based 
nonlinear generalized dynamic inversion control will be 
further studied when the system that the number of control 
input is greater than that of the controlled states.
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