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Abstract

Drivable area understanding is an essential problem in the fields of robot autonomous navigation. Mobile robots or other
autonomous vehicles need to perceive their surrounding environments such as obstacles, lanes and freespace to ensure
safety. Many recent works have made great achievements benefiting from the breakthrough of deep learning. However,
those methods resolve the challenge in a separated way which cause repeated utilization of resources in some occasions.
Thus, we present a unified lane and obstacle detection network, ULODNet, which can detect the lanes and obstacles in a
joint manner and further frame the drivable areas for mobile robots or other autonomous vehicles. To better coordinate the
training of ULODNet, we also create a new dataset, CULane-ULOD Dataset, based on the widely used CULane Dataset.
The new dataset contains both the lane labels and obstacle labels which the original dataset do not have. At last, to construct
an integrated autonomous driving scheme, an area intersection paradigm is introduced to generate the driving commands by
calculating the obstacle area proportion in the drivable regions. Moreover, the well-designed comparison experiments verify

the efficiency and effectiveness of the new algorithm.

Keywords Autonomous navigation - Computer vision - Environment perception - Mobile robot

1 Introduction

Autonomous navigation, which plays a crucial role in the
research fields of driverless vehicles, attracts more and
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more attention for the huge hidden potentials in industrial
and civil applications. In recent years, thanks to the emer-
gence of large-scale datasets [1, 2] and some well-performed
convolution neural networks [3, 4], many autonomous nav-
igation algorithms are proposed to help the autonomous
vehicles drive more soundly. Generally speaking, autonomous
navigation algorithm comprises perception module, control
module, decision module, etc.. In this paper, we mainly
focus on the discussion on perception module and propose a
unified lane and obstacle detection network, ULODNet, for
environment perception. It is noteworthy that we also design
a tiny control module following ULODNet in addition to
the perception module, which can provide the vehicles with
available driving guidance suggestions. The overall archi-
tecture of the designed autonomous navigation scheme is
illustrated in Fig. 1.

The perception module of autonomous navigation pro-
cesses the driving environment information captured by the
camera mounted in mobile vehicles, it can be divided into
several sub-tasks such as obstacle detection, lane detec-
tion, freespace detection and so on. Most contemporary
works [1, 5, 6] establish a single-functional network only
concentrating on a separated sub-problem. However, in the
real-world environment, integrating those single-functional
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Fig. 1 Our designed autonomous navigation scheme: the camera
captures surrounding images, which will be digested by perception
module to get the lane and obstacle information, and be post-processed
by decision module to output the driving commands

methods into a whole perception network consumes wasted
resources because different sub-tasks have few interactions
with each other. There are also some existing works [7]
which can detect the drivable areas, lane lines and traffic
objects jointly. But they adopt the semantic segmentation
method to predict the specific classification of each pixel.
This kind of method inevitably causes large computation
resource consumption and affects the performance of the
network. Thus, in this paper, we introduce a unified lane
and obstacle detection network, ULODNet, to overcome the
aforementioned shortcomings. In our work, we focus on
the balance between speed and accuracy in both lane and
obstacle detection branch. We also conduct some related
experiments to show the efficiency and effectiveness of our
proposed network.

In the fields of lane detection, Some researches [1, 5]
typically adopt semantic segmentation paradigms to predict
the lane pixels from input images. However, these methods
cost significant inference time and their success rates heav-
ily rely on the segmentation labels. Some other researches
[6] relieve the drawbacks by treating the lane detection as
a key point multiple dimensional classification problem,
but they lose some global features and degrade the detec-
tion accuracy. Thus, we provide a better trade-off choice
between segmentation methods and classification methods
in our lane detection branch. Instead of predicting the class
of every pixels of a whole image, we select some crucial
anchor pixel clusters predictions to draw the lanes. This kind
of method can save computation resources and shorten the
inference time. Besides, considering that more global infor-
mation is vital in the lane prediction problem, we adopt the
spatial convolution modules in our designed network. Diver-
sified convolution directions are applied which is different
from the traditional convolution layers.

As for the obstacle detection branch, there are many
existing object detection works that handle the task soundly.

@ Springer

[8, 9] use anchor-based region proposal mechanism. They
first apply pre-defined anchors to every pixel and classify
some potential proposals, then a regression network is
introduced to predict the offsets of bounding boxes
and output the final results. [4, 10-12] merge the two
detection phases into a whole architecture, the input images
are divided to several grids and the object coordinates
are extracted in the corresponding grid. Specifically, we
redesign the network architecture based on the main idea
of [11] in our obstacle detection branch. Feature maps from
different blocks of backbone have different receptive fields,
thus we utilize an up-sampling layer to combine them to
output more accurate obstacle coordinates. Besides, we also
change the number of obstacle classes to better improve the
performance in the new CULane-ULOD Dataset.

To better illustrate the effectiveness of the proposed
ULODNet, a new dataset named CULane-ULOD Dataset
based on CULane Dataset [1] is created after failing to find
an existing dataset. Obstacle labels are added to complement
the original dataset. To the best of our knowledge, this is the
first dataset which contains both the lane labels and obstacle
labels. We pick common objects in driving environment
such as car, truck and pedestrian manually and mark them as
an overall category avoidance. Finally, for the completeness
of an autonomous driving scheme, an area intersection
algorithm is introduced acting as the extensive research part
of ULODNet for the purposes of estimating the appropriate
driving instructions. The driving suggestions are judged by
calculating the proportion of detected obstacle areas in the
detected drivable area regions of two adjacent lanes. The
transfer experiments to TuSimple Dataset [13] verify the
robustness of the proposed algorithm.

In general, the contributions of this paper are concluded
as follows:

e A unified lane and obstacle detection network, ULOD-
Net, is proposed to process the information in autonomous
driving.

e  Two sub-branches of ULODNet, lane detection branch
and obstacle detection branch, are deeply studied. In
lane detection branch, there is a 1.2% accuracy increase
of our designed model compared to the baseline; In
obstacle detection branch, the effective network that we
design can reach SOTA accuracy in the novel CULane-
ULOD Dataset.

e A new CULane-ULOD Dataset transformed from
CULane Dataset is created to better train our ULOD-
Net. It includes both the lane marking labels and
obstacle message labels. We also measure some basic
information of the new dataset for the convenience of
the utilization in other researches.

® An extensive post-process algorithm is proposed to
help issue the driving commands based on the obstacle
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area proportion in drivable regions. Thus, an integrated
autonomous driving scheme is put forward, consisting
of ULODNet and the post-process algorithm.

The remainder of this paper is organized as follows:
Section 2 looks back on the relevant works in recent
years, Section 3 demonstrates the architecture details of
ULODNet, Section 4 illustrates the dataset used in this
paper and the experiments based on the dataset, Section 5
discusses the post-process area intersection algorithm of
ULODNet and Section 6 concludes the paper.

2 Related Work
2.1 Object Detection

Overall, the object detection algorithms [14] have two
main routes. One is the anchor-based algorithm route, since
RCNN [8] introduces regional convolution neural network
into object detection to replace the hand-crafted features, the
following researches develop many effective tricks, Faster
RCNN [9] designs the RPN network to extract a higher-
qualified ROI (Region of Interest) within a limited time,
which can improve the processing time of the network, FPN
[15] focuses on improving the ability to detect small objects,
a hierarchical network is introduced to output more feature
maps with divergent receptive fields so that the network
can deal with different sizes of objects. And Mask RCNN
[16] extends the regional convolution neural networks to
semantic segmentation field, which utilizes the architecture
in FCN [17] to predict the semantic information for every
pixel of the images. However, [4, 18] is not satisfied with
the inference time and it merges the proposal extraction
procedure and the refinement procedure into an integrated
network, and the following researches [10-12, 19, 20]
develop many more advanced functions based on this work.
Some of the detection methods are already applied in the
robot-related researches [21, 22].

The other one is the anchor-free algorithm route, which
is first introduced by CornerNet [23]. They convert the
task of object detection into paired key points (the upper-
left and lower-right corner points) detection, afterwards,
the embedding branch predicts the location information for
all pixels which can be compared to match the detected
corner points for a specific object. Although some other
methods like [24-27] propose many advanced detection
tricks based on [23], the anchor-free method is still not
mature enough for super-fast object detection problems
compared to anchor-based algorithms.

Thus, for the specific application scenarios of ULODNet,
the YOLO networks [11] are chosen as the baseline of
obstacle detection network considering the outstanding

processing time compared to Faster RCNN [9] and the
remarkable accuracy advance compared to anchor-free
algorithms [23, 25, 26].

2.2 Lane Detection

As for road lanes, there are about three main forms of
expression.

(i) Polynomial expression: Some methods perceive the
lane detection problem as a polynomial regression
task, where the lanes can be represented by poly-
nomials, [28-30] summarize conventional special-
ized hand-craft feature detectors to extract the road
lines across the image and further group them into
the polynomials. Some CNN-based methods such as
PolyLaneNet [31] also attempt to output polynomial
parameters straight from the neural networks, but the
polynomial expression still struggles with the high
bias towards straight lanes.

(i) Segmentation expression: In 2018, LaneNet [5] con-
siders instance segmentation expression [17] to
replace the pure polynomial expression which picks
the lane pixels directly from the background pix-
els, since segmentation methods depend significantly
on end-to-end neural networks, the accuracy of lane
detection has made enormous progress. [5] separates
lane detection into two sub-branches, one is segmen-
tation branch utilizing binary segmentation network
to distinguish whether a specific pixel is a lane pixel
or not, the other is embedding branch which helps
disentangle the detected lane pixels belong to which
lane, a tiny H-Net is also proposed to help fit the
curve for each lane. At the same time, [1] proposes
SCNN modules that utilize a specifically designed
scheme for long thin structures to replace the conven-
tional layer-by-layer convolution expecting to gain
more global features of the image. And [32] focuses
more on the convolution stride, they propose RESA
(REcurrent Feature-Shift Aggregator) network with
different convolution directions (horizontal and verti-
cal) and different strides to gather global features.

(iii) Classification expression: Nevertheless, all the above-
mentioned networks require large amounts of mem-
ory resources and the inference time is relatively slow,
which hinders the applicability in some real-time
required cases. Fortunately, the latest work UFLD
[6] introduces the row-anchor based classification
method, which is based on a grid level division, to
represent the road lanes. They detect the most prob-
able cell which contains lane markings for each row
rather than detect all lane pixels, this kind of expres-
sion can accelerate the inference process significantly
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without sacrificing accuracy. For this reason, the lane
detection branch of ULODNet selects UFLD [6] as
the baseline to help reduce the inference time.

3 Methodology

The proposed ULODNet network architecture is shown in
Fig. 2. As it demonstrates, the network can be conceptually
separated into two complementary branches, the one is
obstacle detection network located at the top of the figure
to help the driverless vehicles dodge the obstacles, the other
one is the lane detection network at the bottom of the figure,
which is designed to recognize the road lanes.

3.1 Obstacle Detection Branch

In this sub-section, the obstacle detection sub-network will
be illustrated. Object detection related research has attracted
more and more attention in recent years and many up-to-
date tricks have proved to be effective. To make full use of
the progress in this field, we design the obstacle detection
network based on the existing mechanisms such as [4, 10, 11].
Generally, obstacle detection branch can be formulated as
a regression task. The camera mounted in the autonomous
platform provides RGB image @ € R3**W to the branch.
The bounding box coordinates (4 channels for x, y, w, h)
and existence probabilities (1 channel for probability) are
expected to regressed straight from the input image @.
Specially, as depicted in Fig. 3, the extraction network
of the branch, referred as the backbone, is composed of
5 blocks to generate feature maps in different dimensions,
where we can get features @3, @4 and @5 from the input
image @. In the following, feature map @5 is processed
by a ConvSet block, designed as Conv(3x3)-Conv(lx1)-
Conv(3x3)-Conv(1x1)-Conv(3x3)-Conv(1x1), and a near-
est upsampling layer to make sure the same size with @y,
then the new feature map of concatenated @4 and @5 do the
same ConvSet process, upsampling process and concatenat-
ing process with @3 to generate the final feature map. Then

the detection decoding network outputs the regression pre-
dictions. At last, we calculate the offsets of the fixed anchors
as the final networks output rather than the true coordinates
considering the latter are more position-variant. Besides, we
apply Non-maximum Suppression algorithm to remove the
redundant predictions for the same obstacle and the loss
function is formulated following [11].

Discussion: The principle of the network architecture
designing is motivated by an interesting conjecture which
has been verified in the following experiment: FPN Network
[15] is originally designed for a more accurate detection
task for the object appeared in the image which could be
extremely large or extremely small, but the obstacles in
driving environment have the regular sizes in most cases.
For this reason, we choose feature map @3 from the middle
block of the backbone as the main basis of prediction since
it has the appropriate receptive fields. And the ablation
experiment details will be discussed in Section 4.3.

3.2 Lane Detection Branch

For the lane detection sub-network, we transform the lane
detection as a row-anchor based classification problem,
avoiding the huge computation resource consumption in the
methodology [1, 5] which applies the semantic segmenta-
tion paradigms.

In contrary to obstacle detection branch, the lane detec-
tion branch makes the best of row anchors. An anchor is
represented by the coordinates (x;, y;), thus we define X
collections and Y collections to be the anchor coordinate
collections. First, we pick an equally spaced y-coordinates
collection Y = {y; }1N= 1» Where N is the total number of the
anchor and y; represents the coordinate of a row. Since Y is
fixed, the x-coordinates X = {x;},—,,, where each x; corre-
sponded to the respective y; € Y, become the only key value
to recognize the lane and the lane detection problem can be
formulated as the multi-dimension classification problem on
the row anchors. Thus, for a specific lane, a classification
module is trained to classify the X anchor pixels whether it
belongs to the lane.

Fig.2 ULODNet architecture: P
the backbone is the shared
feature map extraction network
of original images; the upper
branch is the obstacle detection
branch which can predict the
obstacle coordinates; the bottom
branch is the lane detection
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Backbone
Architecture

Block5

Block3 Block4

Fig.3 Multi-Scale detection mechanism: The receptive field of block
5 is appropriate for large-size obstacles, block 4 is appropriate for
middle-size obstacles and block 3 is appropriate for small-size obstacle

Overall, the lane detection branch consists of four com-
ponents: (i) backbone: as stated in Section 3.1, the lane
detection branch utilize same feature extraction network,
but only @5 € RET*H XW! from the last block serves
as the feature passing to the following phases. (ii) spatial
convolution modules: to better help lane detection branch
integrate more globally, we append the spatial convolution
modules after the backbone network, which utilizes four dif-
ferent convolution directions (Up to Down, Down to Up,
Left to Right, Right to Left) replacing the traditional con-
volution layer. (iii) Pooling Layer: a 1 x 1 convolution
layer is adapted acting as the pooling layer to reduce the
feature channel to 8 dimensions. (iv) Detection Decoder:
the feature vector is finally processed by detection head
block to output the lane localization, which is designed
as FullyConnected-ReLu-FullyConnected architecture. At
last, the lane detection branch uses the same loss function
as [6].

Discussion: Since lane is thin and long, the accuracy
of lane detection relies more heavily on global information
than the normal objects. It can help by merging the
context from other lanes, which is crucial in some cases
such as occlusion or no visible lane. For this reason, the
spatial convolution modules are attached after backbone.
As illustrated in Fig. 4, the mechanism behind the spatial
convolution modules is that it tears the feature map into
many slices along different directions and correspondingly
defines diversified convolution directions taking over the
traditional Front to Back direction convolution. We also

Downward

Upward Rightward Leftward

Fig.4 Four different convolution directions in SCNN: Downward (Up
to Down), Upward (Down to Up), Rightward (Left to Right) and
Leftward (Right to Left)

conduct some ablation studies in Section 4.4 discussing the
gains brought by the spatial convolution modules.

4 Experiments

In this Section, Section 4.1 first takes a look at the
newly created dataset CULane-ULOD Dataset; Section 4.2
discusses the uneven effects on the results made by the
different backbones; then the training procedure of the
obstacle detection sub-network is displayed in Section 4.3;
and at last, Section 4.4 summarizes the training details of
the lane detection sub-network.

4.1 Dataset

To better train and promote the proposed network, a new
benchmark named CULane-ULOD Dataset transferred from
CULane Lane Detection Dataset [1] is created to serve as
the following experiments platform. The original dataset
consists of more than 133 million frames, including the normal
road scenario and 8 advanced road scenarios (crowded,
night, no line, shadow, arrow, dazzling light, curve, cross-
road). In order to better adapt to the autonomous vehicle
working environments, CULane-ULOD Dataset have made
several amendments compared to the original dataset.

First, the original dataset only contains the annotations
of road lines since it is made to complete the single
challenge of detecting road lines. But this paper aims
to detect lane and obstacle jointly to help vehicles drive
autonomously in an unfamiliar environment. So 80 classes
of common obstacles (e.g., car, truck, pedestrian) are picked
from CULane Dataset to make up the lack of obstacle
annotations imitating COCO Dataset [2]. But our labeling
methods have two main differences with COCO: (i) COCO
Dataset assigns a concrete category to every object because
it is designed for a precise object detection task. However,
some labels such as food and animal seldom exist in the
driving environment, so we remove the redundant classes.
(ii) From the view of drivers, they do not pay much attention
on recognize the exact classes of obstacles, only a label
avoidance can help them react to different traffic conditions.
Thus, the final label has only one overall class: avoidance.
We first utilize a trained object detection network to detect
the obstacles on the road and then check all the images
manually. Altogether 253 thousand obstacles are marked
manually to serve as the prior avoidance label, the label
utilizes 5 parameters to indicate the obstacle information:
a bool type parameter p for the probability of an obstacle
and four float type parameters [x, y, w, h] pointing out
the coordinates of bounding boxes, which are all within a
restriction of [0, 1].

@ Springer
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Second, In case of the utilization of image segmentation
information, the original dataset also contains the additional
segmentation annotations for each frame to help predict
more accurate road lane information. However, this paper
aims to construct a high performance-price convolution
network, so the relevant segmentation annotations are
ignored to help save computer memory.

At last, to help the future researches, we also measure
some basic obstacle property distributions to help better
understand the CULane-ULOD Dataset. Fig. 5 illustrates
how the metrics are defined and Table 1 lists the results.

4.2 Backbone

Aiming at adapting to the unified lane and obstacle detection
challenge better and saving more computation resources,
the backbone in ULODNet is designed to be shared by
the obstacle detection branch and lane detection branch.
Hence, the backbone is trained alone before the training
of these two detection sub-branches. We look forward to
finding a light but accurate backbone network to extract the
global feature of the input which can be transferred to the
following detection tasks and finally ResNet series networks
[3], DarkNet network [4, 10, 11] and VGG series networks
[33] are picked up to act as the backbone alternatives. In
the real experiment, we use the Pytorch official open-source
weights applied to the backbone modules. Table 2 lists
some crucial properties of the different backbone choices,
including model size, GMACsS, and classification accuracy.
In Section 35, the extensive experiments are based on the
ResNet-18 considering the highest cost-performance.

4.3 Obstacle Detection Branch Training
Training Parameters. In the training process, the total loss
in the obstacle detection layer consists of MSE (Mean

Squared Error) Loss applied on the coordinate predictions
and BCE (Binary Cross Entropy) Loss applied on the

—~—=)

obstacle center 1

\
size=hxw \ category

driver position

Fig. 5 The graphical interpretation of the obstacle measuring metrics
of category, size, distance and angle
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confidence predictions. Adam algorithm with default set-
tings (learning rate = 1073, B = (0.9, 0.999)) acts as the
optimizer. The batch size is set to 8 and the training epoch
is set to 25 because the experiments show some clues of
over-fitting after 15 epochs.

Metrics. We use the mAP (mean average precision)
metric for the obstacle detection branch. First, we calculate
the ToUs (Intersection-over-Union) between predictions and
ground-truths. Second, we classify the predictions as true
positive (TP) if the IoU is larger than 0.5, or false positive
(FP). we also rate the ground-trues with no predictions as
false negative (FN). Third, we collect all the predictions
made for avoidances in all the images and rank them in
descending order according to the predicted confidence
score. Then, we plot the P-R Curve, the set of x element is
the recall parameter, where Recall = TIJTJF—I}N and the set of
y element is the precision parameter, where Precision =
TPT+—PFP, we calculate Average Precision (A P) as follows:

AP = fol p(r)dr.Since CULane-ULOD Dataset has only
one class, mAP = AP. Results are shown in Table 3.

Ablation Study. In Section 3.1, we discuss the architec-
ture of the obstacle detection branch. The backbone extrac-
tion network consists of 5 convolution blocks which output
the feature maps with variant sizes. The feature maps from
different blocks have different impacts on the detection of
obstacles in multiple scales. Table 4 displays the comparison
of the effects made by block3, block4 and block5. We draw
some conclusions from it: (i) Feature maps from block3 give
the best experiment results and achieve the best precision
compared to the other two blocks. This is not surprising as
the extremely small or large obstacles seldom exist in the
driving environments, which usually have relatively regu-
lar sizes. (ii) The inference time have no significant effects
caused by the different block combinations.

Results. There are diversified backbone extraction net-
work combinations trained for the obstacle branch, as can
be seen in Table 3. Different backbone extraction modules
have similar influences on the detection precision. DarkNet-
53 [11] reaches the highest of 0.837 and VGG-19 [33] gets
the lowest of 0.788.

4.4 Lane Detection Branch Training

Training Parameters. In the training process, Structural
Loss following the research [6] is utilized to serve as the loss
function and the SGD algorithm with the learning rate of
0.1, momentum of 0.9 and weight decay of 10~ is utilized
to serve as the optimizer. Besides, the batch size is set to 8
and the training epoch is set to 30 because the evaluation
metrics do not improve any more in the validation set after
about 20 consecutive epochs.
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Table 1 Distributions of

CULane-ULOD Dataset Category person vehicle' others
Metrics 7.1% 90.1%?> 2.8%
Size [0, 10] (10, 15] (15, 20] (20, 25] (25, MAX]
(kpixels) 51.7% 8.2% 5.1% 4.3% 30.7%
Distance [0, 200] (200, 400] (400, 600] (600, 800] (800, MAX]
(pixels) 3.1% 61.2% 23% 12.4% 0.3%
Angle [—20°, 20°] + (20°, 45°] + (45°,75°] =+ (75°,90°]
33% 29.5% 35.6% 1.9%
IClass vehicle includes car, truck and bus
2The bold entries mean the highest proportion
Table 2 Backbone Choices Comparison
Model Top-1 Top-5 Size Parameters! GMACs? GMACs
Acc(%) Acc(%) (MB) x 107 @(416 x 416)° @ (288 x 800)*
DarkNet-53 71.2 93.8 155 4.06 24.62 32.77
VGG-16 71.59 90.38 528 1.47 53.045 70.622
VGG-19 72.38 90.88 548 2.0 67.408 89.744
ResNet-18 69.76 89.08 45° 1.12 6.28 8.37
ResNet-34 733 91.42 83 2.13 12.68 16.88
ResNet-50 76.15 92.87 98 2.35 14.21 18.92
ResNet-101 71.37 93.56 170.4 4.25 27.07 36.04
Ithe parameters only include the basic convolution layers of the backbone
2GMACs means billion Multiply-Add operations like k x x + b acted on the tensor
3416 x 416 is the input image size trained by obstacle detection branch
4288 x 800 is the input image size trained by lane detection branch
3The bold entries mean the best performance compared to others
Table 3 Training Results of ULODNet
Backbone DarkNet-53 VGG-16 VGG-19 ResNet-18 ResNet-34 ResNet-50 ResNet-101
OD mAP 0.837 0.816 0.788 0.819 0.799 0.828 0.836
LD Acc - 0.706 0.709 0.686 0.697 0.696 0.6997
Table 4 Multi-Scale Detection : - 5
Decoder Ablation Study Model mAP Runtime(ms)
block 3 0.8533° 110.41
block 4 0.7719 111.04
block 5 0.5865 112.43
block 3 + block 4 0.8446 110.38
block 3 + block 5 0.8223 110.09
block 4 + block 5 0.7339 111.62
block 3 + block 4 + block 5 0.8192 113.99

I'The backbone of the experiments is ResNet18 [3]

2 All the runtime tests are conducted on NVIDIA GeForce 940MX

3The bold entry means the highest mAP
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Table 5 Spatial CNN Module Ablation Study

Model Accuracy Runtime(ms)?
Baseline(No SCNN Module) 0.68636 44.67
Downward+Upward 0.68639 46.89
Rightward+Leftward 0.6915 49.19
Downward+Rightward 0.6882 49.48
Upward+Leftward 0.6873 47.72
Downward+Upward+ 0.6976° 51.73
Rightward+Leftward

I'The backbone of the experiments is ResNet18 [3]
2 All the runtime tests are conducted on NVIDIA GeForce 940MX
3The bold entry means the highest accuracy

Metrics. For the lane detection branch, the metric to
test whether a lane is correctly marked is F7. Each lane is
considered as a 30-pixels-width line and it will be recog-
nized as true positive (TP) only when the IoU (Intersection-
over-Union) between ground-truth and prediction is greater
than 0.5. Otherwise, the lane will be rated as false positive
(FP) when there is no existing ground-truths matching the
prediction or false negative (FN) when there is no predic-
tions matching a specific ground-truth. Then the F| measure

is defined as follows: F; = %W’ where

Precision = T},a_—PW and Recall = 757

Ablation Study. As stated in Section 3.2, we append
some spatial convolution modules of diversified convolution
directions between the backbone and pooling layer expect-
ing to collect more global information. Table 5 displays the
effects made by the appended spatial convolution modules
and we have a few observations from it: (i) Adding spatial
convolution modules can improve the detection accuracy
and that is a proof of the effectiveness of spatial convolution
modules. (ii) However, the spatial convolution modules can
degrade the inference time to some extent.

Results. We train different versions of lane detection
branches with variant backbone extraction networks, which
is listed in Table 3. VGG-based backbones reach the highest
accuracy and in the test environment of Section 5, four
different spatial convolution modules are all appended.

5 Extensive Research

To construct a complete autonomous vehicle driving scheme,
some extensive researches of ULODNet are conducted. As
demonstrated in Sections 3 and 4, ULODNet predicts the
road lane key points and obstacle coordinates jointly, but
it does not integrate the information or order any driving
instructions. Vehicles still remain perplexed when they
receive the output information from ULODNet. Hence, An
area intersection paradigm is designed to help process it
comprehensively.

Accordingly to the actual driving situations, the freespace
region which is defined as the region where vehicles drive
freely is the decisive factor for the instruction issuance. In
this paper, we measure the obstacle occupied region as the
obstacle interference. Excluding the obstacle interference,
we can calculate the freespace region and at last the driving
guidance commands (e.g., turn left, turn right, accelerate or
stop immediately) are published on the basis of the obstacle
interference proportion. The algorithm diagram is shown in
Fig. 6.

The obstacle detection results from ULODNet are
the obstacle coordinates [x, y, w, &, conf] and the lane
detection results are the anchor location collections X =
[x1, x2, ..., xn]. First, we draw the lane pixel predictions
and obstacle coordinates on the input image as shown in
Fig. 6(a). This type of additional information is not intuitive
enough to be understood by the self-driving system. Thus,
the boundary coordinates of a specific detected obstacle
are calculated and pixels within the boundaries will be
recognized as obstacle inference for the decoding procedure
shown in Fig. 6(b). As for the lane detection results, we
frame two adjacent lane prediction area as the lane regions
shown in Fig. 6(c). Normally, there are four road lanes
extracted from the ULODNet and the lane region can be
therefore separated into 3 sub-regions. Finally, we utilize
the polygon intersection algorithm to restrict the freespace
region which are defined as the lane regions excluding the
obstacle inferences as shown in Fig. 6(d).

As for the decision-making portion, the driver is always
located at the middle of the image bottom for the relative

Fig.6 The extensive research Ve
processing flow: driving
suggestions are judged
according to the comparison
results between the intersection
area and preset thresholds

(a). Raw Image

L (c). Lane Seg

10U: 11.55%
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10U: 3.61%
__-.. A -—; Go straight is allowed,
7 - - no need to slow down

(e:2). Middle Lane
Turn right is

- forbiddened

(e.3). Right Lane )

d). Drivable Area
10U: 59.88%
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Fig. 7 The experiment results on different scenarios of the CULane-
ULOD test set, from left-top to bottom-right: normal, crowd, dazzling
light, shadow, curve, arrow, noline, cross and night

coordinates of the driver and camera remain fixed in the data
collection process and it is constrained that the driver must
not cross two lane regions at a time. Empirically, the closer
distance between the obstacle and the driver is, the larger
area of the obstacle is. Consequently, the proportion of
obstacle inference region in freespace become larger. Thus,
different freespace regions are judged whether drivable on
the basis of the proportion of the obstacle inferences in
freespace region area as shown in Fig. 6(e) and the following
formula.

free, proportion < 8%

traffic condition = § slower, 8% < proportion < 25%

congested, proportion > 25%

Besides, ULODNet and the extensive paradigm are tested
on the test set of the modified CULane-ULOD Dataset.
The test set includes normal and 8 challenging categories,
which correspond to the 9 different driving scenes in the real
world. The formulation runs on each category separately
and the results show that the algorithm performs well in
most cases except dazzling light scenario. Considering that
the dazzling light scenario disturbs the light so significantly
that even human drivers have tremendous difficulties in
recognizing road lanes and the extreme scenario seldom
exists in the vehicle working environments, ULODNet helps
vehicles accomplish the autonomous driving tasks to a large
extent. The details of the test outcomes are shown in Fig. 7.

Fig. 8 The experiment samples on TuSimple test set in highway
environment

At last, to further test the robustness of the well-designed
ULODNet, we transfer to the TuSimple Dataset which is
another popular dataset in the self-driving research fields
designed by TuSimple Technology Company. The dataset
contains the major typical scenes in a highway environment.
3626 frames are collected in the train set and 2782 frames
are collected in the test set. ULODNet views each image
as an input and outputs the alternative driving suggestions
to help vehicles realize autonomous driving. Given the
prediction results shown in Fig. 8, the model can give the
appropriate instructions in the highway occasions.

6 Conclusions

In this paper, we propose ULODNet to detect the lane and
obstacle jointly in the autonomous driving environments.
ULODNet consists of obstacle detection branch and
lane detection branch. We design both the sub-branches
benefiting from the achievements in convolution neural
network research fields and they reach a high detection
accuracy as well as a fast inference time. To help better
train the model, we transfer CULane Dataset to create
a new dataset, CULane-ULOD Dataset. Furthermore, we
also propose an area intersection algorithm to construct
an integrated autonomous driving scheme. It merges the
information from ULODNet to help issue the driving
commands to the driver. At last, the conducted experiments
on CULane-ULOD Dataset and Tusimple Dataset illustrate
the effectiveness and robustness of the algorithm.
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