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Abstract

This paper proposes a novel approach to the visual path following problem based on Nonlinear Model Predictive Control.
Simplified visual features are extracted from the path to be followed. Then, aiming to calculate the control actions directly
from the image plane, a regulatory model is obtained in the optimal control problem scope. For this purpose a Serret-Frenet
system is placed in the center of camera’s field of view and the optimal control actions generate velocity references to
an inner loop embedded in the robot. Stability issues are handled through a classical method and a new approach based
on constraints relaxation is proposed in order to guarantee feasibility. Experimental results with a nonholonomic platform

illustrate the performance of the proposed control scheme.

Keywords Path-following - Visual control - Nonlinear model predictive control - Autonomous robots

1 Introduction

Recently, in order to get solutions for high precision
autonomous robotic navigation, great efforts have been
devoted to the development of control strategies based on
computer vision [1-3], with special emphasis on the visual
servoing based solutions.

Two of the main techniques for visual servoing are the
Position Based Visual Servoing (PBVS) and Image Based
Visual Servoing (IBVS), with the latter being more efficient
from computational point of view due to the absence of
algorithms for estimating the pose [4]. In both approaches,
an important task is to position an end effector to capture
a reference image by a camera attached to the robot (for a
complete review, see [5] - Chapter 15).

Electronic supplementary material The online version of
this article (https://doi.org/10.1007/s10846-018-0896-3) contains
supplementary material, which is available to authorized users.

P4 Tiago T. Ribeiro
tiagotr @ufba.br

André G. S. Conceicdo
andre.gustavo@ufba.br

LaR - Robotics Laboratory, Department of Electrical
Engineering, Federal University of Bahia, Salvador,
Bahia, Brazil

To improve the navigation capabilities of actual applica-
tions, these techniques are adopted to cope with multiple
reference images [6-8], intrinsic characteristic of applica-
tions such as continuous path following based on computer
vision. In which case, traditional visual servoing approaches
become computationally inefficient due to the need to cal-
culate the inverse of iteration matrix for a large number of
visual features.

In the case of visual path following of mobile robots,
the objective is to minimize errors obtained from simplified
visual features, with the control law calculated directly from
the image plane [9-11]. Such requirement of simplicity
arises from the needs of maintaining low computational
complexity, especially for fast and non-linear dynamic
systems.

In many solutions, such features are used to set a lateral
displacement and orientation errors relating to a horizon
in front of the camera [12]. Such approaches emphasize
the need for a concise characterization of the paths to
be followed, i.e. constraints on the path curvature, initial
configuration and navigation speed. This was dealt with in
the past by: proposing control schemes that switch between
controllers of image row or column [13], handling obstacle
avoiding through a dynamic window approach [14] and
establishing an error metric based on the square of the
distance between two samples of image [15]. However,
the physical limits imposed by the visual system have
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not been handled explicitly by neither of the previous
works.

An efficient alternative to include these aspects in the
calculation of control actions is based on the use of
Nonlinear Model Predictive Control (NMPC) since it is
an optimal control strategy which handles the constraints
of the problem and adapts well to time variant systems
[16-19]. To obtain acceptable performance metrics, the
practical implementation of NMPC controllers requires a
detailed analysis of stability and feasibility requirements.
In particular, for the vision based control, where there are
constraints in field of view and frame rate, control strategies
with such guarantees and efficient in the computational
scope should be developed.

A visual MPC approach for steering a nonholonomic
mobile robot is proposed in [20]. This linear version
of predictive control copes with stability in kinematic
and dynamic scope. Nevertheless, the effectiveness of
NMPC controllers is lost when dealing with a conti-
nous path following problem [21]. Consequently, aspects
related to feasibility and computational complexity are not
considered.

The control scheme proposed in this study is based
on constrained NMPC to follow visual paths considering
aspects of stability and feasibility directly from the image
plane. Such an approach generates an error model from
simplified visual characteristics acquired through a Serret-
Frenet coordinate system [22] brought into the center of
the camera’s field of view. Terminal cost and constraints
are used to guarantee stability and a constraints relaxation
technique is designed to ensure the recursive feasibility.
With these solutions and under normal operating conditions,
it is possible to ensure that the path remains in the field
of view, allowing robots to follow paths with variable
curvatures and different navigation speeds, improving the
autonomy of the robotic system.

Experimental results using a wheeled mobile robot
(WMR) and a webcam (both commercial) with an arbitrary
reference path show the advantage of the proposed
strategy compared to traditional approaches. Generally,
such approaches do not take into account limitations on
camera’s field of view and frame rate nor the specification
of computational cost of the control actions.

It is worth emphasizing that the ideas proposed herein
are applicable on other robotic platforms, provided that their
kinematic models are known.

The paper is organized as follows. Section 2 states
the visual path following problem. Section 3 presents the
proposed control strategy and how it deals with stability
and feasibility issues. In Section 4, experimental results are
presented and discussed. Finally, the conclusions are drawn
in Section 5.
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2 Problem Statement

This section is dedicated to the formulation of the path
following problem using only visual information. In order to
solve the problems related to visual system limitations and
its implications on stability and feasibility, the model should
allow the immediate application of NMPC controllers, topic
of the next section.

Aiming to use simplified visual features, with the
requirement of low levels of computational complexity,
adaptations are made on the vision-based model proposed
in [23] for aplication of classical control methods. In this
case, from a desired navigation speed v, the orientation
of the robot is controlled aiming to maintain the path to
be followed centered in the camera’s field of view. Such
visual path following approach is particularly applicable in
situations with the following conditions:

1. The visual system is positioned in front of the path to
be followed;

2. The camera field of view is limited;

Image distortions are neglected;

4. The robot kinematic model must be known.

e

Figure la presents the coordinate systems and the
parameters used in the modelling for the case of robots

(b) Robot and Path - Lateral view.

Fig. 1 Visual path following problem representation
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with differential drive. Specifically, the world frame {W}
with unity vectors [xw, yw], the robot frame { R} with unity
vectors [xg, yg] and the Serret-Frenet system {SF} with
unity vectors [T, N] are defined. Using this nomenclature,
the kinematic model relative to {W} is given as follows:

X cosf 0
j | = sin6 0 [;’)] (1)
6 0 1

The forward speed v and the rotational speed w are
related to the wheels speeds v; and v; as follows:
v] + v

>

@)

V=

0=""= 3)

with / being the distance between the wheels.

Additionaly a horizon is defined as a straight line on the
ground parallel to the front axis of the robot at a distance H
of the center of mass (point P relative to {W}) as shown in
Fig. 1b. In this paper H is constant, depending only of the
camera pose relative to center of mass and the robot height.
The point P, is considered as the intersection point between
the horizon and the path to be followed, I'. This point is
unique if the curvature of the path is continuous and double
otherwise. In this case P, will be the point closest to the
longitudinal axis of the robot. Z is defined as the distance
between P, and the robot’s longitudinal axis. A Serret-
Frenet system {S F'} is used to characterize the movement of
a virtual vehicle positioned in P;.

Both H and Z are features whose parameters can easily
be extracted from the images, since the horizon corresponds
to an array of pixels at a distance d (H) of the main point and
Z is proportional to the number of pixels between the center
of horizon and P,. Figure 2 presents an example of image
with these features. Considering H as a constant, to obtain
Z directly from the image, there is a single coefficient
of proportionality obtained in the calibration phase of the
visual system.

Fig.2 Image of the path section to be followed

The point P, (see Fig. 1a) is given as follows:

Pr(s(1)) = P(t) + Hxr(6(1)) — Z(t)yr(0(1)). “

The time derivative of this expression, omitting the
temporal dependencies, is given as:

§T(s) = ixg + HOyR + ZOXR — ZyR. 5)

with s being the curvilinear abscissa along the path.
The relationship between the robot coordinate system
{R} and the Serret-Frenet system {S F'} is given as follows:

XR [ | cos6, sinf, T ©)
yrR | | —siné, cosé, || N

Transfoming Eq. 5 into Serret-Frenet system and
substituting Eq. 1 we get:

7 = wH + (wZ + v) tan6,; (7
Z

g = Loz 8)
cos 6,

Since 6, = w — $c(s), where c(s) is the path curvature,
we get:

7 = wH + (wZ + v) tan(6,); 9)
b = w—c(s) LT2D. (10)
cos 6,

To explicit the geometric and temporal behavior of the
path to be followed the time derivative of ¢ is obtained by
multiplying both sides of Eq. 8 by dc. Thus, to follow a
particular path, the following condition must be met:

. dc(v+wZ)
(= ——-—.

11
ds cos0, (b
Considering Z = 6, = 0, w is given as follows:
0= (12)
cosb, +cZ
tan 6,
oo b (13)
Ztan6, + H
Equating Egs. 12 to 13, we get:
6, = sin"'(Ho). (14)

Thus, it is possible to verify that an equilibrium condition
can be reached only when adjusting 6,..

Aiming to formulate the visual path following problem
as an optimal control problem, the system’s control input is
defined as u, = 9}. With the state vector X, = [Z 6,]7, the
visual path following error model is given as follows:

Xe = f(Xe, lle) = [ezri| — |:(1)H + (a)Zu:' v) tan(@,)] .

15)

Considering the outputs as the states themselves, the
problem of controlling the movements of the robot, based
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on visual information, can be summarized as follows:
Find w, such that Z and 0, are feasible.

Particularly important step for the success of imple-
menting this method is the calculating of the visual path
curvature c(s). As Z and 6, are obtained as rough esti-
mates, without strict requeriments in the visual system’s
calibration, any error in these measurements will propagate
through the c(s) calculation thus hindering the method’s
accuracy.

In this work, this curvature is obtained with reasonable
accuracy through the use of 2 points near to the main point
and calculating the radius of the circle passing through these
three points. Figure 3 illustrates the procedure.

It’s worth pointing out that accuracy of the movements
of the robots along the visual path will be of great relevance
for the calculus of the visual curvatures. The experimental
platform used in this study enabled a satisfatory aplication
of this method.

3 Control Approaches

The model described by Eq. 15 is nonlinear and has con-
straints on inputs and states, justifying the use of compu-
tationally efficient optimal control strategies. Approaches
based on Model Predictive Control meet some of these
requirements due their performance with multivariable, time
variant and constrained problems. These controllers have
good inherent characteristics of robustness and adapt well
to disturbances, non-linearities and modelling errors due to
the receding horizon scheme.

An alternative that has widely been used in several
branches of the automatic control is the NMPC approach,
which currently meets the mentioned requirements without
a prohibitive computational cost. In the NMPC control, the
system’s output is predicted based on its current states and
models. A control profile is obtained in open loop by a
numeric optimization, applying only the first control signal
to the system. At the next sampling time, a new profile is
obtained considering the most recent information.

X

\/

Fig.3 Procedure to curvature estimation
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3.1 NMPC Addressing Stability

Despite of the several advantages of NMPC, there are
limitations regarding stability due to the use of a finite
control horizon. Stable control can only be guaranteed if the
control horizon is large enough. This drastically increases
the demand for computational power. Thus, for a practical
viability in many systems (especially the nonlinear ones) a
small (i.e. stability non-guaranteeing) horizon is necessary.

The problem of stability with a small control horizon
is initially addressed through the inclusion of a terminal
penalty term (V (-)) and a terminal region for the constraints
(2) to the nominal NMPC problem as proposed in [24]. The
NMPC scheme with stability guarantee takes the following
form:

14T,
Jmin = nlllin/ F(Xe(1), 0. (t))dT + V(X (2 + Tp)),
€ t

(16)
subject to: X, (7) = f (X (1), U (7)), a7
u(r) e, Vrelt,t+T.], (18)
X (r) e X, VT elt,t +Tpl, (19)
X, (t +Tp) € L, (20)

with the stage cost F' given by:
F(xe(7), u (7)) = x; Qx + u; Rug, @n

where:

T), is the prediction horizon;

T. is the control horizon; With T, < T);

U is the set of feasible inputs;

X is the set of feasible states and

Q. R are positive defined matrices that weight the
deviations into the required values.

The following Lyapunov function is chosen as a penalty
term:

Vxe(t +Tp) = %xea + T, Pxo(t +T), 22)

with Xe(t + T),)) = [Zr, 6, ] being the terminal state and P
being positive definite matrix.

Considering a terminal control action u,,, the following
condition must be satisfied:

V(Xe(1)) + F (1, %(1), up(1) < 0. (23)

For a state feedback terminal control action, u., =
—af,,, with o > 0 and the following formats for weighting
matrices:

Q = diag(q11,q22); (24)
R =T11, (25)
P = diag(pi1, p22), (26)
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from Eq. 15 in Eq. 22 and the result in Eq. 23 we have the
following development to meet the stability condition:
PUZTZT + p22brOrp + F (1, X (1), u (1))
= przr(wH + (wZ7 + v) tan6,;)
+p229r7-uer + F(t,X.(1), u.(2))
= puZr(wH + (wZ7 + v) tan6,;)
+p20rptter + @127 + 207, + riiug,
=puZr(wH + (wZ7 +v) tan6,,)
—apnb} +quZi + q267, + o},
= quZ7 + (—apn + g0 + ra)o;,
+pi1Zr(wH + (wZ7 + v) tan 6,,.).

To guarantee stability at terminal stage, the sum of
the coefficients of the quadratic terms must be negative.
Thus the weighting matrices can be obtained through the
following condition:
apn — qn —re’ = qi. 27

The decrease in the cost function at terminal stage will be
completed with the negativeness of the non quadratic term
and the relative magnitude of terminal states. With these
considerations, the terminal region of states - 2 is defined
as follows:

0rr | = 1Z71; (28)
piZr(wH + (wZr +v)tan6,,) < 0. (29)
This region is bounded by terminal control inputs as

follows:

cv — ab,,. cosb
W= #, (30)
cosOy, —cZt
with @ constrained by robot’s physical limits as follows:

Wmin = © < Wmax- (3D
3.2 NMPC Addressing Feasibility

In search of solutions with low requirements of compu-
tational complexity, this section deals with the following
nominal NMPC approach:

t+Tp
Jmin = min/ F(x.(t),u.(7))dr, (32)
u J,
subject to: X, (7) = f(X(7), Ue (7)), (33)
w(t)yeU Vtelt,t+T.], (34)
X () e X, VT e[t,t +Tp] (35)

To guarantee recursive feasibility, the sets &/ and X
should be well defined at all time instants, taking into
account aspects directly related to the visual system.

The optimization problem will be initially feasible if for
a given initial state x¢ the set of admissible inputs U (x)

is not empty. The feasibility will be maintained over the
control horizon when the following conditions are met for
every tx =0,1,..., T, — 1:

u(ty) € U(Xu(tk, Xo)), (36)
Xu(fk+1, X0) € &, (37

with:

u(tr) being the actual control sequence and
Xy (f%) and x¢ the solutions of Eq. 17 at instants f; and
to, respectively.

Since only feasible control problems generate acceptable
solutions, the points xg € & satisfying U (xop) # ¥ at every
instant, are exactly the points for which the implicit NMPC
control law w is well defined.

Formally, the following lemma, introduced in [25,
Chapter 8], sets the property of the recursive feasibility:

Lemma 1 Let A C X be recursively feasible for the
nominal NMPC problem described by Eqs. 32 to 35 with
prediction horizon T;, € N. Then for each x € A the closed-
loop solution Xur, (tx, x) is well defined for all t; € No and
satisfies X, (tx, x) € A and thus also Xur, (tx, x) € X for
all t; € Ny.

According to the same authors the proof is obtained
by straightforward induction using x,,, (f, x) and some A
forward invariant for u;, i.e., if f(x, u;) € A holds for all
x € A. In this paper A was determined based on practical
implamentation aspects, by adding a slacking policy. In
such scenario, defining the bounds to I/ and AX; based
on physical elements (actuation velocities and regulation
errors), the initial and recursive feasibility will be limited to
small regions of attraction, which implies major limitations
for the practical visual path following control. If for some
reason the reference path leaves the camera’s field of view,
the feasibility will be lost holding the control actions to the
limits specified in ¢/ causing instability.

The approach proposed herein is to use the structure
of the problem to guarantee feasibility. Specifically, since
the control input defined in Eq. 15 only exist in the
mathematical domain, it is possible to remove any physical
sense in the definition of I/, i.e. high values are allowed and
later are reduced to maximal real values in the experimental
platform.

The bounds to the states constraints (A-bounders) are
defined as follows:

XbOllnd — X;nax + Xtol; (38)
Xbound c X, (39)
with xg'®* being the vector of the maximum state errors

along the prediction horizon and x¢o being the vector of
constant tolerances for each state.
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Fig.4 Robot control structure

Outer-loop

. NMPC Shblhfy Guqmn’reed

Algon hm: Terminal cost and

f"Feasibility Guaranteed

Image |
Webcam

/Array of |
pixels

constraints Constraints relaxing
(38). (39)
Algonlhml ........ K L"lppulg ........
DONLP2 e
algouﬂuu [u] Error model
) optimal
ey
= Error model | Innerloop
— » [Serret-Frenet ;
formulas FID

Algorithm 1 sinthetizes the proposed scheme to guaran-
tee feasibility.!

Algorithm 1: Guarantee of feasibility

Data: x = [xg, x1, ..., pr]T,
u= [u(), Ui, ..., uTL,]T, Xml

Result: i/ e X

1 begin

2 {k e Zy | k> 100}

3 hmu_kz_o |ui|

4 lim X = max(x) + x’

5 end

6 return f and X

With this formulation suboptimality as proposed in [26]
can also be used to guarantee stability, since in such
approach feasibility implies stability.

This handling of state constraints (Eqgs. 38 and 39)
is somewhat similar to soft-constraint approach [27], but
without any explicit penalization in the cost function,
keeping low levels of computational complexity.

3.3 Control Scheme Implementation

The proposed control scheme is based on the cascade
structure, shown in Fig. 4. The inner-loop is intended to
control the robot dynamics by tracking the reference speeds
given by the outer-loop controller. The outer-loop physical
control efforts (v, w) are obtained by applying the optimal
control input, u(#)optimal, Obtained from the solution of
NMPC algorithms, to Eq. 10. More specifically, w is given
as follows:

_ u (k) optimal €08 0, + cv
cosb, —cZ

(40)

1Tim S denotes the upper limit of the set S.

@ Springer

It is important to note that when addresing feasibility,
these variables could have high values, thus w is saturated
to practicable levels as follows:

Wmin @ =< Wmin,
sat(w) = { w Wmin < @ < Wmax, - 1)
(Wmax @ Z Wmax

These velocities are converted into robot rotational
wheels’ velocities (w1, w2,,), through the inverse kinemat-
ics block (IK), as follows:

Wlr | _ 11 L v
ol halle] @

where r,, is the wheel radius. These reference velocities
are sent to the inner-loop that implements classical PID
controllers.

The approach to guarantee stability and feasibility
allows positioning the robots at distant points of the paths
and navigating in realistic environments with practical
velocities. Furthermore, since high valued errors can be
regulated, it is also possible to deal with time-varying
paths, being a further improvement with respect to approach
originally proposed for visual path following.

4 Experimental Results

In these experiments, a webcam Microsoft® LifeCam HD-
3000 [28] was installed on a robot with a differential drive
built with Leg0® Mindstorms® EV3 platform [29]. The
webcam’s offset pose (relative to {R}) was x, = 0.05 m;
Ve =005m;z, =02 m; 6, = % rad. Figure 5a shows the
mobile robot. An Arduino Uno platform implemented the
inner-loop and communicated with EV3 hardware through
I?C protocol. The robot communicated through UART
protocol, under USB standard, with a personal computer
that implemented the outer-loop and had the following
features: Intel® Core™ i5 CPU M 430 @ 2.27 GHz X 4;
5.5 GB RAM; 64 bits.
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-

(a) Mobile robot.

(b) Arbitrary path.

Fig.5 Experimental platform

The visual system was -calibrated considering the
following limiting values to state errors (limits of camera’s
field of view): Z = 40.1 m; ®, = =£0.8 rad. The
optimization problem was solved through the free package
DONLP2 [30], a general purpose nonlinear optimizer for
continuous variables that implements a sequential quadratic
programming method with an active set technique.

The performance of the proposed methods was evaluated
in a situation where the curvature function was variable,
specifically for the arbitrary path illustrated in Fig. 5b. As
can be seen, the variable curvature profile tends to demand
more of the control actions in many instants.

Considering the characteristics of the mobile robot,
visual system and the path to be followed, the first results
were acquired for v = 0.05 m/s. It can be observed that

for this speed, the path was tracked with a total navigation
time of 110 s, generating 550 samples. The nominal NMPC
weighting matrices were:

Qi = diag(10; 1),
R; = diag(0.2).

(43)
(44)

The initial bounds of the constraints were defined as
follows:

|ue| < 0.2rad/s; |Z] < 0.05m; |6,] < 0.3 rad.

For a sampling time T; = 0.2 s and defining T, = T, = 3
samples (due to the nonlinearities exposed), the controllers
designed were classified as follows:

— Nominal Case (NC), without addressing stability nor
feasibility;

— Stable Case (SC), stability is guaranteed by adding
terminal cost and constraints;

— Feasible Case (FC), feasibility is guaranteed through
constraints relaxation.

4.1 Nominal Case

The results of the nominal controller can be seen in Fig. 6.
The computational cost, tracking errors, and the control
efforts are shown in Fig. 6b, c and d, respectively. As can
be seen, the visual path was closely followed. Figure 6b
shows some peaks in processing time that are related to
the low accuracy of curvature data processed on line. It is
noteworthy (see Fig. 6¢) that, in despite of the constraints
have been satisfied, the states reached values close to the
platform’s limits thus reducing the regulation capability.

Flg.' 6 Visual path fgllowmg - 25l &~ [ Reference pat | R
arbitrary path - nominal NMPC rd | = -Position snapshot g
2t \ As T
.. S £
~15 I, S
£ " \\ &
> 110 .
/ o
7 S
0.5+ o/ 2
4 2 2
O I t . "'f/ a
-1 0 1 2 0 20 40 60 80 100
x(m) time(s)

(a) Positions snapshots.

(b) Computational cost.

Z(m)

0 20 40 60
time(s)

(c) Path following errors.

80 100 ) 20 40 60 80 100
time(s)

(d) Control efforts.
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Flg: 7 Visual path followlng - 2 ol 5 P _
arbitrary path - NMPC with / V|~ -Position snapshot; g
[N ' 1 =3
stability guarantee 2! X " g 15¢
e M S 10
\ 9]
e « X g sl ;
| ) { 0L 20 40 60 80 100
; [
7 i = 1
0.5} : 2 ° MY
szt 2-0.2¢
0 el © 0.4t
-1 0 1 2 0 20 40 60 80 100
x(m) time(s)
(a) Positions snapshots. (b) Computational cost.
0.04 ‘
2 002 7004
N, og oo
-0.04 0
0 20 40 60 80 100
0.1
~ 0.2} )
S 2
c 5 B-01
= 3-0.2¢
-0.2F -0.3+ 1
0 20 40 60 80 100 0 20 40 60 80 100
time(s) time(s)
(c) Path following errors. (d) Control efforts.

Figure 6d shows that the control efforts remained below the P = diag(100; 100) and ¢ = 2 to satisfy the criteria
experimental platform’s possible maximum values. presented in Eq. 27, are shown in Fig. 7.

4.2 Stable Case

As can be seen, results similar to the previous experiment
were obtained, with a notable variation in the processing
time with larger and more frequent peaks (see Fig. 7b). This

The results for the stable case, where the weighting matrices  is an expected result since the curvature captured is less
Q; (43) and R; (44) were maintained with the same weight, precise due to computation lags.

Flg.‘ 8 Visual path followlng - 25! y ,&—\\T’ =
arbitrary path - NMPC with { 1= -Position snapshot g 10
guarantee feasibility 2t A \ g 8
M » S 6
15 S y g
~1. = 3 <]
£ X 3 g4
> 1 ‘,‘ i 0.4
y g 0.2}
§ =)
05" 2 |
7 7 g Og T [
0r *—"‘J\-’/ 8_04,
-1 0 1 2 0 20 40 60 80 100
x(m) time(s)
(a) Positions snapshots. (b) Computational cost.
0.04
_ 0.02
£ 9
N.0.02
0.04 ;
0 20 40 60 80 100
= 0.2
e
= 0
0.2 ‘ ‘
0 20 40 60 80 100 0 20 40 60 80 100
time(s) time(s)
(c) Path following errors. (d) Control efforts.
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Table 1 Quantitative metrics (v = 0.05 m/s, 550 samples)

IAE TV

Ziag [m] 6, [rad] vry [m/s] w7y [rad/s]
Nominal case 1.1126 7.2840 1.1400 17.7760
Stable case 1.1828 7.5952 1.3390 20.1809
Feasible case 1.1146 7.1702 1.2820 17.9080

It is possible to visualize small differences in the
figures of the states (see Fig. 7c) and control actions (see
Fig. 7d), with the current experiment presenting slightly
lower performance, with higher magnitudes and change
rates.

4.3 Feasible Case

Complementing this initial analysis, the stage to guarantee
feasibility is enabled. For the same tuning parameters, Fig. 8
shows the results. Similar results were obtained for positions

snapshots (see Fig. 8a), however, detailed analysis shows a
better performance of this technique, since the state errors,
especially orientation errors, have remained lower than in
the two previous experiments (see Fig. 8c) even with relaxed
constraints. The processing time and control actions are
close to the nominal case (see Fig. 8b and d) confirming the
low computational complexity of the proposal. Figure 8b
also shows a more precise profile of curvature function
captured in this case. This measure is quite sensitive to
the tracking errors, being therefore useful to evaluate the
best performance of the technique based on the constraints
relaxation.

In order to compare the performance of these approaches,
two quantitative metrics were used: the integral of the
absolute error (IAE) and the total control variation (7V).
The IAE index, calculated by fOTEN Ple(r)|dt, is widely used
to compare the performance of distinct strategies in similar
experiments. The TV index, calculated by Zii’(‘gn lu(k) —
u(k — 1)|, aims to evaluate the effect of noise on the
control signals, assessing the effectiveness of the controller.
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Table 2 Quantitative metrics (v = 0.1 m/s, 275 samples)

Table 3 Quantitative metrics (v = 0.2 m/s, 60 samples)

IAE TV IAE vV

Ziag [m] 0, [rad] vry [m/s]  wry [rad/s] Ziag [m] 0, [rad] vry [m/s]  wry [rad/s]
Nominal case  1.0124 6.4820 0.8170 15.8300 Nominal case  0.4698 2.6262 0.5730 11.8430
Stable case 1.0228 6.5784 0.9650 12.2760 Stable case 0.4196 2.3476 0.5290 11.3650
Feasible case  1.1088 7.1316 0.9190 13.2920 Feasible case  0.3106 1.7324 0.4160 3.0770

In general, the higher these indices are, the worse the
performance of a given approach is.

For the problem at hand, the state errors (Z and 6,) and
the physical control actions (v and w) were used to calculate
the indices presented in Table 1.

Similar values are observed, but with a slight advantage
for the Nominal Case for the majority of indices except
for 6,,,., where the best result was in the Feasible Case.
The reduction of this variable is fundamental for the actual
application, since it ensures that the path remains in the

camera’s field of view. The Stable Case indices show that
due to the experimental platform, the inherent increase in
computational cost became unnecessary.

4.4 Speed Influence

The imperfections of experimental platform and the nav-
igation environment impose limitations on the navigation
speed, whose values need to be set below the robots max-
imum. In order to analyze the behavior of the proposed

" - =i ’/‘-~— N e |
25 _” — -Reference path 2.5 7\ { |~ -Reference path 2.5 P \Y— -Reference path
l,’ — -Position snapshot| ,' )|— -Position snapshot / ‘4 — -Position snapshot
£ [} 7 AY §
2 {\\ \ 2 ‘\\\ l\\ 2 \\‘ !
N o'l ~ \ R \\
N o \ N s Y
1.5 s % 1.5 \ A 1.5} \ ~
— \ — A B o AN 31
£ e ) £ 3 ' £ “x o
= 1 1 =1 F—— =1 b
” ! 1% N /'/ :l
” ! / 4 ]
0.5 ” 1 0.5 " I’ 0.5 14 )
v P I . 2 //
-
- il B2
. o . . 0 b
-1 0 1 2 -1 0 1 2 -1 0 1 2
x(m) x(m) x(m)

(a) Positions snapshots - NC.

0 0
~- —~-0.5
= 0.5 E
N -1 N -1

1.5F 1 1.5
0 5 10 15 0 5
= 0 ‘ -~ 0
© =)
£a ‘ £
b ‘ <
-2 i -2

0 5 10 15 0 5

time(s)

(d) Path following errors - NC.

(b) Positions snapshots - SC.

(e) Path following errors - SC.

10
time(s)

15 20 10 15

time(s)

(f) Path following errors - FC.

20 25

A

10 15 20 25

w(rad/s)
o
o

o
wn

=
[

w(rad/s)

5

10

o

5

(h) Control

time(s)

(g) Control efforts - NC.

Fig. 10 Approaches comparison for v = 0.2 m/s (60 samples)

@ Springer

10
time(s)

efforts - SC.

15 10 15

time(s)

(i) Control efforts - FC.

20 25



JIntell Robot Syst (2019) 95:731-743

741

Table 4 Visual path following with feasibility guaratee for different
speeds

IAE A%
v [m/s] Ziag [m] O 4 [rad] vry [m/s] wry [rad/s]
0.05 1.1146 7.1702 1.2820 17.9080
0.1 1.0228 6.5784 0.9650 12.2760
0.2 1.2492 7.5438 0.7960 11.9040

methods at higher speeds, more specifically v = 0.1 m/s
and v = 0.2 m/s, new experiments were performed with the
same reference path.

From the previous experiments it is possible to conclude
that if some formal metric of speed reduction in more curved
parts of the path was used, it could be possible to obtain
satisfactory results for all control methods, however, it is
interesting to explain the limitations of the proposals for
constant navigation speeds.

Remaining with all other parameters unaltered, experi-
mental results were acquired for v = 0.1 m/s (as shown in
Fig. 9). In this case, the path was tracked with a total nav-
igation time of 55 s, generating 275 samples. It is possible
to note that the state error constraints were violated in some
moments for the Nominal and Stable Cases. The same can
not be said for the Feasible Case since the constraints were
relaxed in the right measure to guarantee the optimization
problem recursive feasibility. Table 2 shows the respective
quantitative metrics.

It is worth to note that smaller values are obtained due
to the smaller analysis interval (half of the experiments
with v = 0.05 m/s). Close values are observed for the
index relative to state errors, but for control actions total
variation there is a slight advantage in the Stable Case. This
was expected due to the generation of more conservative
movements, necessary for the stable convergence to the
terminal states. It is also possible to note that for all
experiments the Feasible Case provided more uniform
indices with the increase of speed.

From these results, it is natural to expect performance
deterioration at higher speeds since the constraints window
was fully used and the quantitative metrics were not

Fig. 11 Approaches 2
comparison: optimization
internal variables analysis

—~Nominal Case
——Stable Case
15 Feasible Case

reduced by half (ideal scenario). This is confirmed through
experiments with v = 0.2 m/s, illustrated in Fig. 10.
It is observed that only the Feasible Case follows the
path completely, since at neither moment the path left the
camera’s field of view. With a very degraded performance,
for the Nominal Case, the path was lost in approximately
14 s and for the Stable Case case in approximately 21s,
confirming the importance of recursive feasibility for all
NMPC approaches. Table 3 shows the quantitative metrics
for the first 12 s of movement (60 samples). As can be
observed, the only strategy in which there was no substantial
increase in all indices was the one based on guaranteed
feasibility.

For the Nominal Case there is a natural limitation due
to the lack of stability, on the other hand, the approach
that provides guarantees for this characteristic suffers from
too high a computational cost, not allowing the calculation
of control actions by only 7§, not capturing new reference
images. In this context, relaxing the constraints without
penalty in the cost function arises as an appropriate
approach.

The performance indices calculated for all the experi-
ment of Feasible Case for all analyzed speeds (including the
v = 0.2 m/s, 140 samples) are summarized in Table 4. As
can be seen, at double speed, the JAE index got worse, on the
other hand there was improvement in 7V since for greater
speeds, few variations were necessary to correct the pose. In
all cases, the proposed technique for guaranteeing feasibil-
ity meets the regulation of state errors with control actions
appropriate to the experimental platform and with low pro-
cessing time, even without any modification in the structure
of the cost function.

Figure 11 shows the minimal cost functions (Jpin) and
the optimal control actions of these last experiments. As can
be seen in Fig. 11a, the cost function for Nominal and Stable
Cases increases few instants before the loss of the path.
In these cases Fig. 11b shows the internal control action
behaviour in search of a feasible solution. These figures also
show the full convergence of the cost function and suitable
values to optimal inputs for the Feasible Case.

The computational and visual systems performances are
illustrated in Fig.12. As can be seen, the computational
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delay due to the optimization activities of the Nominal and
Stable Cases (Fig. 12a) causes irreversible information loss
represented by null values of frame rate data Fig. 12b. For
the Feasible Case an uniform profile is illustrated for both
characteristics.

These results confirm that for path following in the
image plane, the navigation speed must be specified taking
into account characteristics of the experimental platform
(Mobile robot 4+ Camera). In the current evaluation, the only
approach that can meet the variation of 0.05 to 0.2 m/s was
based on the Feasible Case.

5 Conclusion

This paper proposed a new nonlinear model predictive
visual path following control aiming to increase the
autonomy of a robotic system. This task was performed
by inclusion of the visual system in all stages of control
architecture. A commercial nonholonomic mobile robot was
used to performance evaluation.

The model was based on the extraction of simplified
visual features obtained from a Serret-Frenet system
positioned in the center of camera’s field of view and the
control law was calculated directly from the image plane, a
fact that motivates analysis of stability and feasibility issues
since a perturbation on robot structure tends to be amplified
in the images, making the path potentially out of camera
field of view.

Through experimental results the applicability of NMPC
controllers proposed for arbitrary paths was confirmed.
For this purpose a path with variable curvature (which for
most visual path following techniques hinders directly the
specification of navigation speed) was used.

Although the nominal NMPC and the case with a
classical approach to guarantee stability based on terminal
state and constraints satisfied the visual path following
problem at low speeds, the need to increase this speed
showed that the only approach with full capability is
based on guaranteeing of feasibility. The NMPC controller
addressing feasibility has increased the ability to keep the
path in the image plane. This was due to the conservation

@ Springer

(b) Frame rate.

of the recursive feasibility at all time instants, making
the processing time low enough to acquire new reference
images.

The guarantee of recursive feasibility based on con-
straints relaxation allows to get a superior performance
with full time safe operation in all scenarios, becoming
an attractive tool for validation in several other practical
applications.

Compared to other works on a similar problem, we
believe that our approach presents the following advantages:

— The error model generated allows to get stabilizing
control actions directly from the image plane.

— The Visual Path Following based on NMPC allows
handling the visual system limitations directly under
constraints form, enabling the treatment of time-varying
paths.

— The NMPC controller addressing feasibility increases
the ability to navigate even with imperfections of
surface, camera and mobile robots, improving the levels
of inherent robustness.

— The full convergence of the optimization problem
showed a possibility for treatment of variable visual
reference paths in a simplified way which produces low
computational cost solutions.

Future work includes robustness analysis and visual
formation controllers based on NMPC with guaranteed
stability and feasibility.

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.
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