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Abstract
Multi-UAV systems are becoming a true reality. They have wide applications in surveillance, search, hazardous rescue and
other civil services. Currently, an important challenge is the robust control against UAV failures. In this paper, the distributed
UAV loss detection and auto-replacement scheme is discussed. The basic idea is to use the cooperative method to control
the multi-UAV system to accomplish the missions. This is achieved by exchanging heartbeats (HBs) and information fusion.
We first use the obtained information to detect if one UAV is lost. Subsequently, an auto-replacement logic is used to send a
UAV with low priority to occupy the target position or task which was assigned to the lost UAV. Next, a recovery algorithm
is proposed when a newly inserted UAV or a lost UAV is recovered from failures. Finally, the proposed scheme is tested by
computer simulations and real experiments.

Keywords Cooperative control · Distributed control · Unmanned aerial vehicles

1 Introduction

Unmanned aerial vehicle (UAV) is currently a growing
area. This new technology offers many potential civil appli-
cations, inspiring scientist to undertake the development
of UAV systems. Employing multi-UAVs [1–8] is rapidly
becoming possible owing to the development of computer
hardware and communication technology. The use of multi-
UAVs is advantageous when comparing to a single one. For
example, when tasks are very difficult such as to survey
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multiple places continuously, single UAV will not be able to
accomplish them. Furthermore, a team of multi-UAVs inher-
ently provides cooperative control which can collaborate to
perform various tasks by exchanging information [9].

Another advantage of employing multi UAVs is that it
is robust against failures of single UAV or communication
links [11]. This issue can be stated as when one or more
UAVs are lost(comm link loss or UAV failure), a group of
cooperative UAVs can detect the lost UAVs and take over
(or replace) the tasks of the lost UAVs if their tasks are more
important.

This paper considers the cooperative control of multiple
UAVs performing missions with UAV loss detection and
auto-replacement, and other features. The cooperation is
implemented through exchanging heartbeat information
among UAVs. With heartbeat information, we are able
to detect the UAV loss occurrence. We provide an auto-
replacement algorithmwith contention protocol and are able
to guarantee the replacement of the target assigned to the
lost UAV even in the presence of communication latencies.
If a newly inserted UAV or a lost UAV is recovered from
failures, we present a recovery algorithm to ensure that it
can find the unassigned target and occupy that target. We
evaluate our method by showing computer simulations and
a real experiment.
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The paper is structured as follows: in Section 2, the
related work is described briefly. In Section 3, the back-
ground and our research objectives are briefly described. In
Section 4, the solution of the UAV loss detection and auto-
replacement scheme is given. The simulation study is given
in Section 5, while the experimental study is illustrated in
Section 6. Finally, the conclusion is given in Section 7.

2 RelatedWork

UAVs have become increasingly attractive over the past
few years. Research is continuously progressing in various
areas such as sensor coverage [4–6], formation [7, 8] and
flocking control [10]. Currently, an important challenge is
to automatically detect the loss of a UAV and assign another
UAV at the lower priority position to take up the vacated
target. We shall briefly review a few of the related works in
this field.

Reliability of UAVs is particularly critical in the various
operating scenarios. It has gained an increasing attention
in recent years. For single UAV failure and robust control,
various fault detection and fault-tolerant control schemes
have been reported [12–14, 16]. However, they are not
suitable for implementing multi-UAV missions.

The reliable operation of a swarm system depends on
fault detection and fault-tolerant control. The recent reports
on detecting fault of swarm systems are listed here. In
[17], the authors develop a model-based fault diagnosis
technology for formation control of multi-robots. However,
modeling behaviors of robots, sensors and actuators are
difficult to be implemented in a practicalmulti-UAVsystem. In
[18], the authors present a fault detection scheme based on
signal processing for detecting non-abrupt actuator faults in
the formation control problem. In [19], the authors design
a bank of distributed unknown observers for fault detection
of formation control. In [20], the authors extend the result
of [17] to the case where the model states are unknown.
In this case, the state observers are designed to estimate
the model states and then the fault diagnosis of formation
control is achieved based on the state observers. However,
these results [17–20] do not consider the auto-replacement
when fault occurs to one or more UAVs. For the formation
control of swarm systems, when a fault occurs, the normal
formation control will not be able to keep the geometrical
formation of multiple UAVs. To deal with this case, the
work in [21] develops a fault-tolerant control to minimize
the effects of fault and recover the geometrical formation;
the work in [22] presents a control graph approach to
detect a faulty UAV in formation control and reconfigure all
healthy UAVs evenly spreading in an elliptic formation; the
work in [23] proposes a two-stage fault diagnosis scheme

to detect a faulty robot and reconfigure a new formation
informed by the leader when fault occurs. However, in our
operating scenario, once one UAV is lost, its target becomes
unassigned, needing another UAV (we don’t have leader)
to replace its task. In addition, formation is not required
in our mission. Therefore, the work in [21–23] cannot be
applied to this situation. The work in [24] uses multi-UAVs
to cooperatively detect UAV failures by using differential
global positioning system and inertial sensors, but no
robustness properties are involved, i.e., there is no UAV
taking up the vacated target. One paper in [25] proposes
to re-assign tasks among the UAVs when detecting the lost
UAV, but UAV loss detection and detailed reallocation are
not discussed. According to our knowledge, there is limited
literature focused on the robustness issue of multi-UAVs
against UAV loss and auto-replacement. This challenging
work can be addressed in this paper by increasing the
autonomy of UAV team by collaboration with one another.

3 Problem Statement

Consider a mission area D in R3. In the mission,
there is a finite set of targets defined as T =
{(T1, P ), (T2, P ), ...(TM, P )} where P = {High,Low}
represents priority. “High” means that its target position is
important and should be assigned first, while “Low” labeled
at its target position should be assigned later. Denote the
mobile UAVs by Ci, i ∈ {1, 2, ...N}. Our tasks in this paper
are

– when one or more UAVs fail, other UAVs should
cooperatively detect which UAVs are lost ;

– if the target assigned to the lost UAV is high priority, the
nearest UAV with low priority should replace the lost
UAV;

– if there is a newly inserted UAV or a lost UAV is
recovered from failure (for example, comm link is
recovered again), it should find an unoccupied target
which is firstly high priority and the nearest to itself.

Our multi-UAV system utilizes wireless communication
mode, called the User Datagram Protocol (UDP). In this
mode, messages from UAVs are broadcast over one-hop
periodically, called Heartbeat (HB). Mesh network as shown
in Fig. 1, is applied to the wireless data link communica-
tion between UAV and UAV; as well as between UAV and
gateway. The use of mesh network offers efficiency and reli-
ability where data can be transmitted from different UAVs
simultaneously and the network is still capable of with-
standing the high traffic. In the event, where one UAV fails
to connect the network, the other UAVs continue to func-
tion as desired without causing any performance degradation.
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Fig. 1 Mesh network

Although we use the mesh network in this UAV system,
we do not use the centralized information processing
approach. Alternatively, we use a distributed form for each
UAV to make decisions independently.

4 Cooperative UAV Loss Detection and
Auto-replacement

In the preceding section, the concepts of UDP and HB
have been given. With this in mind, in this section we will
discuss how the multi-UAV system does the collaborative
work to execute our task. The proposed control structure
to each UAV is shown in Fig. 2, which is comprised
of cooperation, UAV loss detection, auto-replacement and
recovery schemes. The cooperation among UAVs is to share
information through heartbeat broadcasting and information
fusion. The UAV loss detection always monitors failure
occurrence from the obtained information. When the lost
UAV is detected, an auto-replacement is activated to

Fig. 2 The control architecture of each UAV

determine which UAV should take up the target position
assigned to the failure UAV or lost UAV. If a newly inserted
UAV or the lost UAV is recovered, the recovery module is
triggered to send that UAV to an unassigned target position.
In the context below, we will first describe the sharing
HB protocol in the multi-UAV system. Next, the UAV
loss detection protocol is discussed. After that, the detailed
auto-replacement scheme is given. Finally, the recovery
algorithm of the lost UAV is given.

4.1 Cooperation Through Shared Heartbeats

The cooperation task described in this subsection is
the sharing UAV information among multi-UAVs and
then information fusion developed to extract the useful
information. The heartbeat table shown in Table 1 is used.

In a N UAV system, if the communication is working
well, each message has N UAV information and broadcasts
its message to other UAVs. When receiving the messages
from other UAVs, at this moment each UAV has N − 1
HB messages. In total, it has N HB messages including
itself. In the present system, all messages are placed
into a MessageBox. Thus, the total messages in each
MessageBox includes N × N information. There exist
redundant information in the MessageBox. The question
is how to design an information fusion scheme to reduce
the information size, thereby generating the size of the HB
message of the own UAV. The solution is to check the time
of each message. It is known from the HB table that each
HB message is attached with a GPS time. Thus, we know
the latest message if we compare all GPS time among the
messages in the MessageBox. Here, we use a search GPS
time algorithm (see Algorithm 1) to find the latest message.

Table 1 UAV (Ci ) Heartbeat

UAV ID

UAV adjacent number (UAV valency)

Total UAV number in network

x position

y position

z position

Vx speed

Vy speed

Vz speed

GPS time

UAV mode

Replacement UAV

Target ID

Want to target ID

Cost

UAV status
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Fig. 3 Information fusion

Using this way, we can guarantee the ith HB formed which
is comprised of the latest UAV information received. The
information fusion scheme is illustrated in Fig. 3, where for
UAV i, we define the message of UAV j as the vector ξij .
After the fusion, the HBmessage of each UAV contains only
N UAV information.

Algorithm 1 Search algorithm

Input: UAV Ci ID, HB from other UAVs
Cj , j = 1, 2, ..., N; j �= i

Output: HB of UAV Ci

for m = 1 to Length of total UAVs do
tmp = 0
for h = 1 to Length of total UAVs do
if GPS T of HB[h*total UAV Num+m]

>= tmp then
tmp=GPS T of HB[h*total UAV Num+m]
store HB[h*total UAV Num+m] information

end if
end for
end for
Note:GPS T = GPS Time

The following protocol represents information fusion
(Fig. 3) for the hth UAV

ξhi(k + 1) =
N∑

j

ρ
(h)
ji ξji(k) (1)

where ρ
(h)
ji is the weighting of the information fusion. Thus,

we have the HB of the hth UAV regarding the ith UAV

ξi(k + 1) = Aiξi(k) (2)

where ξi(k) = [ξ1i (k), ξ2i (k), ..., ξNi(k)]T , and

Ai =

⎡

⎢⎢⎢⎢⎣

ρ
(1)
1i ρ

(1)
2i ... ρ

(1)
Ni

ρ
(2)
1i ρ

(2)
2i ... ρ

(2)
Ni

...
...

...
...

ρ
(N)
1i ρ

(N)
2i ... ρ

(N)
Ni

⎤

⎥⎥⎥⎥⎦
(3)

It should be noted that for each row in the matrix Ai , the
weighting set of {ρ(h)

1i , ρ
(h)
2i , ...ρ(h)

Ni } has only one element
which is equal to 1 due to the searching result and other
elements are zero. Thus, the messages exchanges can reach
a consensus.

4.2 UAV Loss Detection Protocol

The main function of the loss detection protocol is to detect
UAV failures or crashes in a multi-UAV system. The UAV
loss detection protocol is given in Table 2.

The protocol is comprised of two tasks. The aim of task
1 is to find the set of suspected lost UAVs, while task 2 is to
record the result of task 1. The other local variable managed
by the two tasks is a timer which is used to determine if
UAV q is lost.

Periodically, each UAV broadcasts its HB message and
other UAVs should receive the message. If UAV p has not
received a heartbeat message since time out Δ (according
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Table 2 UAV loss detection protocol

Define UAV set π ,time interval T ,suspected UAV:q, p, r

Initial phase:

suspected = 0;

for all q ∈ π

Δ time out where Δ = 4T

begin

Task 1: repeat periodically

For all q ∈ π

If q /∈ π suspected and p did not

receive heartbeat of q during the last time

suspected = suspected ∪{q};
send lost UAV q to other processes

Task 2:

When receiving suspected r from a process

Output ← Output ∪r

end

to GPS Time), the suspected set recomputes the values of
this set and sends to task 2. When another layer receives the
suspected set from task 1, it outputs the right result of the
detected lost UAV set.

4.3 UAV Auto-replacement

After receiving a set of lost UAVs, the UAV will decide if
it needs to do auto-replacement (UAV goes to that target
position and take up the target position of the lost UAV). The
criteria for selecting one UAV to implement such task are

– it must currently occupy a target with a lower priority
than the lost UAV or it is not assigned to any target
position;

– it should have the shortest path to the lost UAV.

According to this principle, the schematic of the auto-
replacement protocol is shown in Fig. 4.

Periodically, each UAV runs this process while broad-
casting the cost of itself (which is in the HB message) and
obtains the costs of other UAVs through the HB messages.
Under the contention scheme, each UAV will decide if it
takes up the vacated target.

The auto-replacement protocol includes three tasks A, B
and C. In order to reach task A, it has to be the lowest
priority target point, there is an unassigned target point that
is higher priority and the target is the nearest one among
all the unassigned higher priority target points. In task A, it
compares its distance with all UAVs which have the same
target point priority and checks if it is the nearest one to the
target point chosen. The way to compute the distance to the
other UAV is shown in Fig. 5. In the distance check, Δd is
defined by the user, which should be selected such that it is

Fig. 4 Auto-replacement protocol (pt–point)

greater than that of GPS error and system uncertainty. The
following Lemma can be obtained directly.

Lemma 4.3.1 Assume that there is an unassigned target
with higher priority and there exists one or two UAVs
having the lowest priority position. By using the distance
computation method described above, at least one UAV will
be the nearest to the unassigned target.
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Fig. 5 Distance check: d()= distance of UAV to target pt (pt–point)

When we have many UAVs having the lowest priority
position, applying Lemma 4.2.1 will guarantee that at least
one UAV will be the nearest to the unassigned target.
When the own UAV finds itself to be the nearest to the
unassigned target position, the protocol enters task B—
the contention scheme. This scheme guarantees that at
least one UAV is assigned to the target point whenever
there is an unassigned target point or even when there are
communication latencies. Figure 6 shows the contention
scheme details.

In Fig. 6, the cost function of the ith UAV at time k is
denoted as costi (k) which is computed by Table 3.

Table 3 Cost function computation

di(k) = distance of the ith UAV to target pt at time k

initialize costi (0) = di(0) where k = 0 is the time the lost UAV is

detected

costi (k) = min{costi (k − 1), di(k)} at time k > 0

Lemma 4.3.2 Under the contention execution, the cost of
each UAV in the multi UAV group

(i) decreases monotonically;
(ii) has a finite limit as time goes to infinity.

Proof First, we prove that the cost of each UAV decreases
monotonically. Assume that UAV i updates its distance to
target pt at time k, i.e., that is di(k). The cost function of
UAV i can be written as

costi (k) = min{costi (k − 1), di(k)} (4)

where costi (k−1) is the cost function of the last time. When
UAV i updates its distance at time k+1, we have the distance
di(k + 1) to the target pt . It has two cases for the distance
di(k + 1).

Case 1 di(k + 1) ≥ costi (k). In this case, the cost of UAV
i at time k + 1 is given by

costi (k + 1) = min{costi (k), di(k + 1)}
= costi (k) (5)

Fig. 6 Contention scheme
(pt–point)
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Case 2 di(k + 1) ≤ costi (k). In this case, the cost of UAV
i at time k + 1 is given by

costi (k + 1) = min{costi (k), di(k + 1)}
= di(k + 1)

≤ costi (k) (6)

No matter what cases we have, monotonicity holds

costi (k + 1) ≤ costi (k) (7)

Applying the same argument, each UAV leads to monotonic
decrease in the UAV group.

Next, we prove that the cost of each UAV in the UAV
group has a finite limit.

Since di(k) ≥ 0, this implies that the cost costi (k) is
bounded. Thus, the proof of the lemma is easy to see from
the fact that a monotonically decreasing function has a finite
limit according to the monotone convergence theorem.

Remark 4.3.1 This lemma is meaningful and it implies that
the cost function of each UAV cannot grow unbounded. This
also implies that we can compare costs among the UAVs in
the UAV group under the contention scheme.

Lemma 4.3.3 Assume that there is an unassigned target
with higher priority and there exists one or two UAVs having
the lowest priority position. Under the contention scheme,
by using the cost computation method described above, at
least one UAV will never unassign itself to a target position
even when there are communication latencies.

Proof We first consider the case where there are no
communication latencies. This is an ideal case. Since no
latency, all UAVs have the same HB messages and cost
assessment formula as given by

min{cost1(k), cost2(k), ..., costN(k)} (8)

at time k. In this case, we prove that at least one UAV is
assigned to that target. According to the contention scheme,
each UAV uses the same cost assessment and there exists the
minimum cost among the finite elements. Thus, each UAV
always finds the smallest cost. Without loss of generality,
UAV i finds that the cost of UAV j is the smallest one (j
may be equal to i), while UAV j realizes this fact concur-
rently (they have the same cost formula). If j = i, UAV i is
assigned to that target; otherwise, UAV i withdraws and
UAV j will be assigned to that target. This guarantees that
at least one UAV is assigned to a target position.

Next, we prove that the above conclusion is also true for
the case where there are communication latencies. In this
case, the same cost assessment formula for each UAV no
longer holds. This is caused by communication latencies.
From Lemma 4.3.1, it is known that there is at least one

UAV entering the contention scheme. During executing this
scheme, it will have two situations.

Situation 1 Only one UAV enters the contention scheme
and thus it concludes that this UAV will be assigned to that
vacated target according to the scheme.

Situation 2 There is one more UAV entering the contention
scheme. Without loss of generality, we assume that both
UAVs i and j enter the contention scheme and they have the
costs, costi (k) and costj (k) at time k respectively. Assume
that the following condition holds

costi (k) > costj (k) (9)

at time k (later we will consider another condition
costi (k) ≤ costj (k)). Since communication latencies,
min{costi (k), costj (k)} is not available for each UAV at
time k, as stated above. Both UAVs i and j use the HB
information which contains the costs from other UAVs, to
do the cost assessment. In fact, for UAV i, it uses the cost
assessment

min{costi (k), costj (k − tL)} (10)

where tL is the communication latency, while UAV j uses
the cost assessment

min{costj (k), costi (k − tL)}. (11)

Now, we consider all the possibilities for the cost
assessment of UAV i.

i) If UAV i finds that

costi (k) > costj (k − tL), (12)

UAV i withdraws under this condition. Concurrently,
UAV j finds that

costj (k) ≤ costi (k − tL). (13)

Because if costj (k) > costi (k − tL), this implies that
costj (k) > costi (k) since costi (k − tL) ≥ costi (k) due
to the conclusion (i) of Lemma 4.2.2. This contradicts
the condition (9). Therefore, UAV j will be assigned to
that vacated target.

ii) if UAV i finds that

costi (k) ≤ costj (k − tL), (14)

UAV i will be assigned. At the same time, UAV j finds
that

costj (k) ≤ costi (k − tL). (15)

This is because it is not possible to have costj (k) >

costi (k − tL) as proved in the process i). Thus, UAV j

will also be assigned.

We consider another case for both UAVs i and j , that is

costi (k) ≤ costj (k) (16)
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at time k. Taking a similar procedure as above, we can prove
that at least one UAV will be assigned under this case. In the
conclusion, no matter what situations both UAVs have, at
least one UAV will be assigned to that vacated target. This
completes the proof.

Remark 4.3.2 When we have many UAVs having the lowest
priority position, taking a similar proof procedure as in
Lemma 4.3.3 we will guarantee that at least one UAV will
be assigned to that vacated target.

It is possible that we have several UAVs satisfying the
condition of the contention scheme, thereby flying to the
unassigned target point at the same time. For example,
both UAVs hover over their target positions respectively
and have the same path to the unassigned target pt at time
k = 0, 1, 2, .... In this situation, in order to minimize it
from happening, we introduce another mechanism. This is
called the conflict prevention mechanism. The core of this
mechanism is to assign n seconds delay in ascending order
of UAV ID to those UAVs before flying to the unassigned
target. The detailed mechanism is given by

Conflict prevention mechanism:
Consider all UAVs that are assigned to
this target pt

Select those with same cost and
same previous target priority
Arrange them in ascending order of ID.
Consider m UAVs. Without loss of generality,
they are in ascending order of ID
UAV ID 1, n = t ime interval × (0)
UAV ID 2, n = t ime interval × (1)
......
UAV ID m, n = t ime interval × (m − 1)

The parameter t ime interval should be chosen as a
positive number of times to the iteration time of the
contention scheme loop. This parameter also depends on the
communication latencies. The longer the latency, the longer
the t ime interval we should choose.

Lemma 4.3.4 Consider two UAVs i and j having the same
cost and distance to the unassigned target pt at time k.
Assume that ID of UAV i is less than that of UAV j , and both
UAVs are intended to fly to the unassigned target at the same
speed v. According to the conflict prevention mechanism,
reset the costs of UAVs i and j as di(k) and dj (k) at time k

respectively, the cost of UAV i is less than that of UAV j in
a finite time.

Proof According to the conflict prevention mechanism, we
have n seconds delay for UAV i and j

UAV ID i, n = 0
UAV ID j , n = t ime interval.

Consider the both UAVs at current time k. This implies
that UAV i goes to the unassigned target immediately at
time k, while UAV j stops at its current position until time
=k + t ime interval. The cost of UAV i at time k is reset by

costi (k) = di(k) (17)

After an iteration time updates, the distance of UAV i at time
k + 1 is given by

di(k + 1) = di(k) − v × iteration time (18)

Since v > 0, this implies that

di(k + 1) < di(k). (19)

This also implies that

costi (k + 1) = min{costi (k), di(k + 1)}
= di(k + 1)

< di(k)

= costi (k) (20)

However, at time k+1, UAV j stops at its location as at time
k, due to the conflict prevention mechanism. This implies
that

dj (k + 1) = dj (k) (21)

Resetting the cost of UAV j , this also implies that

costj (k + 1) = min{costj (k), dj (k + 1)}
= costj (k) (22)

Since costj (k) = costi (k) at time k, this implies that at time
k + 1, we have

costi (k + 1) < costj (k + 1) (23)

where we have used the equations (17) and (20).

Remark 4.3.3 Taking a similar proof procedure as in the
Lemma 4.3.4, even when many UAVs have the same path to
the target pt , only the cost of one UAV which is smallest ID
among other UAVs, is less than those of other UAVs. This
will guarantee only one UAV going to do auto-replacement
to the unassigned target pt in a finite time. Thus, we have
the following theorem.

Theorem 4.3.1 Assume that there is an unassigned target
with higher priority and there exists at least one UAV having
the lowest priority position. By applying the auto-replacement
protocol to each UAV, we guarantee that only one UAV in
the multi-UAVs system willtake up the vacated target.
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Table 4 Target and control
mode of ten UAVs UAV ID Target Way points Control mode

UAV 0 (T 0, 3) T 0 = {(150, 0)} Hover

UAV 1 (T 1, 1) T 1 = {(110, 1)} Hover

UAV 2 (T 2, 3) T 2 = {(−100,50)} Hover

UAV 3 (T 3, 3) T 3 = {(−50, −50)} Hover

UAV 4 (T 4, 3) T 4 = {(−150,−50), (−150,100)} Patrol

UAV 5 (T 5, 3) T 5 = {(−120,−150), (70,−150)} Patrol

UAV 6 (T 6, 3) T 6 = {(50,120), (−100,120)} Patrol

UAV 7 (T 7, 1) T 7 = {(150,−150)} Hover

UAV 8 (T 8, 3) T 8 = {(200, −200),(210,0), Patrol

(180,70),(200,80),(210,110),(230,130)}
UAV 9 (T 9, 1) T 9 = {(100, −80)} Hover

(T i,3) where 3 is low priority point; (T i,1) where 1 is high priority point

Recovery Algorithm of UAV Ci .

Initial State: UAV Ci is set to unassigned state
UAV Ci does information fusion and

gets its HB
UAV Ci broadcasts its HB to other UAVs
while unassigned targets are not assigned to

any UAV do
Call Auto-Replacement Logic
UAV Ci gets its target, flying to the target
end while
End State: UAV Ci reaches its target

Remark 4.3.4 The report [25] proposes a re-planning
method for the UAV group if one UAV is lost. However,
it does not give any logic and design details; only the
mathematical equation for the cost optimization. Since each
target has priority in our control task, the auto-replacement
strategy becomes more complex involving target priority,
shortest path to the target, cost function and conflict
prevention mechanism, and therefore the method of [25] is
not suitable for our problem. In addition, it should be noted
that the proposed auto-replacement method is a dynamical
process and it does auto-replacement continuously until the
replacement UAV reaches to the unassigned target.

4.4 Recovery of the Lost UAV

It is possible to recover a lost UAV. For example, the lost
UAV may re-connect to the network again and become a
normal UAV. In this situation, it will set itself to unassigned
status, even it knows its last target position, and it has to
use the auto-replacement logic to find an unassigned target
at this moment. The detailed algorithm is shown in the
Recovery Algorithm.

5 Simulation

To evaluate the proposed UAV loss detection, auto-
replacement and recovery scheme, simulation test is con-
ducted. The simulation involves multiple UAVs assuming
each UAV is embedded with the proposed algorithm. In
addition, collision avoidance is also a requirement in design-
ing a multi UAV system. To perform our task, it is necessary
to ensure each UAV can reach its target without colliding
with anymoving or static obstacles. In this paper, the velocity
obstacle (VO) method [26] is used for collision avoidance.

Table 4 shows the target and control mode of ten of
the UAVs. Ten UAVs fly to the waypoints assigned by the
ground control station. Some UAVs are in the hover mode,
while others are in the patrol mode. For each UAV, the safety
radius required is 15 m, while the flight altitude is 60 m.

Fig. 7 Case 1– Ten UAVs performed the missions (2-D): circle
represents static obstacles
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Fig. 8 Case 1– Ten UAVs performed the missions (3-D)

Case 1 It is assumed that UAV 9 with high priority target
(p1) lost connection with the other UAVs at time = 320 s
and climbed up to a height of about 75 m for safety reason.
Thus, the target position T 9 was empty. Those UAVs with
low priority target used HB information to run the auto-
replacement logic to decide which UAV to take up the target
position. UAV 0 at low priority target (p3) found it was the
closest to the target position of the lost UAV 9 and decided to
take up the vacated target. Later, at time = 450 s, UAV 9 re-
connected to the other UAVs and joined the network again.
It used the recovery algorithm to occupy an empty target
position. Figure 7 shows all flight paths of ten UAVs over the x
and y-axes, while Fig. 8 shows all flight paths of ten UAVs
in 3D space. Figure 9 shows the profile of the separation
distance from UAV to UAV along the horizontal direction.
It is observed that all the separation distances are above
safe distance 30 m, except that one curve of the separation
distance is almost zero during the time interval 320–450 s.

Fig. 9 Case 1–Profile of the separation distance of ten UAVs (2-D)

Fig. 10 Case 2–Ten UAVs performed the missions (2-D): circle
represents static obstacles

This is because UAV 0 took up the target position of UAV
9, thereby resulting in UAV 0 and UAV 9 having the same
position in the horizontal direction but staying at different
altitudes safely. Thus, all UAVs have implemented their
missions without colliding with any moving UAVs.

Case 2 It is assumed that UAV 0 with low priority target
(p3) lost connection with the other UAVs at time = 320 s
and climbed up to a height of about 75 m for safety
purposes. Thus, the target position T 0 was empty. Those
UAVs at low priority target used the auto-replacement
algorithm to decide which UAV to take up the target position
assigned to UAV 0. Since target T 0 is low priority, there
are no UAVs replacing the target T 0 according to the auto-
replacement algorithm. Later, at time = 450 s, UAV 0
re-connected to the other UAVs. It found that the target T 0
was unassigned and decided to occupy T 0 again according
to the recovery algorithm. Figure 10 shows all flight paths

Fig. 11 Case 2–Ten UAVs performed the missions (3-D)
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Fig. 12 Case 2–Profile of the separation distance of ten UAVs (2-D)

of ten UAVs over the x and y-axes, while Fig. 11 shows all
flight paths of ten UAVs in 3D space. Figure 12 shows the
profile of the separation distance from UAV to UAV along
the horizontal direction. It is observed that all the separation
distances are above safe distance 30 m. This has verified that
all UAVs have implemented their missions without colliding
with any moving UAVs.

Case 3 It is assumed that UAV 1 with high priority target
(p1) lost connection with the other UAVs at time = 320 s
and climbed up to a height of about 75 m for safety
purposes. Thus, the target position T 1 was empty. Those
UAVs with low priority target used the auto-replacement
algorithm to decide which UAV to take up the target position
assigned to UAV 1. UAV 0 with low priority target (p3)
found it was the closest to the target position of the lost UAV

Fig. 13 Case 3– Ten UAVs performed the missions (2-D): circle
represents static obstacles

Fig. 14 Case 3– Ten UAVs performed the missions (3-D)

1 and decided to take up the vacated target. Later, at time
= 450 s, UAV 1 re-connected to the other UAVs and joined
the network again. It used the recovery algorithm to occupy
an empty target position. Figure 13 shows all flight paths
of ten UAVs over the x and y-axes, while Fig. 14 shows all
flight paths of ten UAVs in 3D space. Figure 15 shows the
profile of the separation distance from UAV to UAV along
the horizontal direction. It is observed that all the separation
distances are above safe distance 30 m, except that one
curve of the separation distance is almost zero during the
time interval 320–450 s. Similar to Case 1, we have the
same explanation to this situation. This is because UAV 0
took up the target position of UAV 1, thereby resulting UAV
0 and UAV 1 having the same position in the horizontal
direction but staying different altitudes safely. Thus, all
UAVs have implemented their missions without colliding
with any moving UAVs.

Fig. 15 Case 3–Profile of the separation distance of ten UAVs (2-D)
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6 Experiment

In this section, the proposed method is illustrated by
experimental tests. We have the following test objectives:

– To verify one UAV will perform primary link loss logic
profile

– To verify UAV auto-replacement logic when low
priority static UAV will replace the failure UAV

– To verify UAV recovery logic when the lost UAV will
connect to the network

Six UAVs performed their missions. Figure 16 shows the
test scenario. One UAV is required to go to the target T 0
which is in the patrol mode, while another UAV goes to
the target T 1 which is in the orbit mode. The other UAVs
are required to go to stationary targets 1–4. At a certain
time, one UAV will perform link loss. After detecting the
lost UAV, the remaining UAVs use the auto-replacement
algorithm to take up the vacated target. Later, the lost UAV
re-connects to other UAVs and finds the unassigned target
using the recovery algorithm. Finally, all UAVs are required
to recover to the recovery points.

Figure 17 shows the flight paths of six UAVs, where

UAV 514 −→ T 0

UAV 515 −→ T 1

UAV 516 −→ T 3

UAV 517 −→ T 2

UAV 520 −→ T 5

UAV 521 −→ T 4

Fig. 16 Test scenario

Fig. 17 Flight paths of Six UAVs (horizontal plane)

The target T 1 represents an orbit motion with 10 m radius,
where we use four points to approximate orbit trajectory.
In the experiment, UAV 515 was simulated to do link
loss and it climbed up to a 25 m for safety purposes.
After UAV 515 performed link loss logic, the remaining
UAVs 514,516,517,520,521 used the heartbeat information
to perform the auto-replacement logic. UAV 521 staying at
the target T 4, found it was the shortest distance to T 1 and
decided to take up the vacated T 1 according to the auto-
replacement algorithm. Figure 18 shows the flight path of
UAV 521 when performing its mission. Later, UAV 515 re-
connected to the other UAVs and found the unassigned T 4.
Thus, it went to Static 3 (T 4). The flight path of UAV 515
during the test is shown in Fig. 19. All the test objectives
have been achieved.

Fig. 18 Flight path of UAV 521(horizontal direction): it was launched
first and going for static hover target T 4. After that, it found one UAV
(UAV 515) is lost and did do an auto-replacement to the target T 1. Fi-
nally, it executed the command to recover to home (star represents home)
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Fig. 19 Flight path of UAV 515: it was launched first and going for
orbit motion T 1. At a certain time, it was lost. Later, it was re-activated
to be a normal UAV again and occupied an empty target T 4. Finally, it
recovered to home

7 Conclusions

This paper has presented a solution for the cooperative
control of the multi UAV system when UAVs have failures.
The simulation and experimental tests have verified that the
multi-UAVs system can implement UAV loss detection and
auto-replacement mission by collaboration with one another.
In future research, we will incorporate the proposed method
into the coverage control problem of swarm systems.

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

References

1. Huang, S., Teo, R.S.H., Liu, W., Dymkou, S.M.: Agent model
for multi-UAV control via protocol designs. Int. J. Intell. Comput.
Cybern. 10(4), 412–429 (2017)

2. Zhang, G., Shang, B., Chen, Y.Q., Moyes, H.: SmartCaveDrone:
3D cave mapping using UAVs as robotic co-archaeologists.
In: International Conference on Unmanned Aircraft Systems
(ICUAS), Miami. IEEE, pp. 1052–1057 (2017)

3. Smith, B.J., John, G., Christensen, L.E., Chen, Y.Q.: Fugitive
methane leak detection using sUAS and miniature laser spec-
trometer payload: system, application and groundtruthing tests.
In: 2017 International Conference on Unmanned Aircraft Systems
(ICUAS), Miami, pp. 369–374. IEEE (2017)

4. Parapari, H.F., Abdollahi, F., Menhaj, M.B.: Distributed coverage
control for mobile robots with limited-range sector sensors. In:
2016 IEEE International Conference on Advanced Intelligent Mecha-
tronics, Banff, Abberta, Canada July 12–15, pp. 1079–1085 (2016)

5. Bhattacharya, S., Ghrist, R., Kumar, V.: Multi-robot coverage
and exploration in non-Euclidean metric spaces. In: Frazzoli,
E., Lozano-Perez, T., Roy, N., Rus, D. (eds.) Algorithmic
Foundations of Robotics X. 245–262, Berlin (2013)

6. Bullo, F., Carli, R., Frasca, P.: Gossip coverage control for robotic
networks: dynamical systems on the space of partitions. SIAM J.
Control. Optim. 50(1), 419–447 (2012)

7. Daingade, S., Sinha, A., Borkar, A., Arya, H.: Multi UAV
formation control for target monitoring. In: 2015 Indian Control
Conference Indian Institute of Technology Madras, Chennai,
pp. 25–30 (2015)

8. Smith, S.L., Broucke, M.E.: Francis, B.A.: Stabilizing a multi-
agent system to an equilibrium polygon formation, in Proc.
In: 17th International Symposium on Mathematical Theory of
Networks and Systems, pp. 2415–2424 (2006)

9. Ollero, A., Maza, I. (eds.): Multiple heterogeneous unmanned
aerial vehicles. Springer Tracts on Advanced Robotics. Springer,
Berlin (2007)

10. Su, H., Wang, X., Lin, Z.: Flocking of multi-agents with a virtual
leader. IEEE Trans. Autom. Control 54(2), 293–307 (2009)

11. Jha, A.R.: Theory, Design, and Applications of Unmanned Aerial
Vehicles. CRC Press, Boca Raton (2016)

12. Drozeski, G., Saha, B., Vachtsevanos, G.: A fault detection and
reconfigurable control architecture for unmanned aerial vehicles.
In: Proceedings of the IEEE Aerospace Conference, Big-Sky, MT,
USA, March 5–12 (2005)

13. Heredia, G., Ollero, A., Bejar, M., Mahtani, R.: Sensor
and actuator fault detection in small autonomous helicopters.
Mechatronics 18, 90–99 (2008)

14. Saied, M., Lussier, B., Fantoni, I., Francis, C., Shraim, H.,
Sanahuja, G.: Fault diagnosis and fault-tolerant control strategy
for rotor failure in an octorotor. In: IEEE International Conference
on Robotics and Automation (ICRA 2015), Seattle, Washington,
pp. 5266–5271 (2015)

15. Caliskan, F., Hajiyev, C.: Active fault-tolerant control of UAV
dynamics against sensor-actuator failures. J. Aerosp. Eng. 29(4).
(Online publication) (2016)

16. Zhang, Y., Chamseddine, A., Rabbath, C., Gordon, B., Su, C.Y.,
Rakheja, S., Fulford, C., Apkarian, J., Gosselin, P.: Development
of advanced FDD and FTC, techniques with application to an
unmanned quadrotor helicopter testbed. J. Frankl. Inst. 350(9),
2396–2422 (2013)

17. Daigle, M.J., Koutsoukos, X.D., Biswas, G.: Distributed diagnosis
in formations of mobile robots. IEEE Trans. Robot. 23(2), 353–
369 (2007)

18. Lchevin, N., Rabbath, C.A.: Decentralized detection of a class of
non-abrupt faults with application to formations of unmanned air-
ships. IEEE Trans. Control Syst. Technol. 17(2), 484–493 (2009)

19. Shames, I., Teixeira, A.M., Sandberg, H., Johansson, K.H.: Dis-
tributed fault detection for interconnected secondorder systems.
Automatica 47(12), 2757–2764 (2011)

20. Arrichiello, F., Marino, A., Pierri, F.: Observer-based decentral-
ized fault detection and isolation strategy for networked multi-
robot systems. IEEE Trans. Control Syst. Technol. 23(4), 1465–
1476 (2015)

21. Qian, M., Jiang, B., Xu, D.: Fault tolerant control scheme design
for the formation control system of unmanned aerial vehicles.
Proc. Inst. Mech. Eng. Part I: J. Syst. Control Eng. 227(8), 626–
634 (2013)

22. Ghamry, K.A., Zhang, Y.: Fault-tolerant cooperative control of
multiple UAVs for forest fire detection and tracking Mission.
In: Proceedings of 2016 3rd Conference on Control and Fault-
Tolerant Systems (SysTol) Barcelona, Spain, Sept 7–9, pp. 133–
138 (2016)

23. Kamel, M.A., Yu, X., Zhang, Y.: Fault-tolerant cooperative control
design of multiple wheeled mobile robots. IEEE Trans. Control
Syst. Technol. 26(2), 756–764 (2018)

24. Heredia, G., Caballero, F., Maza, I., Merino, L., Viguria, A.,
Ollero, A.: Multi-Unmanned Aerial Vehicle (UAV) Cooperative
Fault Detection Employing Differential Global Positioning
(DGPS), inertial and vision sensors. Sensors 9, 7566–7579 (2009)

25. Bellingham, J.S., Tillerson, M., Alighanbari, M., How, J.P.:
Cooperative path planning for multiple UAVs in dynamic and

J Intell Robot Syst (2019) 93:303–316 315



uncertain environments. In: Proceedings of the IEEE Conference
on Decision and Control, Las Vegas, vol. 3, pp. 2816–2822 (2002)

26. Fiorini, P., Shiller, Z.: Motion planning in dynamic environments
using velocity obstacles. Int. J. Robot. Res. 17(7), 760–772 (1998)

Sunan Huang received his Ph.D degree from Shanghai Jiao Tong
University, Shanghai, China, 1994. He was a Research Fellow (1997-
2013) and a Visiting Professor (2013-2014) in National University
of Singapore and in Hangzhou Dianzi University, respectively. He
is currently a Senior Research Scientist in Temasek Laboratories,
National University of Singapore. He has co-authored over 100 journal
papers and four books.

Rodney Swee Huat Teo received both his Ph.D. (2004) and
M.S. (1998) degrees in Aeronautics Engineering from Stanford
University and his B.Eng. (1990) in Mechanical Engineering from
the National University of Singapore. He has held positions as
Project Engineer (1990–1995) and Project Manager (1996–1997) on
helicopter acquisition and system integration projects in the Defence
Materiel Organisation of Singapore. He is currently a Senior Research
Scientist of the Temasek Laboratories at the National University of
Singapore. His current work is in research and development in the area
of autonomy for mini unmanned aerial systems.

Jennifer Lai Pheng Kwan received her B.Sc. (Comp Sci) (Hons
I) degree from the School of Computing, National University of
Singapore, in 1999. She is currently a Senior Member of Technical
Staff of DSO National Laboratories, Singapore. Her research interest
is in Multi-Agent Systems.

Wenqi Liu received his Bachelor of Engineering (First Class Honors
in the Department of Electrical and Computer Engineering, National
University of Singapore, 2010. He is currently an Associate Scientist in
Temasek Laboratories, National University of Singapore. His research
interests include unmanned aerial vehicle system integration and ultra
wideband (UWB) localization.

Siarhei Michailovich Dymkou received M.S. degree in mathematics
and mechanics from Belarussian State University in 2000, M.S. degree
in information technology from University of Ballarat (Australia)
in 2003, PhD in natural science from RWTH Aachen University
(Germany) in 2006. He is currently a research scientist of Control
Science Group at Temasek Laboratories of National University of
Singapore.

J Intell Robot Syst (2019) 93:303–316316


	Distributed UAV Loss Detection and Auto-replacement Protocol with Guaranteed Properties
	Abstract
	Abstract
	Introduction
	Related Work
	Problem Statement
	Cooperative UAV Loss Detection and Auto-replacement
	Cooperation Through Shared Heartbeats
	UAV Loss Detection Protocol
	UAV Auto-replacement
	Recovery of the Lost UAV

	Simulation
	Experiment
	Conclusions
	Publisher's Note
	References




