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Abstract
This work proposes an adaptive dynamic controller to guide an unmanned aerial vehicle (UAV) when accomplishing
trajectory tracking tasks. The controller structure consists of a kinematic controller that generates reference commands to a
dynamic compensator in charge of changing the reference commands according to the system dynamics. The final control
actions thus generated are then sent to the UAV to make it to track an arbitrary trajectory in the 3D space. The parameters
of the dynamic compensator are directly updated during navigation, configuring a directly updated self-tuning regulator
with input error, aiming at reducing the tracking errors, thus improving the system performance in task accomplishment.
After describing the control system thus designed, its stability is proved using the Lyapunov theory. To validate the
proposed system simulations and real experiments were run, some of them are reported here, whose results demonstrate
the effectiveness of the proposed control system and its good performance, even when the initial values of the parameters
associated to the dynamic model of the UAV are completely unknown. One of the conclusions, regarding the results obtained,
is that the proposed system can be used as if it were an on-line identification subsystem, since the parameters converge to
values that effectively represent the UAV dynamics.
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1 Introduction

Research on unmanned aerial vehicles (UAVs) has been
deserving increasing interest in recent years, due to the
variety of tasks these robots can perform, such as surveil-
lance and monitoring, inspection of crop rows and automatic
spraying in precision agriculture, search and rescue in dis-
asters management, for instance [2, 9]. Among such robots,
the rotorcraft-type UAVs, such as the quadrotors, have
played an important role, due to their suitability for many
applications.

Quadrotors are four-rotor vehicles whose rotational and
translational motions are performed through varying the
speed of the four rotors in a coordinated way, to produce the
desired maneuver. The main benefit of quadrotor-type UAVs
is that they have simpler structure than helicopters [23], thus
making easier to develop control systems for such vehicles.
However, according to [12] there are some challenges
for the designers of control systems for quadrotors:
the vehicle dynamics is multiple-input multiple-output,
highly nonlinear and highly coupled, and involves various
uncertainty sources, including parametric uncertainties. As
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a matter of fact, the parameters modeling the dynamics of
such vehicles are difficult to measure and can even vary with
the environmental conditions or the task itself.

Most control systems for UAVs, and also for quadrotors,
found in the literature are based on complex mathemati-
cal models and algorithms, such as in [8], which demand
low rates of commands updating (50 to 200 Hz) for its
execution. As a consequence the UAV thus controlled only
executes slow maneuvers. In addition, low refresh rates
require precise models and exact algorithms because small
linearization errors can result in instability of the UAV [6]
[4, 13]. Other approaches, such as [7], employ simpler mod-
els, using optimized components at a high refresh rate (1
kHz) for quick reactions, high stability and maneuverabil-
ity. However, this approach requires a high knowledge and
a high degree of accessibility to the hardware and soft-
ware of the aerial platform, which is not always possible
when dealing with commercial vehicles. Still considering
model based control, the authors of [15] proposed to use the
model reference adaptive control (MRAC) technique to con-
trol a quadrotor under various conditions, with parametric
and non-parametric uncertainties in the model. An accurate
simulation, including empirical dynamic models of battery,
sensors, and actuators was performed to validate the stabil-
ity of the closed loop system. However, such a paper only
studied the problem of controlling the altitude and attitude
of the quadrotor.

Thus, to control and stabilize a UAV requires a controller
whose control algorithm provides robustness in the presence
of uncertain parameters, external perturbations and non-
modeled dynamics. In this sense, the field of adaptive
control provides approaches and solutions that allow taking
into account the unknown system dynamics and determining
uncertain parameters during the task execution, improving
the robustness of the control system while the aerial vehicle
performs the task assigned to it. This is the case in [1],
an extension of [7], which uses the adaptive reference
model control combined with a nonlinear control structure
based on the inverse dynamics method at high updating
rates, with a complete dynamic model of the UAV ensuring
long-term stability and robustness against non-modeled
dynamics. Other schemes employing a complex dynamic
model of the UAV are presented in [3, 5]. The first one
presents a composite adaptive control where the dynamic
model of the aerial vehicle is divided into two subsystems,
using inverse dynamics and a sliding mode to control the
internal dynamics, while an adaptive controller controls the
completely actuated system assuming unknown parameters.
As for the second one, it uses an adaptive sliding mode
control to stabilize the pose and the trajectory of a UAV
considering uncertain parameters. Both works validate their
schemes only through simulations. By its turn, in [14]
the authors present an adaptive technique also based on a

dynamic model but applied to the control of a terrestrial
robot that carries an unknown and variable load. In [21] a
different scheme is developed using an ANFIS model with
the combined benefits of neural network techniques in the
absence of a complex dynamic model.

In such a context, this work proposes a nonlinear
controller for trajectory tracking tasks accomplished by
a quadrotor, using a simplified dynamic model whose
parameters can be roughly known or even completely
unknown and an adaptive controller represented by a
directly tuned self-tuning regulator with control error
directly inputted [22], whose parameter adaptation law is
responsible for reducing the tracking errors due to the
simplified dynamics by adjusting the unknown dynamic
parameters of the simplified model. The objective is to
provide robustness to the non-modeled dynamics and the
uncertainties in the model parameters. The controller thus
designed allows the tracking of arbitrary trajectories in
the 3D space with a certain UAV orientation. The use
of a simplified model with parameters that do not need
to be known before executing the task represents a great
advantage of our method in comparison with the methods
above mentioned: it allows faster refresh rates than those
that use exhaustive and complex dynamic models, and
allows getting great robustness during the tracking of any
trajectory in the 3D space by adjusting a minimum set of
parameters, whose consequence is a meaningful reduction
in the tracking errors, mainly for trajectories that excites the
dynamics of the vehicle.

To give details of the control system here proposed, this
work is hereinafter organized as follows: Section 2 presents
the simplified kinematic and dynamic models of a quadro-
tor, whereas Section 3 brings an analysis of the control
structure adopted, which involves the kinematic controller
for the task of trajectory tracking, the dynamic controller
adopted to deal with the dynamics of the quadrotor and the
parameter adaptation law adopted to reduce control errors.
In the sequel Sections 4 and 5 present, respectively, sim-
ulation and experimental results that validate the proposed
approach. Finally, Section 6 points out some conclusions
about the proposal.

2 Mathematical Model

This work considers the commercial quadrotor AR.Drone
2.0 Power Edition�, from Parrot Inc., which has been used
by several research groups from various universities around
the world [11]. Figure 1 shows the UAV together with the
coordinate systems adopted.

Such a platform is an autonomous aerial vehicle (a rotor-
craft one) commercialized as a hi-tech toy, originally desig-
ned to be controlled through smart-phones or tablets via
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Fig. 1 The inertial frame 〈w〉 and the mobile frame 〈b〉 attached to the
body of the quadrotor AR.Drone 2.0 Power Edition�

a Wi-Fi network, with specific communication protocols.
It has some sensors onboard, including two cameras (one
facing horizontally forward and the other facing vertically
downwards), a 3 axis gyroscope, a 3 axis accelerometer, a
3 axis magnetometer, a pressure sensor and an ultrasound
altimeter. The onboard computer is composed of a 1GHz
ARM Cortex-A8 processor running a Linux distribution,
1GB of RAM memory and a Wi-Fi module.

2.1 Kinematic Model

In this work a kinematic model of the Ar.Drone robot is
used. Originally such a drone accepts four control signals,
associated to the pitch angle θ , the roll angle φ and the
velocities ż and ψ̇ , all of them related to the onboard
coordinate system 〈b〉. However, as it has an internal
autopilot that limits the values of the angles θ and φ to a
quite small values, one can assume that such values are null,
although generating velocities in the directions xb and yb,
respectively. Thus, one can assume that the four commands
to be sent to the AR.Drone are effectively velocities
commands, namely ẋb, ẏb, żb and φ̇b, a simplification
adopted hereinafter. The result is that the UAV can be
considered, in a simplified way, as a horizontal platform
able to move along the three axes of the coordinate frame
〈b〉 and to rotate around the axis zb. Therefore, the axis zb is
considered parallel to the axis zw, whereas the axes xb and
yb are rotated by the angle ψb with respect to the axes xw

and yw, respectively, thus resulting in żw = żb and ψ̇w =
ψ̇b, whereas ẋw and ẏw are the projections of ẋb and ẏb

according to the angle ψb.
Taking into account the simplification above mentioned,

the velocities

ẋb = [
ẋb, ẏb, żb, ψ̇b

]T
,

expressed in the frame 〈b〉 of the vehicle, becomes the
commands for the AR.Drone, which correspond to the
three translational speeds along the axes of the frame 〈w〉

expressed in the body frame 〈b〉 and the rotational speed
around the axis zb of the frame 〈b〉, which changes the
orientation ψb of the UAV.

The velocities ẋb are thus transformed into the velocities
ẋw, expressed in the inertial frame 〈w〉, through a
homogeneous transformation matrix

F(ψb) = [R(zb) 000; 000 III 2],
with R(zb) being a 2x2 rotation matrix driven by the angle
ψb, 000 being 2x2 null matrices and III 2 being the 2x2 identity
matrix. In other words, the kinematic model is written as

ẋw =

⎡

⎢⎢
⎣

ẋw

ẏw

żw

ψ̇w

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

cos ψb − sin ψb 0 0
sin ψb cos ψb 0 0
0 0 1 0
0 0 0 1

⎤

⎥⎥
⎦

︸ ︷︷ ︸
F(ψb)

⎡

⎢⎢
⎣

ẋb

ẏb

żb

ψ̇b

⎤

⎥⎥
⎦

︸ ︷︷ ︸
ẋb

. (1)

2.2 Dynamic Model

To design the control scheme for the UAV, a simplified
dynamic model is adopted, which considers the dynamics
of the control axes decoupled [11, 16]. This assumption is
approximately verified in the robot Ar.Drone and in other
micro UAVs, since the onboard autopilot of this type of
micro aerial vehicles stabilizes the aircraft during the flight.
The model presented in [16] relates the velocities ẋb and
accelerations ẍb of the UAV, expressed in its frame 〈b〉, with
the normalized control commands ub = [uẋ, uẏ, uż, uψ̇ ]T
(values in the ±1 range) expressed in frame 〈b〉 using
an approximate two-state linear model. Notice that the
commands to be sent to the vehicle are all velocity
commands, as explained in the previous subsection. Under
such assumptions the dynamic behavior of the Ar.Drone
UAV can be modeled as

ẍb = Kuub − Kv ẋb, (2)

where Ku = diag
(
k1, k3, k5, k7

)
and Kv =

diag
(
k2, k4, k6, k8

)
are diagonal matrices with the model

parameters.
Assuming that the variations of ψ̇b are very small, i.e.,

ψ̇b ∼= 0, Ḟ
(
ψb, ψ̇b

) ∼= 000, and the model in Eq. 2 can also be
written with its states expressed in the frame 〈w〉, resulting
in

ẍw = F(ψb)Kuub − Kv ẋw. (3)

After rearranging the terms the model in Eq. 2 is now written
as

ub = Aẍb + Bẋb, (4)

where A = K−1
u and B = K−1

u Kv .
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The dynamic model in Eq. 4 admits a linear parametriza-
tion given by

ub = Mξξξ, (5)

or

⎡

⎢⎢
⎣

uẋ

uẏ

uż

uψ̇

⎤

⎥⎥
⎦

︸ ︷︷ ︸
ub

=

⎡

⎢⎢
⎣

ẍb 0 0 0 ẋb 0 0 0
0 ÿb 0 0 0 ẏb 0 0
0 0 z̈b 0 0 0 żb 0
0 0 0 ψ̈b 0 0 0 ψ̇b

⎤

⎥⎥
⎦

︸ ︷︷ ︸
M

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

1/k1

1/k3

1/k5

1/k7

k2/k1

k4/k3

k6/k5

k8/k7

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

︸ ︷︷ ︸
ξ

,

where ξξξ =[ξ1, · · · , ξ8]T =[1/k1, 1/k3, 1/k5, 1/k7, k2/k1,

k4/k3, k6/k5, k8/k7]T is the vector of dynamic parameters
and M is the regression matrix. Notice that with such a
parametrization it is possible to identify the vector ξ , as
described in [20], thus allowing getting the parameters in
the matrices Ku and Kv in Eqs. 2, 3 and 4.

3 Control Structure

The control structure developed in this paper is presented
in Fig. 2. The models of Eqs. 1 and 2 represent the robot
kinematics and the robot dynamics, respectively. Therefore,
two control laws are implemented, based on feedback
linearization, one for the kinematic model and the other for
taking into account the dynamic model of the robot. Finally,
a law for adjusting the model parameters is proposed, to
take into account non modeled dynamics and parameter
uncertainties, aiming at reducing control errors.

3.1 Kinematic Controller

The kinematic controller, based on inverse kinematics,
implements the control law

ub
k =

⎡

⎢⎢
⎣

ukẋ

ukẏ

ukż

ukψ̇

⎤

⎥⎥
⎦ = F(xb)−1 (

ẋw
d + κ1 tanh(κ2x̃w)

)
, (6)

where κ1 and κ2 are positive definite diagonal gain matrices
and x̃w(t) = xw

d (t) − xw(t) is the posture error of the
aircraft. The function tanh in Eq. 6 is introduced to saturate
the control signal for large posture errors, which prevents
the saturation of the physical actuators of the vehicle, thus
preventing that an unpredicted non-linearity causes system
instability. The choice for the function tanh is because
such a function provides a smooth transition from the
negative saturation to the positive one, allowing dealing
with small errors accordingly, which would not be the case
using the saturation function sgn, for instance. Effectively,
sgn(value) = ±1 even for small positive/negative value,
while tanh(value) ∼= value in such a case. For high
positive/negative value, however, both saturation functions
perform similarly. Thus, using the saturation function tanh
allows getting small corrections in the control signal for
small control errors, what is not the case when using the
saturation function sgn.

3.2 Stability Analysis for the Kinematic Controller

This stability analysis is performed using the theory of
Lyapunov and assuming a perfect velocity tracking, or ub

k =
ẋb (such an assumption will be relaxed later). This means
that the UAV instantaneously responds to any velocity
command, what is the case when only the kinematics
of the vehicle is considered. In Section 3.4, where the
vehicle dynamics is considered when designing the dynamic

Fig. 2 Control structure
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controller, such an assumption will be relaxed. Therefore,
considering the assumption of perfect velocity track one can
equate (1) and (6), getting

F−1
[
ẋw
d + κ1 tanh(κ2x̃w)

]
− F−1ẋw = 0, (7)

or, after some manipulation,

˙̃xw + κ1 tanh(κ2x̃w) = 0. (8)

Let us consider the Lyapunov candidate function V =
1
2 x̃

wT x̃w > 0, whose first time derivative is V̇ =
−x̃wT κ1 tanh(κ2x̃w). As κ1 and κ2 are positive definite
diagonal matrices, V̇ is negative, since the hyperbolic
tangent is an odd function. This means that x̃(t) → 0 as
t → ∞, or, alternatively, the closed-loop control system is
asymptotically stable.

3.3 Adaptive Dynamic Controller

To design the adaptive dynamic controller, the simplified
dynamic model (5) is expressed as

ub = Dẍb + η, (9)

or
⎡

⎢⎢
⎣

uẋ

uẏ

uż

uψ̇

⎤

⎥⎥
⎦

︸ ︷︷ ︸
ub

=

⎡

⎢⎢
⎣

ξ1 0 0 0
0 ξ2 0 0
0 0 ξ3 0
0 0 0 ξ4

⎤

⎥⎥
⎦

︸ ︷︷ ︸
D

⎡

⎢⎢
⎣

ẍb

ẍb

z̈w

ψ̈b

⎤

⎥⎥
⎦

︸ ︷︷ ︸
ẍb

+

⎡

⎢⎢
⎣

ẋb 0 0 0
0 ẏb 0 0
0 0 żb 0
0 0 0 ψ̇b

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

ξ5

ξ6

ξ7

ξ8

⎤

⎥⎥
⎦ .

︸ ︷︷ ︸
η

Then the control law

ub
D = Dσ + η, (10)

based on the inverse dynamics of the vehicle, is proposed,
where

σ = [σ1 σ2 σ3 σ4]T = u̇b
k + Kd

˙̃xb, (11)

with Kd = diag[kdx kdy kdz kdψ ] > 0, ub
k being the

kinematic control actions obtained from Eq. 6, and ˙̃xb =
ub

k − ẋb. Then, Eq. 9 can be written as

ub
D = Gξ , (12)

where

G =

⎡

⎢⎢
⎣

g11 0 0 0 g15 0 0 0
0 g22 0 0 0 g26 0 0
0 0 g33 0 0 0 g37 0
0 0 0 g44 0 0 0 g48

⎤

⎥⎥
⎦ (13)

and

g11 = u̇kẋ + kdx[ukẋ − ẋb], (14)

g15 = ẋb,

g22 = u̇kẏ + kdy[ukẏ − ẏb],
g26 = ẏb,

g33 = u̇kż + kdz[ukż − żb],
g37 = żb,

g44 = u̇kψ̇ + kdψ [ukψ̇ − ψ̇b], and

g48 = ψ̇b.

Usually there are uncertainties in the values of the
parameters used to perform the calculation of the control
actions, as well non modeled dynamic effects. To overcome
such problems and get better control performance, a good
option is to adapt the values of the parameters used in the
controller to reduce the control errors. Thus, considering
uncertainties in the parameters of the UAV it results that

ub
D = Gξ̂ = Gξ + Gξ̃ = Dσ + η + Gξ̃ , (15)

where ξ , ξ̂ and ξ̃ = ξ̂ − ξ are, respectively, the vectors of
real parameters (unknown), the estimated ones (identified)
and the corresponding error.

3.4 Stability Analysis

This stability analysis is also based on the theory of
Lyapunov. First of all, from Eqs. 9 and 15 one gets the
closed-loop equation of the control system, given by

DRxb + η = Dσ + η + Gξ̃ , (16)

which can be written as

D(σ − ẍb) = −Gξ̃ . (17)

Recalling (11) it comes that

σ − ẍb = ¨̃xb + Kd
˙̃xb, (18)

where ˙̃xb = ub
k − ẋb and Kd is a positive definite diagonal

matrix. Therefore, (17) can be written as

D( ¨̃xb + Kd
˙̃xb) = −Gξ̃ , (19)

from where

¨̃xb = −D−1Gξ̃ − Kd
˙̃xb. (20)

Now, let

V = 1

2
˙̃xbT D ˙̃xb + 1

2
ξ̃

T
γ ξ̃ , (21)

be a Lyapunov candidate function, in which γ ∈ R
8×8 is a

positive definite diagonal matrix. By using ˙̃
ξ = ˙̂

ξ , because
the vector of real parameters is assumed as a constant one,

J Intell Robot Syst (2019) 93:5–16 9



which means that ξ̇ = 0, the time derivative of the Lyapunov
candidate function is

V̇ = −˙̃xbT DKd
˙̃xb − ˙̃xbT Gξ̃ + ξ̃

T
γ

˙̂
ξ . (22)

Considering the parameter adaptation law

˙̂
ξ = γ −1GT ˙̃xb (23)

for the proposed dynamic controller, and introducing it in
Eq. 22 one gets, after some manipulation,

V̇ = −˙̃xbT DKd
˙̃xb ≤ 0, (24)

which allows concluding that ˙̃xb and ξ̃ are bounded.
Now, integrating (24) over the time interval [0, T ] one

gets

V (T ) − V (0) = −
∫ T

0

˙̃xbT DKd
˙̃xbdt . (25)

Since V (T ) > 0 because V (t) is a Lyapunov candidate
function, Eq. 25 becomes

V (0) ≥
∫ T

0

˙̃xbT DKd
˙̃xbdt . (26)

Because DKd is a symmetric positive definite matrix
whose minimum and maximum eigenvalues are, respec-
tively, λmin(DKd) and λmax(DKd), one can write

λmin(DKd)|| ˙̃xb||2 ≤ ˙̃xbT DKd
˙̃xb ≤ λmax(DKd)|| ˙̃xb||2.

(27)

Finally, from Eqs. 26 and 27 one gets
∫ T

0
|| ˙̃xbT ||2dt ≤ V (0)

λmin(DKd)
, ∀T . (28)

As a result, ˙̃xb is square-integrable, and then, as ˙̃xb, ξ̃ and G
are bounded, according to the expression ¨̃xb = −D−1Gξ̃ −
Kd

˙̃xb, it implies that ¨̃xb is also bounded. Hence, according
to the Barbalat lemma (see [10]), one can conclude that
˙̃x(t)b → 0 with t → ∞, which means that the velocity
control errors converge to zero. Now, revisiting Section 3.2
and relaxing the perfect velocity tracking assumption, that
is ub

k − ẋb = ε �= 0, Eq. 8 can now be written as

˙̃xw + κ1 tanh(κ2x̃w) = δ (29)

with δ = F(xb)ε. Considering the Lyapunov candidate

function P = 1

2
x̃wT x̃w > 0, its first time derivative will be,

taking (29) into account,

Ṗ = x̃wT δ − x̃wT κ1 tanh(κ2x̃w). (30)

To guarantee the stability of the closed-loop system,
such a derivative should be negative, or Ṗ < 0 for
all x̃w. Such a condition is fulfilled keeping |x̃wT δ| <

|x̃wT κ1 tanh(κ2x̃w)|. For large values of the posture error
x̃w, κ1 tanh(κ2x̃w) can be approximated by κ1sgn x̃w,
resulting that Ṗ will be negative whenever one guarantees
that λmin(κ1) > ||δ||, what can be obtained by choosing
large gains in κ1. On the other hand, for small values of
x̃w, κ1 tanh(κ2x̃w) ≈ κ1κ2x̃w, and Eq. 29 can be rewritten
as ˙̃xw + κ1κ2x̃w = δ. The result is that x̃w is limited to

‖x̃w‖ ≤ ‖δ‖
λmin(κ1κ2)

.

As it was proved from the dynamic compensator, the
velocity error ε(t) tends to zero asymptotically, and thus
δ(t) also does that. Therefore, the closed-loop control
system based on the proposed adaptive controller is
asymptotically stable.

4 Simulation Results

In order to get a first evaluation of the significance of
the proposed adaptive dynamic compensator to reduce
control errors, the system performance is now evaluated
via simulation and the instantaneous absolute value of the

tracking error e(t) =
√

x̃2 + ỹ2 + z̃2 + ψ̃2 is analyzed. It is
considered T = 420s of simulation, in which the UAV should
follow an 8-shaped trajectory. Four simulations were carried
out, each one considering a trajectory set to different values
of velocity, through varying ω in

xd =

⎡

⎢⎢
⎣

ρsin(wt) + 0.1
1.25ρcos(0.5wt) − 0.2

1.0 + 0.5sin(wt)
π
6 sin(wt)

⎤

⎥⎥
⎦ , (31)

while keeping ρ = 1.75.
The simulations carried out correspond to four cases.

In the first one just the kinematic controller was enabled,

Fig. 3 Evolution of |e(t)| for
420s simulations for the
controller using identified
parameters, just the kinematic
controller, and the dynamic
controller with and without
parameter updating

Identified parameters
Kinematic only
Dynamic without parameters updating
Dynamic with parameters updating

J Intell Robot Syst (2019) 93:5–1610



Identified

Fig. 4 Evolution of the dynamic model parameters for an eight-shaped trajectory for different values of ω

i.e., the UAV receives the reference commands directly
from the kinematic controller of Eq. 6. In the second
case the dynamic compensation was activated, but without
enabling the parameter updating. The third simulation
corresponds to the case in which the dynamic compensator
and the parameter updating are both enabled since the
beginning of the simulation. Finally, the last simulation
included the dynamic compensation activated, but with
previously identified parameter and with the parameter
updating disabled. Notice that this case corresponds to a
case in which the dynamic model was well identified, and
does not allow any dynamic change (mass variation during
load transportation, for instance).

Figure 3 shows the evolution of the absolute value of
the error during the simulation, considering ω = 1rad/s.
It is interesting to note that the errors of the adaptive
controller are smaller than those for the model with
identified parameters (without parameters updating), which
shows the effective contribution of the adaptive controller
to improve the performance of the UAV during the tracking
of a demanding trajectory. For simulations regarding lower
values of ω, however, this is not the case.

Another point deserving to be mentioned, still regarding
Figure 3, is the case corresponding to the dynamic
compensator with parameters updating. In such a case the
parameters were all initialized with the numerical value 1,
what means a bad initialization, compared to the identified
parameters.

It is also interesting to note that the different simulations
are associated to different values of the velocity ω of
the trajectory, not to different controller gains. Thus, it
is observed that to change the controller gains is a good
option, for different trajectories. In this way, even the results
with the identified parameters turn out to be worse when
the dynamics of the trajectories increases, that is, when
ω is increased. Figure 3 illustrates this analysis, showing
that the absolute value of the error is lower in the case
of the adaptive dynamic compensator than in the case of
the dynamic compensator without adaptation, for ω =
1rad/s. In addition, Fig. 4 shows that the system parameters

converge to a fixed value for different trajectories (different
values of ω), starting from arbitrary values. The conclusion
is that when the dynamic compensator and the parameters
updating law are both enabled, the initial values of the
model parameters can be arbitrarily chosen (in this work
the values adopted where ξ1 = · · · = ξ8 = 1).
For the simulation using the controller with the identified
parameters, the parameters adopted were those identified in
[19, 20].

To illustrate a little more the performance of the control
structure proposed in this work, the simulated tracking of
the eight-shaped trajectory correspondent to ω = 1.0rad/s,

recovered from the data collected along the simulation, is
shown in Fig. 5. The two cases corresponding to the model
with the identified parameters and the model with unknown
parameters initialized with the value 1 and the parameters
updating law enabled are illustrated.

Figure 6 shows the evolution of the control errors during
the simulation with ω = 1.0rad/s. It is interesting to
note the gradual reduction of the errors caused by the
dynamic controller with parameters updating. It is important
to observe that there are stationary errors in the model

Identified parameters
Dynamic with parameters updating
Desired

Fig. 5 Simulation with the UAV tracking an Eight-shaped trajectory
for which ω = 1rad/s
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Fig. 6 UAV position and
orientation errors during the
simulation correspondent to
ω = 1rad/s

Identified parameters

(a) Position error in

Identified parameters
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Identified parameters
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Fig. 7 Position of the UAV
during the experiment
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Fig. 8 Velocities of the UAV
during the experiment
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Fig. 9 Evolution of the
parameters of the dynamic
model along time

Fig. 10 Position errors with
respect to the trajectory

0 20 40 60 80 100 120 140 160 180

-0.4
-0.2

0
0.2
0.4
0.6
0.8

0 20 40 60 80 100 120 140 160 180

-0.5

0

0.5

0 20 40 60 80 100 120 140 160 180

-0.5

0

0.5

1

1000 2000 3000 4000 5000 6000

-0.15
-0.1

-0.05
0

0.05

Fig. 11 Velocity errors with
respect to the velocity of the
trajectory
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Fig. 12 Distribution of the errors obtained along the experiment. In
yellow are the data obtained without activating the parameter updat-

ing law (
˙̂
ξ = 0). As for the gray data, they were obtained with the

parameter updating law active (
˙̂
ξ = γ −1GT ˙̃xb). Parts (a), (c), (e) and

(g) show the errors in x, y, z, and ψ , whereas parts (b), (d), (f) and
(h) refer to the velocity errors

with identified parameters (blue line), which are reduced
when updating such parameters. Thus, one can conclude
that the user could initialize the model parameters with any
arbitrary value, not needing to identify the model previously.
Moreover, even when the model parameters are available
(after identifying the model parameters), the dynamic
controller with parameters updating here proposed allows
reducing the increased tracking errors when the trajectory
is characterized by greater values of ω.

5 Experimental Results

To complete the validation of the controller presented in
Section 2, a real experiment consisting in tracking an eight-
shaped trajectory was run, considering a real UAV (the
AR.Drone 2.0 of Parrot) and ω = 1rad/s. The experiment
starts without a previous knowledge of the parameters of
the UAV dynamic model. In fact, the parameters were
initialized as [ξ1 ξ2 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8]T = [1 1 1 1 1 1 1 1]T .
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The results hereinafter presented correspond to the data
obtained using the adaptive dynamic controller together
with the method of sensorial data fusion involving the data
coming from the UAV internal sensors and from a depth
camera Xtion Pro Live, of ASUS. The data fusion method,
the data capture system and the technique adopted to detect
the UAV in the environment from the depth images are those
previously presented in [17–19].

Figures 7 and 8 illustrate the positions and velocities
of the UAV during the trajectory tracking. There one can
see that both the position and velocity errors are closer to
zero when the parameter updating is on. Actually, in Fig. 8
one can see that the desired velocities are reached (ẋ →
ẋd , ẏ → ẏd , ż → żd ), whereas in Fig. 7 one can check
that the position errors get close to zero, thus meaning that

(x̃, ỹ, z̃, ψ̃) → 0 and ( ˙̃x, ˙̃y, ˙̃z, ˙̃
ψ) → 0, approximately.

It is important to emphasize that the initial values of the
dynamic parameters are all set to 1. The controller used
is the adaptive dynamic one, but in the very beginning the
parameter updating law of Eq. 23 is not active (this means

that ˙̂
ξ = 0). Only after 37.64 seconds of flight such an

updating law is activated. The evolution of the parameters
along time is shown in Fig. 9, where one can see that each
parameter is initialized with the value 1 and only after 37.64
seconds they start varying. As a consequence, one can see
that the tracking errors are reduced when the parameters are
updated.

To make easier to visualize the decrease in the control
errors, Figs. 10 and 11 present the evolution of the position
and velocity errors, respectively, along time.

As one can see from the results presented, the adaptive
control system here proposed is able to decrease the errors
in trajectory tracking caused by a bad identification of the
model parameters or a non modeled effect. The plots of error
distribution presented in Fig. 12 effectively show that the
variance and the dispersion of the errors decrease, getting
close to 0, when the parameter updating law is active.

Finally, in the url https://youtu.be/HEw0JTJor80 the
interested reader can find a video of the experiment
presented in this section.

To conclude this section, notice that the adaptation law here
proposed was validated under very realistic considerations.

6 Conclusion

In this work an adaptive dynamic controller was designed
for a UAV in order to compensate for parametrization
errors or non modeled dynamic effects. Although the
model used to represent the UAV is simpler than others
presented in the literature, the results here presented allows
to claim that the proposed adaptive controller is able to
deal with uncertainties in the model parameters or non

modeled effects. Moreover, the model parameters have been
initialized with a default initial value and the adaptive
control system, in addition to reducing control errors,
has obtained a good estimate of the model parameters
(which can be an initial guess for other experiments, for
instance). As a result of the theoretical analysis, simulations
and experiments presented in the paper one can conclude
that the strategy of adapting the controller improves the
performance of the UAV during the task accomplishment,
mainly in situations in which the UAV dynamics is strongly
excited. Moreover, using the parameters updating law it is
not necessary a precise model identification before using
the UAV in trajectory tracking tasks. In the simulations and
experiments here presented, for instance, the initial values
of the parameters were set to 1, without any identification.
Unlike other works that execute several maneuvers and
movements to carry out the identification of the model
parameters before starting the task of interest, this work
proposes a system that simultaneously performs navigation
and parameter identification. To synthesize the conclusions,
the results here presented allow claiming that the proposed
algorithm works reducing control errors and improving
navigation performance.
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