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Abstract We present a new image based visual ser-
voing (IBVS) approach for control of micro aerial
vehicles (MAVs) in indoor environments. Specifically,
we show how a MAV can be stabilized and guided
using only corridor lines viewed on a front facing
camera and angular velocity measurements. Since the
suggested controller does not include explicit attitude
feedback it does not require the use of accelerometers
which are susceptible to vibrations, nor complex atti-
tude estimation algorithms. The controller also does
not require direct velocity measurements which are
difficult to obtain in indoor environments. The paper
presents the new method, stability analysis, simula-
tions and experiments.
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1 Introduction

The increasing popularity of micro aerial vehicles
(MAVs) has resulted in many publications and indus-
trial interest in MAV control and state estimation in
recent years [5, 20, 21]. Specifically, there is much
research on the use of on-board cameras as the main
sensing device for MAVs guidance [9, 11, 25]. All the
control architectures for MAVs that we are aware of
apply some sort of attitude estimation in the feedback
loop. There are two main approaches for attitude esti-
mation of MAVs: 1) Using a set of external cameras
that track markers that are placed on the MAV [12,
24]; and 2) Using on-board Micro Electro Mechanical
System (MEMS) sensors, specifically, rate gyros and
accelerometers. The data acquired by these sensors is
fused together using filters such as the complemen-
tary filter or the Kalman filter [18, 19, 22]. The first
method requires expensive and complicated infras-
tructure, and is not practical for most applications.
The second approach relies on the use of MEMS sen-
sors, which are inexpensive and lightweight, but pro-
duce relatively inaccurate measurements - especially
accelerometers, which are sensitive to vibrations.

Beyond sensitivity to vibrations, there is a fun-
damental problem with the way accelerometers are
used for MAV attitude estimation, as reported in [17].
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Specifically, a common assumption in the design of
attitude estimation algorithms is that the accelerom-
eters measure the direction of gravity in the vehi-
cle frame of reference. In MAVs this assumption is
not valid in some cases, e.g., in near hover flight.
Accelerometers provide a vector measurement of all
the forces acting on the MAV minus gravity. Usually,
there are three forces acting on a MAV - thrust, drag
and gravity. While it is true that when the MAV is not
accelerating the drag force and thrust are equal to the
gravity and then accelerometers measurements pro-
vide the direction of gravity, in near hover flight the
drag forces are negligible and the accelerometers only
measure thrust, which does not contain information
about the direction of gravity.

Another source for difficulties in MAV controllers
stems from the need for linear velocity feedback
required to damp the position subsystem. To the best
of our knowledge, all of the publications on MAV
control (e.g., [4, 13, 20, 24]) include some method
for velocity estimation. In some cases the estima-
tion depends on external infrastructure (either GPS or
an external camera system), and in other cases it is
based on complex vision algorithms (e.g., [3, 14]),
sometimes with the aid of both vision and inertial
sensors [26].

In this work we present a novel approach for the
control of MAVs in an indoor environment, specifi-
cally corridors. The approach is simple to apply and

does not require explicit attitude feedback, eliminating
the need for accelerometers and complicated estima-
tion algorithms. In addition, the proposed approach
does not require linear velocity estimation, which is
difficult to obtain accurately without external infras-
tructure. The controller suggested in this work is based
only on visual measurements from a front facing cam-
era (the line images depicted in Fig. 1), and angular
velocity sensors. No external input is required.

As will be explained later, our suggested controller
relies on a low level angular velocity controller (see
Fig. 2). Such a controller can be implemented using a
MEMS angular rate sensor. With current MEMS tech-
nologies, gyroscope sensors are much less sensitive to
vibrations than accelometers. Their main weakness is
measurement bias (as described in [23], i.e., they add
a small slowly changing offset to the measurement.
This bias poses a problem in attitude estimation algo-
rithms since gyro measurements are integrated and the
integration of the bias creates drift. However, for the
purpose of angular velocity control, the small bias has
a negligible influence on flight performance.

It should be emphasized that the novelty of this
controller is not in the use of vision for guidance of
a MAV, but in the way that it is used to both guide
and stabilize simultaneously. For example, in [2] the
authors propose to use longitudinal lines as visual cues
to control the heading of a quadrotor in an indoor
environment. The approach presented here also uses

Fig. 1 The lines marked in
red are the visual
measurements of the
suggested controller. Lcl

stands for line ceiling left,
Lcr stands for line ceiling
right, Lf l stands for line
floor left, Lf r stands for
line floor right. The only
additional measurements
required are angular
velocity measurements
which can be obtained
using a MEMS gyroscope
sensor for a low level
angular velocity controller
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corridor longitudinal lines but in a way that enables
full control of the MAV (and not only its heading),
including altitude and lateral position, with reduced
use of sensors. Similarly, in [1] the authors show how
IBVS can be used with the linear quadratic servo
approach to control the position and heading of a
quadrotor above electric power lines. As in [2], the
approach presented in [1] uses the images of straight
power lines, but only for guidance, while the low-
level control relies on attitude estimation from inertial
sensors.

In addition to the possibility of using our approach
as a main control strategy, the minimal usage of
sensors makes it a plausible candidate for a backup
control strategy that can be used in case of sensor
failure or in situations, such as near hover, where the
sensors are known to provide poor information (see,
e.g., [17]).

This paper describes the continuation of the work
in [8]. The controller presented here is a revised con-
troller, with a more linear behavior and a larger area
of convergence. Furthermore, while in [8] the con-
cept was introduced, it was validated only by stability
analysis of the linearized system model and simula-
tions. There were no experiments included. In this
work we present actual experiments performed using
a real MAV. The experiments validate: (1) That the
controller’s area of convergence is large enough in
practice; (2) That the dynamic model used (and specif-
ically the assumptions made regarding the low level

angular velocity controller) is valid; and (3) That
the suggested method is feasible. We also investigate
experimentally the effects of controller operating fre-
quency on the performance and stability of the MAV.
This is a significant issue since the ability to operate
in low frequencies will contribute to size reduction of
the MAV by enabling the use of relatively low perfor-
mance, low weight processors for image processing
tasks.

2 Problem Formulation

The inertial coordinate system is denoted by A and
the body coordinate system which is attached to the
MAV is marked as B. The position of the MAV in
A is denoted as P = [PX PY PZ]T . As commonly
used in aviation, the X̂B axis is directed “forward”,
the ŶB axis is directed to the right, and ẐB is directed
downwards (see Fig. 3). The coordinates of some point
[XA YA ZA]T in the inertial frame A expresed in the
body frame B is:

⎡
⎣

XB

YB

ZB

⎤
⎦ = [RT , −RT P ]

⎡
⎢⎢⎣

XA

YA

ZA

1

⎤
⎥⎥⎦ (1)

where R is the rotation matrix. Using the yaw pitch
roll convention, R gets the form presented in Eq. 2,

R =
⎡
⎢⎣

R11 R21 R31

R12 R22 R32

R13 R23 R33

⎤
⎥⎦ =

⎡
⎢⎣

c(θ)c(ψ) c(ψ)s(θ)s(φ) − c(φ)s(ψ) s(φ)s(ψ) + c(φ)c(ψ)s(θ)

c(θ)s(ψ) c(φ)c(ψ) + s(θ)s(φ)s(ψ) c(φ)s(θ)s(ψ) − c(ψ)s(φ)

−s(θ) c(θ)s(φ) c(θ)c(φ)

⎤
⎥⎦ (2)

where ψ, φ and θ are the yaw roll and pitch angles
respectively, c represents the cosine function and s

represents the sine function.

2.1 MAV Model

This work addresses MAVs with four actuation mech-
anisms - τx, τy, τz which are torques that can be gener-
ated around the three principle axes and T which is the
thrust that can be generated along the body ẐB axis,in

the negative direction (upwards). The accelerations of
the MAV can be modeled by:

⎡
⎣

V̇X

V̇Y

V̇Z

⎤
⎦ =

⎡
⎣
0
0
g

⎤
⎦ − R

⎡
⎣

0
0
T
m

⎤
⎦ (3)

In order not to limit the suggested controller design
to a specific MAV form (quadrotor, hexacopter, heli-
copter, etc.), the attitude dynamics are not considered
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Fig. 2 System block diagram. This work focuses on the high-
level controller marked in red. A platform specific lower level
angular velocity controller is assumed. The only measurements

needed for feedback are 3 axis angular rates and images from a
front facing camera

and, instead, an attitude controller is assumed to be
implemented according to the specific platform. This
low level controller regulates the angular velocities
around X̂B, ŶB and X̂B (p, q and r are respectively).

The relations between body angular velocities and
the Euler angles is:

⎡
⎣

φ̇

θ̇

ψ̇

⎤
⎦ =

⎡
⎣
1 sin(φ) tan(θ) cos(φ) tan(θ)

0 cos(φ) − sin(φ)

0 sin(φ)/cos(θ) cos(φ)/cos(θ)

⎤
⎦

⎡
⎣

p

q

r

⎤
⎦

(4)

2.2 Pinhole Camera Model

In this work the MAV’s front facing camera is mod-
eled using the pinhole camera model, with the cam-
era optic center located at the origin of B and the
optical axis of the camera coinciding with X̂B . The
image plane of the camera is defined such that X̂c

(image plane horizontal axis) coincides with ŶB , and
Ŷc (image plane vertical axis) points “up” - opposite
to ẐB . According to the pinhole camera model, the

image of some point
[
XB YB ZB

]T
expressed in

B is:

xi = f
YB

XB

yi = f
−ZB

XB

(5)

where f is the focal length and xi and yi are the image
point coordinates.

2.3 Line Image

The controller that will be described later on uses
the image lines obtained by the on-board front facing
camera when flying in a corridor. In order to inves-
tigate the closed loop system stability and behavior,
a model of the specific line images is needed. The
inertial system A is defined such that X̂A is the “for-

ward” direction of the corridor. The line
[
t 0 0

]T
with t ∈ R is located within the floor plane and in
the middle of the corridor. Since the lines of interest
are parallel longitudinal lines with known parameters
in A, it is convenient to express them in B and then

Fig. 3 Inertial and body frames of reference. As commonly
used in aviation, the X̂B axis is directed “forward”, the ŶB axis
is directed to the right, and ẐB is directed downwards. The

inertial frame A is defined such that X̂A is the “forward” direc-
tion of the corridor. The line [t, 0, 0]T with t ∈ R is located
within the floor plane and in the middle of the corridor
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calculate the image according to the pinhole camera
model (5). These lines are created by the intersection

of the side walls and the ceiling - Lc = [
t ay az

]T
- or by the intersection of the side walls and the floor

- Lf = [
t ay 0

]T
. Here, az is the corridor height

and ay is half the corridor width (since the X̂A axis
is located within the floor plane). The lower line, Lf ,
expressed in B, is given by:

Ll =
⎡
⎣

xB(t)

yB(t)

zB(t)

⎤
⎦ = [RT , −RT P ]

⎡
⎢⎢⎣

t

ay

0
1

⎤
⎥⎥⎦ (6)

and the image line equations are:

xi = f
R21t + R22ay − F2

R11t + R12ay − F1

yi = −f
R31t + R32ay − F3

R11t + R12ay − F1

where

F1 = R11PX + R12PY + R13PZ

F2 = R21PX + R22PY + R23PZ

F3 = R31PX + R32PY + R33PZ

The slope of the image line (in the image plane) is
given by:

mf = δyi

δxi

= δyi/δt

δxi/δt

mf (ay, R, P )= F3R11−F1R31+ayR12R31−ayR11R32

−F2R11+F1R21−ayR12R21+ayR11R22

(7)

Using the image point of the point Lf (t = 0) and
the slope, the equation of the image line itself can be
derived:

yi = f
(F3R21 − F2R31 + ayR22R31 − ayR21R32 − F3R11xi + F1R31xi − ayR12R31xi + ayR11R32xi)

(F2R11 − F1R21 + ayR12R21 − ayR11R22)

In the same manner it is possible to calculate the
higher line (Lc) image slope (8):

mc(ay, az, R, P ) = F3R11 − F1R31 + ayR12R31 + azR13R31 − ayR11R32 − azR11R33

−F2R11 + F1R21 − ayR12R21 + ayR11R22 − azR11R23
(8)

The image of parallel lines intersects at what is called
the “vanishing point”. Calculating the intersection of
the images of any two lines parallel to X̂A results in:

vpx = sin(φ) tan(θ) − cos(φ) sec(θ) tan(ψ)

vpy = − cos(φ) tan(θ) − sec(θ) sin(φ) tan(ψ) (9)

The point (vpx, vpy) in the image plane, is the inter-
section of all four lines Lf l, Lf r , Lcl and Lcr .

3 Control

The suggested controller stabilizes the MAV at the
center of the corridor facing forward. It regulates roll,
pitch and yaw angles (φ, θ, ψ), vertical position (PZ)
and lateral position (PY ). The system block diagram is
presented in Fig. 2. Usually, in the standard cascaded

controller for position and attitude of a MAV, some
sort of measurement or estimation of the position and
attitude is required (see Fig. 4). The controller pre-
sented here uses a similar structure; however, since
there are no available position and attitude measure-
ments, different quantities which are based on the
available visual cues were selected. These quanti-
ties were selected such that they approximate the
actual position and attitude of the MAV in a rel-
atively large flight envelope. The six visual cues
needed are extracted from the four line images cre-
ated by the intersection of the ceiling, the walls
and the floor: the slopes of the four lines, and the
vanishing point (depicted in Fig. 1). Instead of lat-
eral position, Py , the controller regulates the quantity
P̃y which will be defined as P̃y �atan(mcl)+atan(mcr)−
atan(mf l) − atan(mf r). In a similar manner, instead
of vertical position, Pz, the controller regulates the
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Fig. 4 Standard structure of an attitude and position controller.
The cascaded structure generates a desired attitude as a func-
tion of the error in position. In order to calculate these errors,

a measurement of attitude and position is required. Then, these
errors are regulated using some sort of a controller, usually a
PID controller

quantity P̃z � (atan(mf l)−atan(mf r)+atan(mcl)−
atan(mcr); instead of roll angle, φ, the controller
regulates φ̃ � atan(mf l)+atan(mf r)+atan(mcl)+
atan(mcr); instead of the pitch angle the controller reg-
ulates vpy and instead of the yaw angle the controller
regulates vpx . There are other possible quantities that
will stabilize the system, some of them were presented
in our previous work [8]. These specific quantities
were selected such that the controller stabilizes each
degree of freedom in a relatively independent manner,
while the effect on the other state variables is reduced.
For example, Tr , which can be considered the verti-
cal controller, is not sensitive to the yaw angle and
the position along the lateral axis (YA). This quality
is important during the take off maneuver, where ini-
tial pitch and roll angles are close to zero, but the yaw
angle and the position PY can vary. A major draw-
back to the quantities selected in [8] (and the reason
they are not suitable for implementation in practice)
is their nonlinear nature. As the MAV position devi-
ates from the equilibrium point these quantities may
reach very large values in some configurations. This
is the result of their being directly proportional to the
slopes of the lines in the image or to the intersec-
tion of the lines with the image horizontal and vertical
axes. This is not the case with the quantities suggested
here - P̃y, P̃z, φ̃, vpx and vpy are bounded, since they
are proportional to the angles of the lines relative to
image axes and to the vanishing point of the lines.
The quantities suggested here increase the area of con-
vergence (relative to the quantities selected in [8])

and produce a practical controller with smooth and
predictable system behavior.

The signals vd and hd are used to damp the system
(the D element in a PID controller). They are gener-
ated by filtering P̃z and P̃y , respectively, through a
High Pass Filter (HPF).

v̇ds = fa vds + fb P̃z

vd = fc vds + fd P̃z

ḣds = fa hds + fb P̃y

hd = fc hds + fd P̃y (10)

Here fa, fb, fc and fd are the filter coefficients, and
vds and hds are the state variables.

The suggested control law is as follows:

pr = kpφ̃+kφP̃y+kφdhd

qr = kθ (vpy)

rr = kψ(vpx)

Tr = kzP̃z+kzdvd + mg (11)

where pr, qr and rr are the desired angular velocities
(the inputs to the low level angular velocity controller)
and kp, kφ, kφd, kθ , kψ, kz and kzd are the control
gains.

3.1 Closed Loop System Model

Most MAVs make an impression due to their agility,
which is the result of high power energy sources com-
bined with relatively low mass. This quality makes it
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reasonable to assume that the lower level attitude con-
troller can be designed to be very fast, with very small
tracking delays that are small enough to be neglected.
This means that, practically, p=pr, q=qr , r=rr and
T =Tr .

Under this approximation, the complete closed loop
system (including the filtered signals) is described by

ṖY = VY

V̇Y = −R32
Tr

m

ṖZ = VZ

V̇Z = g − R33
Tr

m

φ̇ = pr + sin(φ) tan(θ)qr + cos(φ) tan(θ)rr

θ̇ = cos(φ)qr − sin(φ)rr

ψ̇ = sin(φ)

cos(θ)
qr + cos(φ)

cos(θ)
rr

v̇ds = fa vds + fb P̃z

ḣds = fa hds + fb P̃y (12)

Here, ay and az are positive numbers (az is the
corridor height and ay is half the corridor width).
The state vector of the system is defined as
ζ = (PY VY PZ VZ φ θ ψ mf rs mf ls mcls)

T . This
system has an equilibrium point at Pz = −az/2 with
all other state variables equal to zero. Using the lin-
earization of the system (13) and Lyapunov stability
theory [15], it will be shown that with the right choice
of control gains the system is locally stable.

ζ̇=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0 0 0
0 0 0 0 g 0 0 0 0
0 0 0 1 0 0 0 0 0

0 0 16ay(kz+fdkzd )

m(4a2y+a2z )
0 0 0 0 −fckzd

m
0

− 8az(kφ+fdkφd )

4ay2+az2
0 0 0 4kp 0 0 0 fckφd

0 0 0 0 0 −kθ 0 0 0
0 0 0 0 0 0 −kψ 0 0

0 0 − 16ayfb

4a2y+a2z
0 0 0 0 fa 0

− 8ayfb

4a2y+a2z
0 0 0 0 0 0 0 fa

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ζ (13)

3.2 Guidance

Guidance of the MAV is very simple, but has some
limitations. By adding an offset value to each of the
four regulated quantities P̃y, P̃z, vpx and vpy in the
control law (11) , the state of the MAV can be manip-
ulated. The ability to manipulate the attitude angles
in order to achieve forward flight is most important.
According to the notation in this work, when the MAV
camera is facing forward, acceleration along the cor-
ridor (XA direction) is manipulated by the pitch angle
(θ ). As mentioned before, and can be seen in Eq. 13,
around the equilibrium point, the closed loop dynam-
ics of the pitch angle is approximately that of an
autonomous first order system:

θ̇ = −kθθ (14)

Changing qr by adding an offset value, will make it
possible for the pitch angle to be manipulated. The
revised controller is

qr = kθ (vpy + θOS) (15)

and the dynamics around the equilibrium point would
be

θ̇ = −kθ (θ − θOS) (16)

This is a stable transfer function in which the pitch
tracks θOS . It should be emphasized that this method
of controlling pitch directly also does not use any kind
of accelerometer measurements.

In the same manner, adding an offset to P̃z will
cause the MAV to change its altitude, and adding an
offset to P̃y will cause the MAV to change its lateral
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position. The main limitation is that since the dimen-
sions of the corridor are unknown, it is not possible to
set an exact numeric position. This guidance method
may be especially useful combined with a remote
human operator, who will guide the MAV through the
structure by manipulating these offsets.

4 Simulation

In order to calculate initial control gains and evaluate
the performance and stability of the closed loop sys-
tem, a Simulink model was constructed according to
Eq. 12. Using this model, a Matlab based visualization
of the take-off process was developed (Fig. 10).

4.1 Control Gains

It is important to note that the parameters in Eq. 12
are all design parameters, except for the corridor width
and height (ay and az). This means that the control
gains presented here are adequate for any MAV with a
fast enough low level angular velocity controller. Also,
as can be seen in Eq. 13, the dynamics of the MAV
are not dependent on the focal length f of the cam-
era. This is a very important feature, since it means
that any camera with a wide enough field of view will

be suitable, and there is no need to estimate the exact
focal length.

From Eq. 13, it can be observed that in the linear
closed loop system both ψ and θ are independent of
the other state variables. Any positive value for the
control gains kθ and kψ will result in convergence of
these state variables.

The HPF is used to achieve an approximation of
the derivation. It is designed so its pole frequency
is high enough compared to the position subsystem
bandwidth. We chose the filter coefficients to be: fa =
−10, fb = 8, fc = −12.5, and fd = 10.

All of the control gains were set using the graph-
ical interface of the “compensator design” tool in
the Simulink control toolbox. The chosen control
gains are: kp= − 1.1, kφ = 0.35, kφd=0.4, kz= −
0.8, kzd= − 0.9, kθ = 3 and kψ = 6. Using these
gains, the resulting closed loop poles in a standard cor-
ridor 2[m] wide and 2.5[m] high (ay = 1, az = 2.5)
are all stable:
−11, −8.3, −6, −3, −1.43, −0.96 ± 1.8i, −0.83 ±
0.9i. Further stability analysis will follow in the next
section.

As mentioned before, the corridor width and height
are the only unknown parameters. Figure 5 depicts
the value of the “slowest” converging pole, the pole
with the largest real value, as a function of corridor

Fig. 5 The real value of the
slowest converging pole as
a function of corridor width
and height when using the
presented control gains. It is
clear that for any reasonably
sized corridor the closed
loop system is stable
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size. From this figure it is clear that the suggested
controller is locally stable for any reasonably sized
corridor (width between 1.4 to 2.6 meters, height
between 2 to 3 meters); therefore there is no need for
prior knowledge of the exact corridor size.

4.2 Stability Margins and Natural Response

The design goal was to achieve fast convergence,
with no less than 40 degrees of phase margin and no
less than 8 dB gain margin for each feedback loop.
Figure 6 shows the Nichols plots for the vertical open
loops at kz and kzd , and Fig. 7 shows the Nichols plots
for the horizontal open loops at kφ, kφd and kp. All sta-
bility margins are satisfactory. The time response for a
non zero initial condition of the nonlinear closed loop
system is presented in Fig. 8.

4.3 Area of Convergence

Before takeoff, while the MAV is on the floor, both
pitch and roll angles are very close to zero. It is
reasonable to assume that due to the relatively small

size of the corridor the roll and pitch angles will
remain small during the flight (especially the roll
angle). However, the altitude before takeoff is far from
the equilibrium point, and so may be the case for the
yaw angle and the lateral position. Figures 9 and 10
shows that the choice of regulated quantities presented
here results in a very large area of convergence. The
initial position of the MAV in Fig. 9 is Py = −0.5[m]
and the initial yaw angle is ψ = 35[deg].

5 Experiments

Two experimental systems were set up, each with dif-
ferent goals: 1) An experimental system that used
emulated images, which purpose was to show the
flight performance of the suggested method in case
ideal image acquisition and processing was available,
and 2) An experimental system that used real images,
which goal was to demonstrate the feasibility of the
method and to explore the technical difficulties that
may be encountered when using computer vision to
control MAVs indoors.
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Fig. 6 Nichols plots for the vertical feedback loops as generated by the Simulink control design tool. The stability margins are
satisfactory. The curves are smooth, and there is no risk that a small change in phase or amplitude will significantly change the margins
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Fig. 7 Nichols plots for the horizontal feedback loops as generated by the Simulink control design tool. The stability margins are
satisfactory. The curves are smooth, and there is no risk that a small change in phase or amplitude will significantly change the margins

In the first experimental system, the image that
would have been captured on the front facing camera
was emulated using an external set of cameras that cal-
culated the MAV pose. Using simple transformations
(see Eqs. 7, 8 and 9) the corridor image line parame-
ters were calculated and wirelessly sent to the MAV.
In the second experimental system, the front facing
camera of the MAV was used to take images of the
actual corridor. Since the MAV used is equipped with
a relatively weak processor, and since the contribution
of this work is not in image processing, the corri-
dor lines were marked using black adhesive tape. An
image processing algorithm was developed to identify
the lines and the line parameters were used as input to
the controller.

Due to its durability and availability, the MAV cho-
sen for the experiments is the commercially available
AR.drone 1 from parrot [6]. Figure 11 shows the
AR.drone during flight experiments.

It is a widely available, low cost MAV that we could
program easily without additional hardware. The
drone is equipped with an ARM9 processor running

a Linux operating system, a range of sensors includ-
ing accelerometers, gyros, altimeter, and two cameras
- one facing forward and another directed down. The

Fig. 8 Simulated time response of the closed loop non linear
system around the equilibrium point
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Fig. 9 Simulation of a take off and hover maneuver. On the left - lateral and vertical position. On the right - roll, pitch and yaw angles.
The closed loop system converges even though the initial condition is far from the equilibrium point

default firmware includes a wireless interface that sup-
ports the manipulation of the roll angle, the pitch
angle, the yaw rate, and the vertical velocity. Since the
controller presented here requires a low level angular
rate controller for all three axes, it was not possible
to use the original firmware for this experiment and
replacement firmware was developed. Details on how
it can be done are available at https://blog.perquin.com/
blog/ar-drone-program-elf-replacement/. The new firm-
ware includes a low level angular rate controller (see
Fig. 2) implemented at 200 Hz. The controller is
composed of three separate PI controllers, one for each
axis. The controller uses angular rate measurements
from the on-board three axis MEMS gyro sensor
to calculate angular velocity error and updates the

electric motor control signals using the I2C communi-
cation protocol.

5.1 Experiments Using Simulated Front Camera View

The position and attitude of the MAV was determined
using an external camera system and markers placed
on the MAV. Using this information, the view from the
front facing camera was emulated, according to the
pinhole camera model, as described in Eqs. 7, 8 and 9.
Then, the six parameters mf l, mf r , mcl, mcr , vpx and
vpy were sent wirelessly to the MAV. The emu-
lated corridor in the following experiments was set
to be 2 meters wide and 2 meters high. The external
camera system used was the Optitrack system (see

Fig. 10 Simulated view of the front facing camera. The scenery
includes a 2[m] wide and 2.5 [m] high corridor with a 90 degrees
right turn at it’s end. On the left - before take off, the MAV is on

the ground, located 0.5 [m] from the left wall, facing 20 degrees
to the left. In the middle - end of take off phase. On the right -
the MAV is in steady state at the center of the corridor

https://blog.perquin.com/blog/ar-drone-program-elf-replacement/
https://blog.perquin.com/blog/ar-drone-program-elf-replacement/
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Fig. 11 The AR.drone during forward flight experiment in Ben
Gurion University robotics lab. The Optitrack camera system
is used to simulate a virtual corridor and data from a simu-
lated image is sent using a wireless interface to the MAV. Lines

marking the edges of the virtual corridor are visible on the floor
(These lines are only used to visually inspect the MAV perfor-
mance during experiments). From right to left: A - MAV on
ground, B - MAV hovering after take off, C - Forward flight

http://www.naturalpoint.com/optitrack/) working at
one hundred frames per second.

Area of Convergence - Take Off and Hover Maneuver
To investigate the controller’s area of convergence we
performed a take off and hover maneuver, starting
with the MAV on the ground. The take off maneu-
ver exposes the controller to relatively extreme ini-
tial conditions since the yaw angle, Pz and Py are
all simultaneously far from the equilibrium point. In
this case, with a nonlinear system, it is useful to
use limiters which limit maximum control signal val-
ues. However, we found that the controller area of
convergence is large enough that limiters were not
required. The results are depicted in Fig. 12. The

plot on the left depicts the position and the plot
on the right depicts the roll and yaw angles. The
initial yaw was ψ(0) = 19[deg] and the initial lat-
eral position was Py(0) = 0.65[m], which is about
the maximum allocation possible in a two meters
wide corridor for a standard quadcopter MAV. As
demonstrated in this experiment, the convergence
is fast and the system is stable at the equilibrium
point.

Forward a Flight Figure 13 shows the position and
pitch angle of the MAV during a forward flight
maneuver. In this experiment, after take-off, θOS was
set to 2.5[deg] (see Eq. 15) for 2.7[sec]. As expected,

Fig. 12 Take off and hover experiment. On the left - vertical and lateral position of the MAV as measured by the Optitrack system
during the experiment. On the right - roll and yaw angles. The initial yaw, ψ(0) = 19[deg] and the initial lateral position, Py(0) =
0.65[m]

http://www.naturalpoint.com/optitrack/
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Fig. 13 Px and pitch angle θ as measured by the Optitrack
system during forward flight experiment

the MAV accelerates forward along the Px axis and
forward flight is achieved.

Controller Frequency of Operation The frequency at
which the controller calculates control signals is a crit-
ical parameter. The controller bandwidth needs to be
significantly higher than the process being regulated.
This is commonly a weak point in vision based con-
trollers, since image processing is a computationally
demanding task that limits the controller bandwidth.
The purpose of this experiment is to investigate the
performance of the controller at different operating

frequencies and to validate that it produces good
results at lower operating rates that allow enough time
for the image processing to take place.

The image processing required for the suggested
controller is line detection. In [10] the authors suggest
a Hough transform based method for extracting lines
from images in real time. It is shown that the proposed
approach can achieve up to 200 frames per second for
images with 512×512 pixel resolution using an AMD
Athlon processor running at 2.21 GHz. Even though
the experimental results presented in previous sections
used a 100Hz controller, it is interesting to investigate
lower controller frequencies that will allow the use of
a lower performance processor. This can contribute to
size reduction of the MAV, since lower performance
processors are usually smaller and require less power
to operate.

In this experiment a take off and hover maneuver
was performed at different controller frequencies. The
MAV was initially placed on the ground with a signif-
icant lateral offset of 0.45 meters. Figure 14 depicts
the results. The results at lower controller frequencies
are almost identical to the results at 100 Hz, with no
significant decrease in performance. It is common to
assume that MAVs require relatively high controller
rates - usually higher than 50 Hz - and in some cases
as high as 500–1000 Hz with variable pitch propellers.
In [7] the authors report an improvement in hover-
ing performance when increaing the controller update
rate from 200 to 500 Hz. We explain the surprisingly

Fig. 14 The MAV lateral position, Py , and the altitude, −Pz, as measured by the Optitrack system. This experiment presents a
comparison between take off and hover maneuvers performed at different controller frequencies



182 J Intell Robot Syst (2017) 87:169–186

good performance at lower controller rates in this
experiment by the fact that the lower level angu-
lar rate controller operates independently at 200 Hz,
and maintains a damped attitude subsystem, while
the position subsystem, which is not as agile as the
attitude subsystem, does not require high control rate.

We conclude that it is possible to perform image
processing at the required rate with large margins for
other vision related or otherwise required algorithms.

Manipulating MAV Altitude In this experiment alti-
tude manipulation is demonstrated. As described in
Section 3.2, it is possible to manipulate the MAV posi-
tion in the corridor by revising the control law and
adding offsets. By adding an offset to P̃z, the alti-
tude of the MAV is manipulated. The control law (see
Eq. 11) for the throttle becomes:

Tr = kz(P̃z + PzOS)+kzdvd + mg (17)

Here PzOS is the offset added. In order to calculate
the offset required for a specific altitude we consider
the following - around the equilibrium point, where
φ = 0, ψ = 0, θ = 0 and Py = 0 in a corri-
dor 2 meters wide and 2 meters high, we get that
P̃z = 4(1 + atan(Pz)). For a desired vertical position
Pzd the required offset is PzOS = −4(1 + atan(Pzd)).

Figure 15 presents the experimental result. At
t = 10 [sec] the offset PzOS is updated from zero to

Fig. 15 MAV altitude during altitude manipulation experiment.
At t = 10 [sec] the offset PzOS is updated and the MAV alti-
tude changes accordingly. At t = 14[sec] the landing maneuver
is initiated and the experiment is terminated

PzOS = −4(1 + atan(−0.8)) = 0.8. The MAV devi-
ates from the center of the corridor to a lower altitude
Pz = −0.8[m] (altitude of 0.8[m] above the floor).
The transition is fast, smooth, and the MAV is stable at
the new altitude. At t = 14[sec] the landing maneuver
is initiated and the experiment is terminated.

5.2 Experiments Using Real Images

The purpose of this experiment is to demonstrate the
feasibility of the method and to explore the techni-
cal difficulties that may be encountered when using
computer vision to control a MAV indoors. In this
experiment the front facing camera of the AR.drone
MAV was used to capture images of the corridor. Each
image contains 640X480 pixels. It is possible to read
colored images in YUV 4:2:0 format, but we chose to
only use the Y component and treat it as a grayscale
image. The images were captured and processed at
approximately 15[Hz].

Image Processing The task of extracting lines from
an image is usually composed of edge detection fol-
lowed by a Hough transform. Both of these processes
are relatively computationally expensive and require
significant time. We found that it is impractical to
implement these methods on the Ar.drone processor in
real time. As mentioned before, since the contribution
of this work is not in image processing, we chose to
mark the corridor lines with a dark adhesive tape and
developed an algorithm that simultaneously detects
pixels on the line edges, and the lines themselves.
The algorithm only examines the pixels on a rectan-
gle located at the edges of the image. If the detection
fails, the algorithm is repeated, checking pixels along
a smaller rectangle. This significantly shortens the
duration of the process. A circle of 24 pixels surround-
ing each candidate pixel is examined, as depicted in
Fig. 16. If the pixels on the circle can be divided into
12 consecutive pixels whose value is below a certain
threshold, followed by 12 pixels whose value is above
another threshold, the candidate pixel is detected as
a line edge. Once a pixel is detected as a line edge,
the pixels surrounding it along a larger circle (with
a radius of about 8 pixels) are examined. If another
pixel is detected, the algorithm recursively continues
to scan for edges along the direction determined by
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Fig. 16 In this figure each square represents a pixel in the
image. The red pixel is the candidate pixel. The pixels in yel-
low represent the pixels that are examined to determine if the
candidate pixel is a line edge pixel. If the pixels on the circle
can be divided into 12 consecutive pixels whose value is below
a certain threshold, followed by 12 pixels whose value is above
another threshold, the candidate pixel is detected as a line edge

the already detected edges. At the end of this pro-
cess, the four longest lines are detected as candidates
to be the corridor lines. In order to validate the lines,
another test is carried out. The intersection of each
two lines is calculated and, if the distance between
the resulting points is lower than some threshold, the

lines’ parameters are used as input to the controller.
Figure 17 shows an image of the corridor, taken during
flight. The four pairs of white points along the corri-
dor lines mark the beginning and end of each detected
line.

Technical Difficulties and Results During the experi-
ments we encountered two main difficulties, both of
which stem from the limitations of the camera and the
driver used to access the images. 1) When operating
indoors, with relatively low lighting, it is important to
use a short exposure time when taking a picture, as
otherwise the motion of the MAVwill cause the image
to be blurred. Usually this is done with increased
sensor sensitivity to compensate for the shorter expo-
sure. The camera on the AR.drone does not provide
means to manually set the exposure time and sensitiv-
ity of the sensor. During flight, and especially while
the MAV is in motion, some of the frames were cor-
rupted, and lines could not be identified using our
algorithm. Figure 18 shows an image blurred from the
motion of theMAV. In this image the detected lines are
shorter and the upper right line, Lcr , was not identi-
fied at all. During the flight experiments, when correct
image lines were not detected, all control signals were
updated to be 90 % of their previous value, accept for
the thrust command, which was updated to be 98 %
of its previous value. This cause the control signals

Fig. 17 Image of the
corridor taken during flight.
The four pairs of white
points along the corridor
lines mark the beginning
and end of each detected
line
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Fig. 18 An example of a corrupted image of the corridor taken
during flight. The image is blurred due to a combination of
MAV motion, low lighting and relatively long exposure. The
corridor lines are not detected accurately. This is one of the
difficulties that needs to be overcome when using low quality
cameras while operating indoors. During the flight experiments,

when correct image lines were not detected, all control sig-
nals were updated to be 90 % of their previous value, accept
for the thrust command, which was updated to be 98 % of
its previous value. This causes the control signals to fade to
zero smoothly, maintaining smoother flight characteristics over
corrupted frames

to fade to zero smoothly, maintaining smoother flight
characteristics over corrupted frames. 2) We found
that there is a significant delay from the moment
the image was taken up to the moment where the
image was available for the image processing algo-
rithm. It is difficult to calculate the exact delay,
however it took approximately 30 milliseconds from
the moment the command to capture an image was
given to the moment where the image processing was
initiated. This delay significantly reduces the system
stability margins, and limits the gain of the deriva-
tives, specifically kφd . This may cause a relatively
undamped behavior. Ideally, for these purposes, a
camera with lower delays should be used, with higher
control gains, in order to achieve a more damped
system.

Despite these technical difficulties, consistent sta-
ble flights were achieved during the experiments. A
video demonstrating the performance of one of the
flights is a available at http://www.youtube.com/play
list?list=PLnhKrsOYTPlLlqhl0tsSM0UKW6qc95U7r.
This demonstration proves the feasibility of the

proposed method in practice, even when using a rel-
atively low cost, low performance MAV with a slow
processor and a low quality camera.

6 Conclusions

A new approach for the guidance and control of a
MAV was presented. The main advantages of the con-
troller presented compared with existing methods are:
1) It does not require the use of accelerometers or an
external system to measure attitude. To the best of our
knowledge this is the only work published describ-
ing MAV control that does not use accelerometers or
an external method for attitude estimation (e.g. [12,
18, 19, 22, 24]). 2) The presented controller both sta-
bilizes and guides the MAV. Most visual servoing
papers dealing with MAVs only address the guid-
ance aspect and use a separate controller to stabilize
the MAV, usually using accelerometers and complex
vision algorithms (e.g. [1, 2, 16]). 3) To the best
of our knowledge, all of the publications on MAV

http://www.youtube.com/playlist?list=PLnhKrsOYTPlLlqhl0tsSM0UKW6qc95U7r
http://www.youtube.com/playlist?list=PLnhKrsOYTPlLlqhl0tsSM0UKW6qc95U7r
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control (e.g., [4, 13, 20, 24]) include some method for
velocity estimation. This is the only method we are
aware of that does not require explicit pose or velocity
estimation (which can be difficult to achieve in indoor
environments).

The controller architecture and gains presented are
suitable for any MAV with its own specific low level
angular velocity controller. This approach can be used
as the primary method or as a backup in case of sen-
sor malfunction. The feasibility of this method was
demonstrated in experiments using a commercially
available MAV. Future work includes the expansion
of the controller to include more maneuvers such
as cornering, flight through staircases and obstacle
avoidance to create a fully autonomous MAV which
is capable of executing complete tasks in an indoor
environment.
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