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Abstract This paper presents strategies for
standoff target tracking by a team of unmanned
aircrafts using vector field. Many methods to the
vector field approach were investigated in other
papers, but a modified vector field is introduced
to obtain new interesting characteristics in this
paper. The modified vector field satisfies more
constraints. We introduce two guidance modes to
track a target: one is a capturing mode and the
other one is a loitering mode. In the capturing
mode, aircrafts can arrive at desired positions and
time, i.e., unmanned aircrafts can capture a target
simultaneously from all sides. After a target is
captured, the guidance mode is changed to the
loitering mode. Then the relative spacing among
aircrafts is controlled by a standoff distance
command and a speed command. Hence, they
track a target with a desired formation.
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1 Introduction

Unmanned aircrafts (UAs) must navigate au-
tonomously to accomplish missions. The convec-
tional navigation procedure consists of path plan-
ning, path following, and attitude control. It is of
great importance that an UA have the capabil-
ity to plan paths and follow them precisely. The
most fundamental path planning is connecting
waypoints sequentially. For target tracking prob-
lems, a circular path around the target is the most
popular.

After a path is designed, there are two ap-
proaches in following problem. The first approach
is referred to as trajectory tracking [1]. This makes
a vehicle follow a reference point. The vehicle
travels along the path with a predefined veloc-
ity. This approach requires the vehicle to be in
a certain position at a certain time, which can
cause problems for small UAs with disturbances
such as strong wind, and thus such UAs cannot
satisfy the requirements. The second approach is a
path following approach [2]. The objective of path
following is for the vehicle to be on the path, and
placing vehicles at a certain time is not considered.
The potential field approach and the vector field
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approach are popular path following algorithms in
robotics [3–5]. In the potential field approach, the
direction where the vehicle should go is defined
on the basis of a charge field, where obstacles are
considered as charges with a repelling force and
the goal position is considered as a charge with
an attractive force. The most notable weakness
of this method is a local minima problem for a
collision avoidance issue [6, 7]. The local minima
are the basis points of attraction where the vehicle
can be trapped. A vector field is constructed by
representing a desired course and desired ground
speed. When a current position and a desired path
are given, the vector field is essentially painted
on the ground around the desired path. Thus, the
desired course and ground speed is represented
by a function of the current position. Some re-
searchers used the desired heading and desired
airspeed instead of the course and ground speed.

Surveillance or target tracking is a popular and
important mission. In a standoff target tracking
problem, there are two main approaches. The first
is the stability-oriented approach, in which control
laws are designed to produce asymptotic stabil-
ity to desired reference states. The second is the
behavior-oriented approach, in which the motion
onto the reference state is also part of the design
process. The stability-oriented method includes
path tracking approaches in which a standoff loi-
tering path is defined, and a virtual target on the
path is specified to be tracked by UAs [8, 9]. A
control law is designed to regulate the lateral and
heading error to zero by calculating an intercept
course that varies with the lateral distance. In this
approach, local stability can be achieved, but it
is more complicated to achieve global behavior
because the computed virtual target on the path
is not unique.

The behavior-oriented approach explicitly
specifies the motion behavior toward a desired
path, and this approach requires a controller
to accomplish this motion. A vector field is
constructed to provide the motion, such as the
desired course and speed of the UAs at any
position in the domain. This approach comes
from the potential field approach studied in
mobile robotics [10, 11], and consists of sink and
circulation behavior to and around the origin,
respectively. Frew et al. used this approach, and

they added compensation and coordination terms
for the wind and multiple vehicles, respectively.
They used the idea from Lawrence et al.’s paper
[12, 13]. They proposed a globally stable control
law for relative spacing on a loitering circle.
They also guaranteed a standoff distance from
the moving target while satisfying an airspeed
constraint.

We extended our research from Frew et al.’s
work to achieve simultaneous capture and to im-
prove performance. The remainder of this paper
is presented as follows. In Section 2, we model
the kinematics of the UA before defining a vector
field. The course and ground speed are considered
as guidance commands. In Section 3, the modified
vector field is introduced for standoff target track-
ing, and some interesting results are shown. The
guidance mode is divided into the capturing mode
and the loitering mode. In the capturing mode,
the vector field guides the UAs to arrive at the
desired position and time to capture a target si-
multaneously from all sides. In the loitering mode,
it controls the relative spacing among the UAs.
In Section 4, strategies to implement a standoff
target tracking problem are introduced, and some
simulation results are shown. Conclusions are
in Section 5 with a brief mention of future
investigations.

2 Problem Statement

A flight control system (FCS) must be equipped to
control UAs, and it has a hierarchical command
structure. In this paper, it is assumed that a FCS
has two layers; a guidance layer and a control
layer. They are a higher and a lower level con-
troller, respectively. The guidance layer generates
the ground speed, the course over ground, and the
altitude command. Then, the control layer con-
trols actuators to track the guidance commands.
This paper focuses only on the guidance layer and
this layer is designed based on a point-mass model
on a two dimensional plane. And an altitude com-
mand is assumed as constant.

A kinematic model of an UA in wind is

ẋ = sa · cos ψ + Wx

ẏ = sa · sin ψ + Wy (1)
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where
[
x, y

]T ∈ �2 is the inertial position of the
UA, sa is the air speed, ψ∈[0,2π) is the yaw angle,
ψd is the desired yaw angle, and [Wx, Wy]T is the
inertial velocity of the wind. Frew et al. assumed
that the wind speed was slow, constant, and known
[12]. When we have the desired course and ground
speed, the yaw angle and the airspeed can be
derived from them by considering the wind veloc-
ity. In fact, measuring the wind velocity requires
an air data system and a GPS receiver, and an
air data system is more expensive than a GPS
receiver. A GPS receiver measures not only the
inertial position (actually a position on the Earth-
fixed coordinates), but also the ground speed and
course accurately; otherwise an air data system
measures relative airspeed only. Therefore, we
assume that the lower level controller can track
the course and the ground speed well as Griffiths
et al. and Nelson et al. did [14, 15]. And it is
reasonable when the wind is not very strong.

Hence, a first-order time-delayed system with
the course and ground speed is used, and it con-
sists of a motion of target and a relative motion
with regard to a target as below.

ẋ = s · cos χ = ẋr + ẋt

ẏ = s · sin χ = ẏr + ẏt

ṡ = τs (s − sd)

χ̇ = τχ 〈χ − χd〉 (2)

where s is the ground speed, sd is the desired speed,
χ is the course, χd is the desired course, [xt, yt]T

Fig. 1 Geometry relationship

is the target position on the inertial frame, and
[xr, yr]T is the relative position from the target.
τ s and τχ are time constants of the first-order
kinematics of the speed and course, respectively.
The geometry relationship is shown in Fig. 1.

3 Vector Field for Standoff Target Tracking

The desired relative motion for standoff target
tracking was generated based on the Lyapunov
vector field. It was opened to the public and was
used by various researchers [12–19]. The vector
field introduced in this paper is modified from
them. The desired motion is the relative motion
with regard to the target; therefore, the vector
field is defined in a relative frame as

[
ṙ

rθ̇

]
= sr√

r4 + (
p2 − 2

)
r2

dr2 + r4
d

[− (
r2 − r2

d

)

p · rd · r

]

(3)

where r = sqrt
(
x2

r + y2
r

)
, θ = atan2(yr, xr), sr

is the desired relative speed, rd is the desired
standoff distance from the target, and p is a non-
dimensional parameter to transfigure the vector
field. If p is two, then Eq. 3 is same as the pro-
posed Lyapunov vector field from [12]. Due to
the variable p, new interesting characteristics are
derived, and consequently capturing the target
simultaneously from all sides becomes feasible.
The magnitude of the vector is the same as sr, since
the scalar value on the right hand side normalizes
the vector. Examples of the modified vector field
are shown in Fig. 2. The magnitude of p in the left
figure is smaller than the one in the right, and it
is positive and negative in the left and the right
figures, respectively.

The course change rate or the curvature of
a path is significant, since they are directly cor-
related to the turning rate of the UAs. A field
designer must consider limitations of dynamics;
therefore, analyzing the curvature is necessary. If
the target is stationary, the course is

χ0 = atan2 (ẏ, ẋ) = atan2 (ẏr, ẋr) (4)
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Fig. 2 Examples of the modified Vector Field. The left figure is constructed by positive and smaller magnitude p, and the
right figure is constructed by negative and larger magnitude p

where the subscript 0 implies that the target is
stationary. Then, the derivative of the course with
respect to time is

χ̇0 = sr · p · r3
d

{(
p2 − 2

)
r2 + 2r2

d

}

{
r4 + (

p2 − 2
)

r2
d · r2 + r4

d

}3/2 . (5)

Hence, the curvature of this field when the target
is stationary is expressed as

κ0 (r) = χ̇0

sr
= p · r3

d

{(
p2 − 2

)
r2 + 2r2

d

}

{
r4 + (

p2 − 2
)

r2
d · r2 + r4

d

}3/2 , (6)

and the results are shown in Fig. 3. The maximum
curvature deserves a little consideration, since
the UAs might be operated in the region of or
outside of rd. That is, the curvature only near rd

is worthwhile to consider, since the curvature is
monotonically decreased when r is increased and
larger than rd.

The stability of this field can be shown easily
using a Lyapunov function. Consider a Lyapunov
function as

Vr = 1
2

(
r2 − r2

d

)2
. (7)

Then the derivative of the Lyapunov function Vr

with respect to time is

dVr

dt
= −2sr · r

(
r2 − r2

d

)2

√(
r2 − r2

d

)2 + (p · rd · r)2
. (8)

As you can see above, it is negative semi-definite,
i.e., the field always converges to the loitering
circle except for when r = 0 or rd.

3.1 Control of Arrival Position and Time

When the position of the target after tren is known
or can be estimated, a loitering circle at that time
is also determined, where tren is the remaining
time of arrival. From Eq. 3, the estimated time
of arrival from rc to r f , teta, can be computed
numerically. rc and r f are the current distance and
desired final distance from the target, respectively,
and sc is the current ground speed of the UA.

teta =
∫ r f

rc

⎡

⎣− 1
sc

√

1 +
(

p · rd · r

r2 − r2
d

)2
⎤

⎦ d r (9)

where rc and r f are assumed as rc > r f > rd >

0. Solving the definite integration analytically is
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Fig. 3 A curvature of the
vector field with regard to
p when rd is 200 m

too complicated or impossible. However, this is
not a problem when this algorithm is loaded even
in low-cost UAs, since the result can be calcu-
lated easily and fast using a numerical integration
method. Now, length of the remaining flight path,
lren, can be estimated using teta and sc. When sc is
constant, then

lren = sc · teta. (10)

And if tren is given, then the desired constant speed
to arrive at the desired time can be derived as

sr = lren

tren
(11)

Similarly, we can estimate and control the arrival
position. The relationship between r and θ can
be derived from Eq. 3 using the chain rule. In
other words, we already know the derivative of
the radial position and the angular position with
respect to time; hence the angular position with
respect to the radial position can be derived after
a few integrations.

dθ

dr
= dθ

dt
d

dt
dr

= − p · rd

r2 − r2
d

(12)

Therefore,

∫ θ f

θc

dθ =
∫ r f

rc

− p · rd

r2 − r2
d

dr

θ f − θc = −1
2

p · {
g

(
r f , rd

) − g (rc, rd)
}

(13)

where θc and θ f are the current and desired final
angular position, and

g (r1, r2) = ln (r1 − r2) − ln (r1 + r2) . (14)

Now, we can determine p if the desired position is
given and the vehicle follows the speed and course
command perfectly.

p = −2
(
θ f − θc

)

g
(
r f , rd

) − g (rc, rd)
(15)

Notice that the difference between two the an-
gular positions in Eq. 15 is not wrapped. If it is
larger than 2π , then the vehicle will arrive at the
point after turning around the target. The guid-
ance parameter p is computed at every time step;
therefore, tracking error will be compensated for.

Using Eqs. 11 and 15, UAs arrive at the desired
position and time, i.e., they have the capability to
capture a target simultaneously from all sides after
tren. However, an UA has a constraint on air speed
in case of a fixed-wing aircraft as

va = {va ∈ �|0 < vstall < vmin < va < vmax} (16)

where vstall is the stall speed, and vmin and vmax

are the minimum and maximum available speed,
respectively. Hence, they must reach a consensus
on tren and each final position. The optimal and a
stable method will not be handled in this paper;
however, we propose a simple method. If some
UA cannot arrive at the desired position after tren,
the time of arrival is increased until all the UAs
can arrive. On the other hand, if the desired posi-
tion is very close to the UAs, then the computed
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required speed can be slower than vmin in some
scenarios. To compensate for this situation, the
UA changes its direction of flight to the opposite
direction and flies in order to increase the length
of the flight path until the required speed be-
comes larger than vmin. However, though effective
enough, this method is not globally stable.

3.2 Control of Relative Spacing

It is important to control the relative spacing
among multiple UAs. When the target is mov-
ing and we don’t know where it will go, regular
spacing is the best solution, since this formation
might reduce the probability of losing the line-of-
sight. It is also well known that if measurements
from bearing sensors become perpendicular, the
performance of the localization filter is maximized
when two UAs are involved in a target localization
mission [20]. Therefore this subsection will intro-
duce how to control the relative spacing.

Ideas introduced in the previous subsection are
for guidance from a far position to a close position.
After arrival at the desired position, a different
strategy is required to maintain the regular rel-
ative spacing. Frew et al. proposed a speed con-
troller, and Yoon et al. proposed a heading change
rate controller for the same purpose [12, 18]. In
this subsection, we introduce a new idea based on
the transfiguration of the vector field with variable
rd. The fundamental concept is very simple. If the
vehicle must decrease the speed of the angular
velocity, then increase rd and decrease speed. On
the other hand, if the vehicle must increase the
speed of the angular velocity, then decrease rd and
increase speed. For this, variables of the vector
field are defined to control the relative spacing �θ

where �θ is < θn − θn−1 >.

rdn = r0 + Kr 〈θn − θn−1 − θdn〉
srn = s0 − Ks

(
rdn

/
r1

)2 〈θn − θn−1 − θd〉 rdn (17)

where r0 is the reference standoff distance from
the target, θdn is the desired relative spacing, Kr

and Ks are the positive proportional gains, and
s0 is the reference speed. r0, and s0 are constant.
The subscript n denotes the identification number
of each vehicle. The speed controller was pro-
posed by Frew et al. [12], and we supplement

the standoff distance controller to improve per-
formance. When these controllers are used simul-
taneously, the relative spacing error <�θ − θdn >

converges to zero faster. By supplementing the
standoff distance controller, we can make the
variations of the speed command smaller. Before
proving stability, we assume that the time con-
stants of the system, τs and τχ , are not large, and
the courses are almost aligned with tangents of the

loitering circle. Hence, rn and the
·
θn are approxi-

mately equal to rdn and srn/rdn, respectively. A new
Lyapunov function is defined as

Vrθ = 1
2

(rn − rdr)
2 + 1

2
(θn − θn−1 − θd)

2 . (18)

And the time derivative of this function is

dVrθ

dt
= (rn − rdr) ṙn + (θn − θn−1 − θd)

(
θ̇n − θ̇n−1

)

(19)

where ṙn = Kr
〈
θ̇n − θ̇n−1

〉
, θ̇n = srn

/
rdn, and θ̇n−1 =

srn−1
/

rdn−1 by the assumptions. Therefore,

dVrθ

dt
= (1 + Kr) ( f1 + f2) (20)

where

f1 = − Ks {rr + Kr · θs}2 θ2
s

r2
n

− Ks {rr + Kr · θs}2 θ2
s

r2
n−1

f2 = θs · s0

rr + Kr · θs
− θs · s0

rr − Kr · θs

θs = θn − θn−1 − θd. (21)

(1 + Kr) is always positive, and f1 is less than or
equal to zero. If θs > 0, then the left term of the
right hand side of f2 is less than the right term,
and f2 becomes negative. On the other hand, if
θs < 0, the right term of the right hand side of
f2 becomes positive, however the magnitude is
less than the left term; therefore, f2 also becomes
negative. When θs is zero, then Eq. 20 becomes
zero, i.e., it is negative semi-definite.

3.3 Guidance Commands for Target Tracking

As mentioned before, the guidance com-
mands are the ground speed and course command.
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Fig. 4 Simulation #1. Trajectories to capture a target si-
multaneously when a target is stationary. rd = 300 m, r f =
400 m, and t f = 110 s

Equation 3 is converted to Cartesian coordi-
nates as
[

ẋr

ẏr

]
= −sr√

r4 + (
p2 − 2

)
r2

d · r2 + r4
d

×
⎡

⎢
⎣

r2 − r2
d

r
xr + p · rd · yr

r2 − r2
d

r
yr − p · rd · xr

⎤

⎥
⎦ (22)

and it is used to generate the speed and course
command.

We separated the guidance mode into two
modes. The one is the capturing mode, and the
other one is the loitering mode. Equations 11 and
15 are used for the capturing mode, and Eq. 17
is used for the loitering mode. In the capturing
mode, estimated position of target after tren is
fixed; therefore the commands are defined as

sd = sr

χd = atan 2 (ẏr, ẋr) (23)

In this mode, the relative position is computed
with regard to the position of the target after tren.

Similarly, in the loitering mode, the commands
are defined as

sd = sr

χd = atan 2 (ẏr + ẏt, ẋr + ẏt) (24)

The course command considers the motion of
target to maintain regular standoff distance from
a target. However, the motion is not considered
at the speed command to eliminate the oscillated
speed command. Therefore, the relative angular
position changes irregularly, and this symptom
is overcome by the relative spacing control. All

Fig. 5 Simulation #1.
Guidance parameter p,
and speed command sd
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Fig. 6 Simulation #1.
Radial and angular
position error

these commands can be extended to n UAs, and
the results will be presented in the next section.

4 Simulations

The basis of the modified vector field for standoff
target tracking was proposed in Section 3. In this

Fig. 7 Simulation #2. Trajectories to capture a target si-
multaneously when a target is stationary. rd = 300 m, r f =
400 m, and initial t f = 50 s

section, performance and characteristics will be
analyzed through various simulation case studies.
Notice that guidance commands in the following
simulations are the ground speed and course. A
kinematic model of all simulations is depicted in
Eq. 2 where vmin is 15 m/s, vmax is 30 m/s, the
maximum acceleration and deceleration are 2 m/s2

and −1 m/s2, respectively, and the maximum turn-
ing rate is 0.2 rad/s. Time constants τ s and τχ

are −2. We assume that there is no strong wind,
and therefore, the commands from control layer
can be tracked well; consequently, the dynamics is
very similar to the kinematics of Eq. 2.

4.1 Capturing Simultaneously from All Sides

When UAs are far from a target, surveillance or
localization results are not good; therefore, in the
capturing mode, the guidance layer just considers
where they are after tren. The arrival position and
time are controlled using Eqs. 11 and 15. The first
simulation is done for the stationary target. rd is
300 m and r f is 400 m, θd1, θd2, θd3, θd4, θd5, and θd6

are 0 deg, 60 deg, 120 deg, 180 deg, 240 deg, and
300 deg, respectively, and tren is 110 s. Trajectories
and commands are shown in Figs. 4 and 5, respec-
tively. As you can see in Fig. 6, the UAs arrive at
the desired position simultaneously from all sides;



J Intell Robot Syst (2013) 69:347–360 355

Fig. 8 Simulation #2.
Guidance parameter p,
and sd

however, sd and p are updated to reduce guidance
error. Decreasing p increases the attraction force
to a loitering circle, and increasing sd implies that
the ideal planned positions are located in front of
the UAs.

Trajectories, commands, and errors of the sec-
ond simulation are shown in Fig. 7, 8 and 9. In

the second simulation, the initial desired time of
arrival, tren, is 50 s, and UA #1, #2, and #3 are too
far from the target; therefore they cannot arrive
until the initial tren. Hence, the time of arrival is
increased and becomes 110 s consensually. On the
other hand, UA #4, #5, and #6 are too close due
to increased tren. Hence, they fly in the opposite

Fig. 9 Simulation #2.
Radial and angular
position error
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Fig. 10 Simulation #3.
Speed commands and
standoff distance
commands of the third
simulation when the
loitering mode is engaged
after capturing

direction in order to increase the length of the
flight path. In this case, guidance commands force
them to stop approaching the target via the maxi-
mum magnitude of p and the minimum sd, and this
receding maneuver continues until the computed
sr is in the region of Eq. 16. This is a useful and
intuitive strategy even though its stability cannot
be guaranteed.

4.2 Keeping Surveillance with Regular Spacing

After capturing the target simultaneously, the de-
sired spacing among the UAs must be maintained
regularly. When they capture the target, the speed
of each UA is different and the courses are not
aligned with their tangents of the loitering cir-

Table 1 Initial states of each UA for the fourth and fifth
simulations

#1 #2 #3 #4 #5 #6

r (m) 450 350 400 380 340 415
θ (deg) 0 70 100 180 240 290
s (m/s) 16 22 29 17.5 17 16.5
χ (deg) 107 165 −135 −69 −15 41

cle; therefore, just applying the vector field of
Eq. 3 cannot maintain regular spacing, and conse-
quently, the controller of Eq. 17 is required. The
initial states of the third simulation are the same as
the final states of the second simulation of Fig. 7,
and the results are shown in Fig. 10. In the simula-
tion, guidance parameter p is 1, s0 is 20 m/s, Kr is
20, and Ks is 0.005. As you can see, the controller
generates different speed and standoff distance
commands to maintain regular spacing. The rate
of convergence does not seem fast, since errors are
not large. Large proportional gains make fast con-
vergence and small steady state errors; however,
it can bring unstable results due to time-delay of
systems. As mentioned before, the initial states
are not ideal; therefore, �θ are increased at the
start even though they are the same as the desired
values.

In the fourth simulation, circumstances of
rough initial states are assumed as you can see in
Table 1, and the other conditions, such as con-
trol gains, are equal. Figure 11 shows the guid-
ance commands and results of angular spacing.
The angular spacing is converged to the desired
value even though rough initial conditions are
given. Figure 12 shows the results of a comparison
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Fig. 11 Simulation #4.
Speed commands and
standoff distance
commands with rough
initial states

between Frew et al.’s controller and the proposed
controller of Eq. 17. Angular spacing is converged
to the desired value faster when the proposed con-

troller is used. In case of UA #3, the commanded
standoff distance is less than rd; therefore, the
angular velocity is increased faster than with the

Fig. 12 Simulation #4.
States of UA #1 and #3.
Red dotted lines are states
with Frew et al.’s
controller, and blue lines
are states with the
proposed controller
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Fig. 13 Simulation #5.
States of UA #1 and #3.
Red dotted lines are states
with Frew et al.’s
controller, and blue lines
are states with the
proposed controller

previous controller. Detailed states of the other
UAs are omitted for lack of space.

When a target is moved, the desired ground
speed and course command can be obtained by
adding the velocity of the target to the velocity
command of the UAs. However, if the target
moves fast, then the ground speed command can
exceed Eq. 16, and an oscillated speed command
with much variation might be not efficient when
UAs are operating, since it can bring a little un-

desired torque change to an aircraft body, and the
time constant of the electric motor is not small.
Therefore, from the point of view of operations,
a ground speed command with less variation is
fascinating. Consequently, the speed command is
not compensated for as you can see in Eqs. 23
and 24.

The fifth simulation is done with the mov-
ing target which moves at a speed of 5 m/s.
All other initial states and control gains are the

Fig. 14 Simulation #5. Tracking trajectories of UAs when target moves at a speed of 5 m/s
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Fig. 15 Simulation #5. Relative trajectories of UAs from a moving target

same as in the fourth simulation. The states are
shown in Fig. 13. The proposed controller shows a
faster convergence. The trajectories are shown in
Figs. 14 and 15.

5 Conclusion and Future Works

The topic of this paper is target tracking strategies
for a team of UAs. The vector field is applied
to solve this problem with the basic approach as
Frew et al. has already described it [12]. We have
extended our investigation to improve tracking
performance. Our first achievement is the strat-
egy to capture a target simultaneously from all
sides by the modified vector field. The vector
field is modified so that UAs are guided to sat-
isfy constraints of arrival positions by a suitable
guidance parameter p which is determined very
simply based on current and terminal goal posi-
tions. This value is updated every time step to
eliminate error. After deriving p, a path and its
length are estimated using a numerical integration
method, so the time of arrival can be satisfied by a
suitable speed command. Simulation results show
that UAs can capture a target when they track
guidance commands properly.

The second achievement is improving the per-
formance of maintaining the regular spacing
among the UAs. Frew et al. proposed a speed
controller to maintain the desired spacing and
guaranteed the minimum standoff distance from
the target [12]. We assume that a slightly smaller

distance is allowed; therefore, the standoff dis-
tance controller is supplemented to increase or
decrease the angular velocity. Simulation results
show that the proposed hybrid controller reduces
error faster than Frew et al.’s controller.

None of the simulation results, including those
in Frew et al.’s paper, consider a fast moving
target. If a target moves fast, then loitering around
the target might be impossible or inefficient. In
this case, following with a sinusoidal path is a
better approach, and vector field guidance for this
case is our future work. Another future work is
designing the control layer to track the commands
from the guidance layer, even though there are
disturbances such as wind.
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