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Abstract The combination of photogrammetric aerial and terrestrial recording
methods can provide new opportunities for photogrammetric applications. A UAV
(Unmanned Aerial Vehicle), in our case a helicopter system, can cover both the
aerial and quasi-terrestrial image acquisition methods. A UAV can be equipped
with an on-board high resolution camera and a priori knowledge of the operating
area where to perform photogrammetric tasks. In this general scenario our paper
proposes vision-based techniques for localizing a UAV. Only natural landmarks
provided by a feature tracking algorithm will be considered, without the help of visual
beacons or landmarks with known positions. The novel idea is to perform global
localization, position tracking and localization failure recovery (kidnapping) based
only on visual matching between current view and available georeferenced satellite
images. The matching is based on SIFT features and the system estimates the position
of the UAV and its altitude on the base of the reference image. The vision system
replaces the GPS signal combining position information from visual odometry and
georeferenced imagery. Georeferenced satellite or aerial images must be available
on-board beforehand or downloaded during the flight. The growing availability
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of high resolution satellite images (e.g., provided by Google Earth or other local
information sources) makes this topic very interesting and timely. Experiments
with both synthetic (i.e., taken from satellites or datasets and pre elaborated) and
real world images have been performed to test the accuracy and the robustness of
our method. Results show sufficient performance if compared with common GPS
systems and give a good performance also in the altitude estimation, even if in this
last case there are only preliminary results.

Keywords Visual global positioning system - Unmanned aerial vehicles -
Photogrammetric applications - Natural landmark visual matching

1 Introduction

Over the last few years civilian remote sensing applications have greatly increased
owing to progress in satellite and/or aerial image acquisition quality (resolution)
and accuracy. They range from photogrammetric recording of archeological sites
[10], rapid emergency response operations [14] and environmental monitoring to
inspection of rooftops for breakings and 3D vector map production [15].

Image acquisition by satellites and manned aircrafts shows several limitations,
like high launch/flight costs, slow and weather-dependent data collection, restricted
maneuverability and limited availability, and so UAV image acquisition technologies
have been developed in recent years. In particular, more and more applications
of UAV systems have become common for photogrammetric applications, where
acquired images need to be georeferenced to be combined with existing data in Geo-
graphical Information Systems (GIS). This development can be mainly explained by:
1) a cheap and easy engineering organization of aerial photogrammetric surveys; 2)
the opportunity of performing very low altitude aerial photography at cloudy days;
3) getting many images of objects (e.g., city buildings) from different directions by
complicated flights; 4) the spreading of low cost combined GPS/INS systems, which
are necessary to navigate the UAV with high precision to the predicted acquisition
points.

The main reason that prevents a still larger use of UAV systems is the safety issue.
State of the art UAV systems are still not able to guarantee an acceptable level
of safety to convince aviation authorities to authorize the use of such a system in
populated areas (except in rare cases such as war zones). There are several problems
that have to be solved before unmanned aircrafts can be introduced in the civilian
airspace. One of them is the GPS integrity problem [7].

Autonomous UAVs usually rely on a GPS position signal that, combined with
Inertial Measurement Unit (IMU) data, provides high-rate and drift-free state
estimation, suitable for control purposes. Small UAVs are usually equipped with
low performance IMUs due to their limited payload capabilities. In such platforms,
the loss of the GPS signal, even for a few seconds, can be catastrophic due to the
high drift rate of the IMU installed on-board. Besides, the GPS signal can become
unreliable when operating close to obstacles, due to multi-path reflections, and is
quite vulnerable to jamming (especially for a GPS operating on civilian frequencies).
In addition, GPS remote sensing measurement accuracy [13] could result a problem,
being affected by a number of factors, including satellite positions, noise in the radio
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signal, atmospheric conditions and natural barriers to the signal. Noise caused by
interference from something near the receiver can create an error between 1 to 10 m.
Objects such mountains or buildings between the satellite and the receiver can also
produce accuracy errors, sometimes up to 30 m.

Because, for all these reasons, UAVs that rely blindly on a GPS signal are quite
vulnerable, this paper proposes a navigation system that can cope with short and
long term GPS outages. In particular, a novel Visual Global Positioning System
(VGPS) for Unmanned Aerial Vehicles, which is useful when the GPS signal is lost
or in the case of malfunctioning of on-board navigation instrumentation, is proposed.
It uses only a vision system based on a passive monocular video camera. The
vision system replaces the GPS signal combining position information from visual
odometry and georeferenced imagery. We are particularly interested in low altitude
UAYV photogrammetric applications, like the evaluation of the impact of calamities
(e.g., damage assessment after an inundation or an earthquake), map update and
environment monitoring. Georeferenced satellite or aerial images must be available
on-board of the UAV beforehand or downloaded during the flight. The growing
availability of high resolution satellite images (e.g., provided by Google Earth or
other local information sources) makes this topic very interesting and timely.

Our method assumes that the imaged scene is taken by a downward pointing
camera while the UAV is flying in a quasi-hover condition. Under this hypothesis
it is reasonable to compare the taken image with a part from the known database
(e.g., satellite or high altitude images). Moreover the UAYV is required to fly at
relative high altitude compared to the objects on the ground. This assumption is
not restrictive because small UAV inspection and photogrammetric applications are
supposed to be performed at a high enough altitude.

The estimated position does not present drifts along the sequence of images. The
visual system is based on point feature matching and a novel and robust filtering
method based on Feature Group Matching (FGM) [2]. Mosaicing helps to reduce
the registration errors and, hence, to increase speed performances of the position
estimation.

The paper is organized as follows. Section 2 presents related works on UAV
position estimation based on vision. Section 3 presents the method implemented
to dynamically localize the UAV while improving the accuracy and robustness of
the estimation. Section 4 presents the experimental data and the results obtained.
Finally, the conclusions and future trends mentioned in Section 5 complete the paper.

2 Related Works

Research on vision applied to UAV position estimation starts in the nineties;
in [1] it is described a vision-based odometer that allowed deriving the relative
helicopter position and velocity in real time by means of stereo vision. The paper
also demonstrated autonomous tracking capabilities of moving objects by using only
on-board processing power.

Also vision-based autonomous landing of UAV systems has been actively re-
searched [18]. In [9] Dickmanns and Schell presented some results of the possible
use of vision for landing an airplane. Systems based on artificial landmarks and
structured light are presented in [25, 26]. The BEAR project is a good example
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of vision systems for autonomous landing of UAVs that use vision-based pose
estimation relative to a planar landing target and vision-based landing of an aerial
vehicle on a moving deck [21, 23]. A method based on multiple view geometry is used
to compute the real motion of one UAV with respect to a planar landing target. An
artificial target allows to establish quick matches and to solve the scale problem. In
[12] a strategy and an algorithm relying on image processing to search the ground for
a safe landing spot is presented. Vision-based techniques for landing on an artificial
helipad of known shape are also presented in [19, 20], where the case of landing on a
slow moving helipad is considered. In [22] the landing strategies of bees are used to
devise a vision system based on optical flow for UAVs.

Corke et. al [8] have analyzed the use of stereo vision for height estimation in small
size helicopters. In [3] a visual odometer for aerial vehicles using monocular image
sequences is presented, but no error estimation is provided by the algorithm, and
the approach is limited to planar scenes. In [4] it is shown how a mosaic can be used
in aerial vehicles to partially correct the drift associated to odometric approaches.
In [24] the authors presented an Extended Kalman Filter approach that combines
GPS measurements with image features obtained from a known artificial target for
position estimation.

Recently, in [6] the authors proposed a visual system based on feature extraction
working on safe landing and on general control strategy for UAVs [5, 17]. The
general idea was the use of a multi-purpose feature based approach to cope with
navigation, landing and cooperative UAV tasks.

This paper extends our previous works by proposing novel applications in pho-
togrammetric scenarios: a visual GPS based on previously known geo-referenced
images, which are usually available in this field.

3 Overview of the Method

The proposed method is based on image matching between a previously known
database of georeferenced images and the current UAV view. The matching is
performed using the SIFT point feature extractor [16] and a couple of filtering
techniques: the first is based on the classic RANSAC [11] approach, the second is
the novel FGM [2] method developed by our group.

The x and y positions of the UAV are computed on the basis of image matching
results with respect to the georeferenced images. An estimation of the altitude, based
on simple triangulation, given the altitude of the georeferenced images and camera
parameters, is also provided.

Here following details about the used methods for image matching and filtering
of outliers are given.

3.1 SIFT Detector

SIFT [16] consists of four major stages: scale-space extrema detection, keypoint local-
ization, orientation assignment and keypoint descriptor. In the first stage, to improve
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the computation speed, on the contrary of the Gaussian kernel the Difference-of-
Gaussian kernel is used to identify scale and orientation invariant potential interest
points. In the keypoint localization step, the low contrast points are rejected and edge
responses eliminated; the Hessian matrix is used to compute the principal curvatures
and to eliminate the keypoints that have a ratio between the principal curvatures
greater than ratio. An orientation histogram is formed from the gradient orientations
of sample points within a region around the keypoint to get orientation assignment.
According to experiments we performed, best results are achieved with a 4¥4 array
of histograms with 8 orientation bins. So the resulting dimension of the adopted SIFT
descriptor is 4¥4*8 = 128.

32 RANSAC

A first common evaluation and filtering method is RANSAC [11], which is used to
reject inconsistent matches between features. The goal is to obtain the inliers and
reject outliers at the same time. The probability that the algorithm never selects a set
of m points that all are inliers is (1 — p):

l—p:(l—wm)k

where m is the least number of points needed for estimating a model, k is the
number of samples required, w is the probability that the RANSAC algorithm selects
inliers from the input data set. The RANSAC repeatedly estimates a set of models
drawn randomly from the input set. At every step RANSAC tries to optimize the
correspondence to find a dominant model that is then used to filter out incorrect
matchings.

3.3 Feature Group Matching

In this approach we propose the use of feature spatial relations to solve the outlier
filtering problem. In practice, we create a feature group for each feature in the
matched images I; and I, and represent it with a vector, the group descriptor. Then
we perform easy and fast comparisons between group descriptors, one from I1 and
the other from I, to determine stable features. This approach lightly increases the
computational time, but leads to a better overall image matching by filtering out most
incorrect matchings. In this way FMG [2] is used as an advanced filter to validate each
feature matching.

Referring to Fig. 1, a group is a set of n features, with n > 1. The location of
two of these features is essential for the definition of the group. The location C of the
feature on which the group is built is considered the centre of the group. The location
P of the nearest feature to C permits to split the space around C to describe feature
spatial relations. If d is the distance between C and P, M concentric circumferences
and L radial half-lines are defined. Each circumference is described by the same
centre C and radius given by r; = d / i, where i is the index of the circumference. A
descriptor for the group, which tries to represent different spatial displacements of
point features around the group centre, is defined in [2].
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Fig. 1 Feature group
description

4 Tests and Results

This section shows the tests performed and the results related to localization obtained
with the techniques described above. Tests were performed offline using real data
consisting of two series of images that cover the same area (more than 200 km? in
width).

The first set of data, used as reference, consists of georeferenced satellite images
with a spatial resolution of 4 m per pixel. The second set of data consists of
orthorectified aerial images with a spatial resolution of 1 m per pixel. These high-
resolution images have been appropriately cropped and rotated to simulate the visual
information available for the aircraft during the flight.

The two sets of images were recorded in different years and different seasons and
therefore differ considerably with regard to colours and shapes of the geographical
features (e.g., boundaries of cultivated lands, types of cultivations, new buildings).
Figure 2 shows some of the typical differences outlined above.

The whole flight strip, representing the a priori knowledge of the environment, has
been divided into smaller images (Fig. 3) to keep limited the computational load for
the on-board system. Tests have been performed using sub-images of 256 x 256 or
512 x 512 pixels. For aerial images the size of 512 x 512 pixels has been usually cho-
sen. Larger images (1,024 x 1,024 pixels) have been resized before being processed
by the feature extractor.

Several tests have shown the effectiveness of the approach; the presence of
invariant features in the image, like buildings, particularly increases the number
of features matched (Fig. 4). When the characteristics of the ground are not so
favourable, the problem due to the greater presence in percentage of erroneous
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Fig. 2 Comparison of an aerial image and a satellite image of the same area. Significant differences
in colours and boundaries of pieces of ground can be easily noted

matchings is overcome by a filtering. In this case the algorithm based on group-
matching guarantees a better performance in terms of time and effectiveness (Fig. 5).

The following tests address the “kidnapping” problem: the system is required to
locate the high definition aerial image by comparing it with a group of sub-images

Fig. 3 The whole satellite image divided into a matrix of sub-images. The orange square identifies
the area considered for the tests
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Fig. 4 The matching between the satellite image (on the left) and the aerial one

relating to an area in the neighbourhood of the flight area. Figure 6 shows the result
of a test performed using SIFT features and RANSAC filtering. The known map is
constituted by a matrix of 10 x 20 sub-images of 512 x 512 pixels. The comparison
was performed among an aerial image (256 x 256 pixels) and 25 images of the
map. The pink square indicates the sub-image that presents the higher number of
matchings that were considered correct by the system.

Fig. 5 The matching results after FGM filtering
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Fig. 6 The solution of a kidnapping problem: the pink square represents the map image that matches
with the aerial one

Fig. 7 The simulated path
composed by the aerial
images (a) and reported
on the satellite geo-
referenced image (b)
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Further tests simulate the visual-GPS operating during a flight. Several images
were collected, composing a possible path followed by the aircraft (Fig. 7). Each of
them was processed by the system and located respect to the known map. Exploiting
the geo-references associated to the pixels of the satellite images a 2D absolute
localization of the aircraft was easily computed.

Fig. 8 Some results of the test on absolute localization
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Some examples of the matchings computed by the system during the test described
above are shown in Fig. 8. Each of the 9 aerial images was compared with 25 images
of the map. The system was unable to locate only one image and no false matching
was indicated.

Once a correspondence between two images is found, the calculation of the height
of flight is based on simple geometric considerations. The distances among the
matching points in the first and second image are in the same ratio as the images.
This parameter is easily computable. The height of flight and the focal length of the
camera related to the reference image are known as well as the focal length of the
camera that took the second image. Hence the height of flight of the aircraft can be
calculated considering the proportional ratio between the two images.

Although the conclusions resulting from the tests carried out can not yet be
considered general, the results obtained by processing the available data show how
the proposed system can achieve a quality comparable with that of common low-cost
GPS systems in terms of accuracy. The lower frequency achievable in the calculation
of the position is compensated by a lower variance of the data.

However the greatest benefit is the smart use of the vision sensor in order to
support and overcome the classical limits of the GPS sensor.

The need to keep stored a large set of data and calculation time do not seem to
be real limits, considering the rapid development of computing and memory systems
nowadays.

5 Conclusions

The vision-based only approach we have implemented to achieve a high accuracy
estimate of the position of an autonomous system has been described in this
work. During the flight the camera captures images at different positions along the
trajectory. A frame-to-frame registration approach is implemented exploiting natural
feature points to track images with respect to previous known georeferenced images.
An accurate experimental stage on data sets and real world images has permitted to
discover, analyze and possibly face different sources of errors that could yield to a
position estimation drift.

The high accuracy achieved constitutes a conceptual prove for a vision-based stand
alone control system when a high accuracy is required despite using low cost devices.

This method can be also extended to estimate the relative position among several
UAVs. Thus, if two UAVs are registering approximately the same scene and it is
possible to match a set of features between their images, the relative displacement
between the UAVs can be obtained by computing the plane-induced homography
matrix that relates their cameras.
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