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Abstract This article addresses the visual servoing of a rigid robotic manipulator
equipped with a binocular vision system in eye-to-hand configuration. The control
goal is to move the robot end-effector to a visually determined target position
precisely without knowing the precise camera model. Many vision-based robotic
positioning systems have been successfully implemented and validated by supporting
experimental results. Nevertheless, this research aims at providing stability analysis
for a class of robotic set-point control systems employing image-based feedback
laws. Specifically, by exploring epipolar geometry of the binocular vision system,
a binocular visual constraint is found to assist in establishing stability property of
the feedback system. Any three-degree-of-freedom positioning task, if satisfying
appropriate conditions with the image-based encoding approach, can be encoded in
such a way that the encoded error, when driven to zero, implies that the original
task has been accomplished with precision. The corresponding image-based control
law is proposed to drive the encoded error to zero. The overall closed-loop system is
exponentially stable provided that the binocular model imprecision is small.

Key words binocular vision · binocular visual constraint · epipolar geometry ·
exponential stability · regulation · robot control · task encoding · visual servoing

1 Introduction

It has long been a goal of researchers in robotics to develop systems capable of
operating in environments that are dynamically changing and imprecisely calibrated.
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Sensor-based robot control has been recognized as a way to overcome many difficul-
ties when the process model is uncertain and the environments are unknown. Thus,
robots would require sensing capability to adapt themselves to the environments for
a long period of time without intervention of human beings.

Theoretical and practical issues in the design, analysis, and implementation of a
system which interacts with the environment using visual data observed by video
cameras is becoming a major research area in robotics. A robotic control system
which possesses visual feedback is referred to as a vision-based control system.
In the early 1970s, Shirai and Inoue [1] described how visual servoing [2], the
use of vision in the feedback loop, can increase task accuracy. Following their
work, considerable research effort (cf. a tutorial on visual servoing [3]) has been
devoted to the development of vision-based control systems. However, a number of
factors have caused the delay of the development of such systems. Vision systems
are often slow compared with robot dynamics. The analytical complexity of robot
control together with the integration of vision data make the vision-based control
problem challenging. Recently, video cameras are being increasingly used as robotic
sensors in feedback control systems since modern computer power enables the
processing rate of visual data to be high enough such that control of robots employing
visual feedback is practically realizable. Consequently, many vision-based robotic
positioning systems have been successfully implemented and validated by supporting
experimental results [4–9].

A fundamentally important characteristic of vision-based control systems is
that both the process state (e.g., the position of the robot in its workspace) and
the reference set-point (e.g., landmark determined target position) are typically
observed through the same sensors (i.e., cameras). Because of this unusual ar-
chitectural feature, it is sometimes possible to achieve precise positioning in the
absence of measurement noise, despite sensor/actuator and process model impreci-
sion [4, 10–12], just as it is in the case of a conventional set-point control system with a
loop-integrator and fixed exogenous reference. But in contrast to a set-point control
system where what to choose for an error is usually clear, in vision-based systems
there are many choices for errors, each with different attributes. Control tasks are
thus re-defined by encoding such an error using what can really be measured. This is
referred to as task encoding. Some of these these issues are touched upon in work
by Hager [13] and in the monograph by Samson et al. [14]. The concept of task
encoding is discussed briefly in the Doctoral Thesis of Rizzi [15] which contains
further references. Issues concerning task encoding in vision-based control systems
have been discussed in a unified framework in [16–18]. An encoded error for a given
task can be described as an equation of the form e(y) where y denotes a list of
observed feature coordinates in such a way that the original task is accomplished
with precision if e(y) = 0. The given task is decidable [19] if there is an encoded error
which can be used to verify that the original task has been accomplished. Compared
with the other two encoding approaches, Cartesian-based and modified Cartesian-
based [16–18], the image-based approach encodes control tasks using only available
visual data without requiring knowledge of the camera model. This advantage is
to some extent offset by the image-based control design problem which to some
extent is more difficult than the corresponding problems using the Cartesian-based
approaches. The discussion of image-based approaches can be found in [4, 11, 20–25].
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The aim of this paper is to present theoretical issues in the design and analysis of a
robot set-point control system employing image-based control law for three-degree-
of-freedom motion. Specifically, the control task is to precisely drive the robot end-
effector to a visually determined target position by using an approximately calibrated
binocular vision system in eye-to-hand configuration. The visual tracking system
for the robot and the target features is assumed to be fast and reliable such that
correct visual data can be measured. Image-based encoding is chosen for encoding
an error in the eye-to-hand set-point control system. Moreover, the encoded error, if
driven to zero, implies that the original 3-DOF positioning task is accomplished with
precision as well. It is shown that the proposed image-based control law guarantees
exponential convergence of the feedback system provided that camera modelling
error is small.

The paper is organized as follows. The preliminary definitions and problem
formulation are described in Section 2. Section 3 then introduces the proposed
image-based control law. The stability analysis of the feedback system is introduced
in Section 4. Section 5 reports the conclusion where the results and the perspectives
of the research are addressed.

2 Preliminaries

2.1 Notation

Let � denote measured angle, overhead −→ denote ray (half-line), bold uppercase
denote matrix, typewriter alphabet denote ordered list, calligraphic alphabet denote
set, bold lowercase denote vector, and prime denote transpose. Moreover:

– X ,V,Y,F : the robot workspace X ⊂ R
3, the binocular-camera field of view V ⊂

R
3, the image space Y �= R

2 ⊕ R
2, and the composite feature space respectively;

– V̄, Ȳ : the power sets of V and Y respectively;
– G : V → Y : binocular-camera model;
– F,Z: a list of target features F ∈ F and its G-image respectively;
– T, ˜T: a target map T : F → V̄ and the corresponding target map in image space;
– r, r∗: the position of the robot and the target in X , r∗ = T(F);
– y, y∗: the position of the robot and the target in Y , y∗ = ˜T(Z);
– u ∈ R

3: the robot control input;
– cn ∈ R

3, fn: the position of the optical center and focal length of camera n
respectively, n = 1, 2;

– SO3: Special Orthogonal group of order 3;
–

[

in, jn, kn
]′ ∈ SO3: the rotation matrices of camera n, n = 1, 2;

– In: the image plane of camera n, n = 1, 2;
– on: the image centers of In, n = 1, 2;

– yn ∈ R
2: the robot position in In, yn

�= [yni, ynj
]′, n = 1, 2;

– y∗
n ∈ R

2: the target position in In, y∗
n

�=
[

y∗
ni, y∗

nj

]′
, n = 1, 2;

– ȳn: visual error in In, ȳn
�= yn − y∗

n = [ȳni, ȳnj
]′, n = 1, 2;

– wn: the unit visual error vector in In, n = 1, 2.
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2.2 System Description

The problem of interest is to control the position of a rigid robot in a prescribed
workspace X ⊂ R

3 using data observed by two approximately calibrated video
cameras which together comprise a binocular vision system. Specifically, it consists
of driving a robot to a target position in X determined by a list of observed target
features in the binocular-camera field of view V ⊂ R

3. The observed data consists of
the robot position in X as well as various geometrical features of significance which
appear in V . Invariably X ⊂ V and both X and V are compact subsets of R

3. The
system is illustrated in Fig. 1.

The robot is assumed to admit a simple kinematic model of the form

ṙ = u (1)

where r is a state vector whose components are the Cartesian coordinates of the robot
in X , and u is a control vector taking values in R

3. Visually identifiable landmarks are
modelled by subsets of the binocular-camera field of view V (e.g., a line segment, a
circle, etc.) and are referred to as features. The robot position in X as well as various

features of interest in V are seen in an image space Y �= R
2 ⊕ R

2 through a fixed but
imprecisely known readout function or binocular-camera model G : V → Y which
describes a binocular-camera vision system. Thus the robot position in image space
is a measured output y related to r by the formula1

y = G(r). (2)

Correspondingly, a specific feature φ in V is seen in Y as

ζ = G(φ). (3)

Note that because ζ is a subset of Y , it is also an element of the power set2 of Y which
we henceforth denote by Ȳ . Similarly φ is an element of the power set of V , which
we write as V̄ . Equations (1), (2) and (3) thus model the vision-based robotic system
of interest.

Generally speaking one would need G to be at least injective in order for the vision
subsystem to provide the requisite information for positioning. On the other hand,
one would never expect to know precisely what G is. In fact, G can never be precisely
identified. Accordingly, we will assume that G is a fixed but unknown element of a
prescribed set G of injective functions each mapping V into Y . It will be useful to
index G by a parameter p taking values in some appropriate index set P . In other
words

G = {Gp : p ∈ P} (4)

and

G = Gp∗ (5)

where p∗ is some fixed but unknown element of P .

1With A and B sets, C ⊂ A, and f : A → B, we write f (C) for the f -image of C which is defined by
{ f (a) | a ∈ C}.
2Given a set A, the power set of A is the set of all subsets of A.
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Fig. 1 The system: an example
task is to drive the position of
the end-effector of a robot to a
target position which is the
center of a table defined by the
four observed corner features

For each binocular-camera model Gp ∈ G, there is a naturally induced injective
function Ḡp from V̄ to Ȳ defined by the rule x̄ 	−→ Gp(x̄). The Ḡp are injective be-

cause the Gp are. Henceforth, Ḡ
�= Ḡω. In this notation Eq. (3) can also be written as

ζ = Ḡ(φ). (6)

In the following sections, notation (3) is preferred, but where it may lead to confusion
Eq. (6) is used instead.

A typical positioning problem for the type of system we are considering consists
of driving a robot to a ‘target’ in X determined by a list of observed features in V .
In practice, targets are determined not by just one observed feature, but rather by an
ordered set of n simultaneously observed features {φ1, φ2, . . . , φn} where each φi is a
member of some specific class Fi of like or similar objects. For example, F1 might
be a set of line segments, F2 a set of cubes, etc. Henceforth, F1,F2, . . . ,Fn are n
such feature classes and F is a given composite feature space consisting of all lists
{φ1, φ2, . . . , φn} of interest, where each φi ∈ Fi.

The relationship between observed lists of features (e.g., four corner features of a
square table each consisting of a single point) and targets (e.g., the center of a table
defined by its four corners) is typically characterized by a given function T : F → V̄
called a target map. Each list of target features F in F specifies a set-point

r∗ �= T(F) ∈ X (7)
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to which we would like to move the robot. In other words, for a given list of target
features F = {φ1, φ2, . . . , φn} ∈ F , the task to be accomplished is

r = T(F). (8)

The target position in the image space, which may or may not be computable, is an
output y∗ related to the target or desired set-point r∗ by the formula

y∗ = G(r∗). (9)

Nevertheless, the measured list of observed target features Z is related to the list of
target features by the formula

Z = ˜G(F) (10)

where the map ˜G : F → ˜Y �= Ȳ × Ȳ × · · · × Ȳ
︸ ︷︷ ︸

n times

by the rule

{φ1, φ2, . . . , φn} 	−→ {

G(φ1), G(φ2), . . . , G(φn)
}

. (11)

The state equation (1) which describes the robot kinematics is clearly controllable.
However, the state r is not measurable whereas the G-images of various geometrical
features which determine positions of the robot and the target are measurable.
Nevertheless, the vision-based robotic system is observable because G is assumed
to be injective. Thus, one could design a control law u to accomplish a positioning
task. Clearly then, driving r to r∗ is equivalent to driving y to y∗. Were G to be
known precisely (i.e., were the cameras to be precisely calibrated), then one could
accomplish the latter in any one of a number of well known ways. But, since G is
not presumed known with precision, neither r nor the features φi can be determined
without error. Therefore the desired task (8) may not be achieved as it stands.

The objective of this paper is to discuss a class of tasks which can be implemented
without knowing G precisely and which, if achieved, implies that the original task (8)
is achieved as well. Moreover, under the assumption that robot and target features in
image space can be correctly measured by a fast and reliable visual tracking system,
what this paper is concerned with is how one might define control laws to to achieve
precise positioning

r −→ r∗ (12)

when the camera model G is not known precisely. The control problem is thus
to develop a causal algorithm, with inputs y and {G(φ1),G(φ2), . . . , G(φn)}, which
causes the robot to achieve the positioning task exponentially.

In the following section is discussed the image-based approach to encode the task
defined by Eq. (8) into tasks depending only on known information. Corresponding
feedback controller is proposed based on the image-based task encoding approach
with the goal of achieving precise positioning; i.e., satisfying Eq. (12).

3 Binocular Image-based Control with Precision

The starting point for the image-based task encoding is the requirement that the
target map T be “invariant” on G. Invariance is defined as follows.
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A target map T is said to be invariant on G if there exists a function ˜T : ˜Y → Ȳ
such that

Ḡp ◦ T = ˜T ◦ ˜Gp, p ∈ P . (13)

˜T can be seen as a function that maps the binocular-camera image of a list of
observed target features into the binocular-camera image of the corresponding
target. It is straightforward to verify that for each p ∈ P , the equation

Ḡp ◦ T = ˜Tp ◦ ˜Gp (14)

holds with

˜Tp = Ḡp ◦ T ◦ ˜G−1
p . (15)

Thus T is invariant on G if it is possible to find a single function ˜Tp, not depending
on p for which Eq. (14) holds for all Gp ∈ G.

To proceed, assume that the invariance property is satisfied by some computable
function ˜T for a certain set-point control task. To accomplish the task defined by
Eq. (8), the image-based encoding approach seeks to achieve

y = ˜T(Z). (16)

The approach is justified by the following theorem.

Theorem 3.1 Suppose that ˜T is a fixed function for which the invariance property (13)
holds. For each r ∈ X and each F ∈ F , Eq. (16) implies Eq. (8).

Proof Since Z = ˜G(F) and ˜G = ˜Gω, we can write Z = ˜Gω(F). From this and Eq. (14)
it follows that

˜T(Z) = [˜T ◦ ˜Gω

]

(F) = [Ḡω ◦ T
]

(F). (17)

But Ḡω = Ḡ and Ḡ(F) = G(F) so

˜T(Z) = G
(

T(F)
)

. (18)

Using this and the readout equation y=G(r), it is now possible to rewrite Eq. (16) as

G(r) = G
(

T(F)
)

. (19)

But G is injective because G belongs to G by assumption. From the injectivity of G
and Eq. (19) it thus follows that Eq. (8) is true. ��

Achieving the task defined by Eq. (16) clearly causes the task defined by Eq. (8)
to be achieved. Clearly, the image-based approach does not require the selection of a
candidate binocular-camera model Gp in G to serve as an estimate of G. However, in
practice, designing a controller that achieves Eq. (16) may require some estimate of
G. Specifically, the binocular-camera model employed in the analysis is introduced
as follows.

Camera coordinate directions are established as follows: for camera 1, i1 points to

the right and j1 points downward in camera 1’s image plane I1, and k1
�= i1 × j1 points

outward along the camera optical axis. Camera coordinate directions for camera 2
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are established similarly. Using perspective projection camera model [26], G is the
nonlinear function which maps from V to Y and is defined as follows.

G(r)
�=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

f1
i′1r
k′

1r

f1
j′1r
k′

1r

f2
i′2(r+l)
k′

2(r+l)

f2
j′2(r+l)
k′

2(r+l)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, l
�= c1 − c2 (20)

where r is the robot position in X relative to c1.
Differentiating Eq. (2) with respect to time, we have

ẏ = J(r) u (21)

where the Jacobian of the nonlinear map G is defined as

J(r)
�= ∂G(r)

∂r
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

f1
k′

1r

(

i′1 − i′1r
k′

1r k′
1

)

f1
k′

1r

(

j′1 − j′1r
k′

1r k′
1

)

f2
k′

2(r+l)

(

i′2 − i′2(r+l)
k′

2(r+l) k′
2

)

f2
k′

2(r+l)

(

j′2 − j′2(r+l)
k′

2(r+l) k′
2

)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (22)

From the invariance property (13) and the readout equation Z = ˜G(F), one can see
that

y∗ �= ˜T(Z) = [˜T ◦ ˜G] (F) = [G ◦ T
]

(F) = G(r∗). (23)

Based on the image-based encoding approach (16), the encoded error for the
positioning task (8) is defined as

ȳ = y − ˜T(Z) (24)

where ȳ can be computed based only on available information. Thus, one can design
image-based control laws to assure exponential convergence of vision-based control
systems. Were G to be known precisely (i.e., were the cameras to be precisely
calibrated), with Q(·)3×3 a symmetric positive definite matrix2, G−1 a continuously

differentiable left inverse of G, and η(y,Z)
�= vmax

max
{∥

∥

(

[Q◦G−1](y)

)

·
(

[J◦G−1](y)

)′
·ȳ
∥

∥,vmax

} a

saturation function (vmax is the maximum speed of the robot), the feedback law

u = −η(y,Z) ·
(

[

Q ◦ G−1] (y)
)

·
(

[

J ◦ G−1] (y)
)′ · ȳ (25)

would suffice. In fact, the control law (25) can drive ȳ to zero exponentially.

2For example,
[

Q ◦ G−1] (y) can be chosen as the commonly used pseudo-inverse
(

(

[

J ◦ G−1] (y)
)′(
[

J ◦ G−1] (y)
)

)−1

.
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Even if G were modelled only approximately by some perspective projection
function Gq : V → Y , with G−1

q a continuously differentiable left inverse of Gq,

Jq(r)
�= ∂Gq(r)

∂r , and η̂(y,Z)
�= vmax

max
{∥

∥

(

[

Q◦G−1
q
]

(y)

)

·
(

[

Jq◦G−1
q
]

(y)

)′
·ȳ
∥

∥,vmax

} , the feedback law

u = −η̂(y,Z) ·
( [

Q ◦ G−1
q

]

(y)
)

·
( [

Jq ◦ G−1
q

]

(y)
)′ · ȳ (26)

would still achieve precise positioning exponentially provided that Gq were a good
enough approximate model of G.

4 Stability Analysis

4.1 Camera Exactly Calibrated

The feedback law (25), in which the camera model is assumed known exactly, is
employed to the system described by Eqs. (1), (2), and (10). Exponential convergence
and precise positioning can be guaranteed. Although one would never expect to
know precisely what G is, the results presented in this subsection can be further used
in the stability analysis for the case when cameras are only imprecisely calibrated.

The algebraic equality stated in Theorem 4.1, whose proof is given in the
Appendix, enables us to explore the binocular visual constraint addressed in
Lemma 4.1.

Theorem 4.1 Let the positions of the robot and the target in the image plane In of
camera n be defined respectively as follows, n = 1, 2.

yn =
[

yni

ynj

]

, y∗
n =

[

y∗
ni

y∗
nj

]

(27)

Denote the visual error in the image plane In of camera n by

ȳn = yn − y∗
n =

[

ȳni

ȳnj

]

, n = 1, 2. (28)

In the light of Eqs. (23) and (24), the encoded error for the positioning task can be
written as

ȳ = y − y∗ =
[

ȳ1

ȳ2

]

. (29)

The following algebraic equality can be established.

J′(r)ȳ =
[

1
k′

1r
(−α1k1 + f1w1)

1
k′

2(r + l)
(−α2k2 + f2w2)

] [ ‖ȳ1‖
‖ȳ2‖

]

(30)

where

w1
�= ȳ1i i1 + ȳ1 j j1

‖ȳ1i i1 + ȳ1 j j1‖ , w2
�= ȳ2i i2 + ȳ2 j j2

‖ȳ2i i2 + ȳ2 j j2‖ , (31)

and

αn
�= ‖ȳn‖ + ‖y∗

n‖ cos θn, θn
�= ∠(

−−→
y∗

nyn,
−−→
ony∗

n), n = 1, 2. (32)
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Lemma 4.1 states an important algebraic constraint which is used in the proof of
Theorem 4.2 to show that the only equilibrium state is the state corresponding to
zero positioning error.

Lemma 4.1 (Binocular visual constraint) Let A be any set of points in R
3 on which G

is bounded and injective. Let r∗ ∈ A. Then, for every r ∈ A

J′(r)
(

G(r) − G(r∗)
) = 0 (33)

implies

r = r∗. (34)

Proof By the injectivity of G, r �= r∗ implies G(r) �= G(r∗). We will show that G(r) �=
G(r∗) implies J′(r)

(

G(r) − G(r∗)
) �= 0.

Defining

m1
�= 1

k′
1r

(−α1k1 + f1w1) , m2
�= 1

k′
2(r + l)

(−α2k2 + f2w2) , (35)

M3×2
�= [m1 m2

]

, and h2×1
�= [ ‖ȳ1‖‖ȳ2‖

]

, (36)

it follows from Eq. (30) that

J′(r)ȳ = M · h. (37)

By virtue of Eq. (37) and given that G(r) �= G(r∗), J′(r)
(

G(r) − G(r∗)
) = 0 if and

only if

‖ȳ1‖ m1 + ‖ȳ2‖ m2 = 0. (38)

Geometrically, condition (38) is equivalent to saying that 3-D vectors m1 and m2

are parallel and are pointing along opposite directions.
In the following proof, we will show that Eq. (38) is impossible to hold given

that ȳ �= 0. Thus, we have ȳ �= 0 ⇒ J′(r)ȳ �= 0. The proof below is based on epipolar
geometry as illustrated in Fig. 2).

Let yn
�= yniin + ynjjn, a 3-D point in space. According to epipolar constraint [27,

28], if y1 and y2 correspond to the same physical point in space, c1, c2, y1, and y2 must

Fig. 2 Epipolar geometry
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be in a single plane Π (known as epipolar plane). Therefore, −−→c1y1,
−−→c2y2, and c1c2 are

in the same plane.
Consider the rays −−→cnyn(n = 1, 2) which can be defined by the optical center cn and

the vectors fnkn + αnwn + (‖yn‖2 − α2
n)

1
2 vn, where vn

�= wn × kn.
Since

(

fnkn + αnwn + (‖yn‖2 − α2
n)

1
2 vn

)′
(−αnkn + fnwn) = 0 , n = 1, 2 (39)

we see that −−→cnyn ⊥ mn.
From Eq. (38), we further see that −−→c1y1 ⊥ m2 and −−→c2y2 ⊥ m1. That is,

⎧

⎨

⎩

(

f1k1 + α1w1 + (‖y1‖2 − α2
1)

1
2 v1

)′
(−α2k2 + f2w2) = 0

(

f2k2 + α2w2 + (‖y2‖2 − y2
2)

1
2 v2

)′
(−α1k1 + f1w1) = 0

. (40)

Meanwhile,
{

(−α1k1 + f1w1)
′w1 = f1 > 0

(−α1k1 + f1w1)
′w2 < 0† . (41)

From Eqs. (39), (40), and the definition of Π , Π must contain the baseline ( c1c2 )
and is normal to the vector −α1k1 + f1w1 and −α2k2 + f2w2. Thus, we have

(−αnkn + fnwn)
′l = 0 , i = 1, 2. (42)

Similarly, the rays
−−→
cny∗

n(n = 1, 2) can be defined by the optical center cn and the
vectors fnkn + αnwn + (‖yn‖2 − α2

n)
1
2 vn − ‖ȳn‖wn.

Assume that the target position r∗ is well defined and its image coordinates are
y∗. That is, the rays

−−→
c1y∗

1 and
−−→
c2y∗

2 intersect at a unique 3-D point. Thus, there exist
k1, k2 ∈ R

+ such that

c1 + k1( f1k1 + α1w1 + (‖y1‖2 − α2
1)

1
2 v1 − ‖ȳ1‖w1)

= c2 + k2( f2k2 + α2w2 + (‖y2‖2 − α2
2)

1
2 v2 − ‖ȳ2‖w2). (43)

Multiplying Eq. (43) by (−α1k1 + f1w1)
′ and using Eqs. (39), (40), and (42), we have

k1‖ȳ1‖(−α1k1 + f1w1)
′w1 = k2‖ȳ2‖(−α1k1 + f1w1)

′w2. (44)

From Eq. (41), we know that Eq. (44) cannot be true. In other words, a unique 3-D
point cannot be defined. Thus, condition (38) cannot hold given that ȳ �= 0. This
finishes the proof by contradiction. ��

Lemma 4.2 states an important property which will be used in the proof of
Theorem 4.2 to show exponential convergence.

†Note that (−α2k2 + f2w2)
′w2 = f2 > 0. k′

1r > 0, k′
2(r + l) > 0 since the robot is assumed to be in

front of the cameras and is in eye-to-hand configuration.
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Lemma 4.2 There exists a positive number μ which depends only on S such that for
every r, r∗ ∈ S

||J′(r)
(

G(r) − G(r∗)
)|| ≥ μ||G(r) − G(r∗)||. (45)

Proof As shown in the proof of Lemma 4.1, it is impossible for m1 and m2 to be
parallel and pointing along opposite directions (i.e., m2 = γ m1, for some γ < 0).
Hence, we know that M = [m1, m2] can only loose rank when m2 = γ m1, for some
γ > 0. We thus consider two cases.

– When m′
1m2 > 0:

In this case, M may loose rank or not. Let m2 = γ1 m1 + m⊥
1 , where γ1 = m′

2m1

||m1||2 >

0 and m⊥
1 = m2 − γ1 m1. We have

||J′(r)ȳ||2 =
∥

∥

∥(||ȳ1|| + γ1 ||ȳ2||)m1 + ||ȳ2|| m⊥
1

∥

∥

∥

2

= (||ȳ1|| + γ1 ||ȳ2||)2||m1||2 + ||ȳ2||2 ||m⊥
1 ||2

≥ ||ȳ1||2 ||m1||2

= α2
1 + f 2

1

(k′
1r)2 ||ȳ1||2. (46)

Similarly let m1 = γ2 m2 + m⊥
2 , where γ2 = m′

1m2

||m2||2 > 0 and m⊥
2 = m1 − γ2 m2. We

have

||J′(r)ȳ||2 =
∥

∥

∥(γ2 ||ȳ1|| + ||ȳ2||)m2 + ||ȳ1|| m⊥
2

∥

∥

∥

2

= (γ2 ||ȳ1|| + ||ȳ2||)2||m2||2 + ||ȳ1||2 ||m⊥
2 ||2

≥ ||ȳ2||2 ||m2||2

= α2
2 + f 2

2

(k′
2(r + l))2 ||ȳ2||2. (47)

Therefore, from Eqs. (46) and (47), we see that

||J′(r)ȳ||2 ≥ μ1 ||ȳ||2 (48)

where μ1 = 1
2

min
r∈S

{

α2
1 + f 2

1

(k′
1r)2 ,

α2
2 + f 2

2

(k′
2(r + l))2

}

> 0.

– When m′
1m2 ≤ 0:

In this case, M is of full rank. Therefore,

||J′(r)ȳ||2 = ||M h||2 ≥ σ 2
M ||ȳ||2 (49)

where σM is the least singular value of M when m′
1m2 ≤ 0. That is, σM > 0.

Therefore, from Eqs. (48) and (49), we have

||J′(r)ȳ||2 ≥ μ ||ȳ||2 (50)

where μ = min
{

μ1, σ
2
M

}

> 0. ��
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By virtue of Lemmas 4.1 and 4.2, the exponential stability of the closed-loop
system using exactly calibrated cameras can be established as follows.

Theorem 4.2 (Exponential stability) Let B �= {y ∈ G(X ) | ‖y − y∗‖ ≤ ρ} such that

S �= {r ∈ X | G(r) ∈ B} is bounded and G is injective on S . For the system defined
by Eqs. (1), (2), (10), and (25), there exist positive numbers a, λ which depend only on
S such that if r(0), r∗ ∈ S ,

‖r(t) − r∗‖ ≤ a · e−λ t · ‖r(0) − r∗‖, ∀t ≥ 0.

Proof Define a Lyapunov function

V = ||ȳ||2 = ȳ′ȳ. (51)

In the light of Eqs. (21) and (25), the differentiation of V with respect to time can be
seen as follow.

V̇ = −2η(y,Z) · ||Q 1
2 (r) J′(r) ȳ||2 ≤ 0. (52)

From Eq. (52) we see that V is a nonincreasing function. This, together with Eq. (51),
implies that

‖y(t) − y∗‖ ≤ ‖y(0) − y∗‖,∀t ≥ 0. (53)

This is equivalent to saying that y stays inside the ball B. In other words, solution r
never leaves S . Thus, S is an bounded invariant set. Hence, r is bounded. Meanwhile,
for all t ≥ 0

∫ t

0
|V̇(τ )|dτ = −

∫ t

0
V̇(τ )dτ = V(0) − V(t) ≤ V(0). (54)

We see that V̇ ∈ L1. Furthermore, one can check that V̈ is piecewise continuous and
bounded. Therefore, we conclude that

V̇ −→ 0 (55)

and thus

J′(r) ȳ −→ 0 (56)

since Q(r) is a symmetric positive definite matrix. From Lemma 4.1 we know that if
ȳ is in the null space of J′(r) (i.e., Eq. (33) holds), it must be true that r = r∗ for all
r, r∗ ∈ S . Therefore, we see that

r −→ r∗. (57)

Moreover, from Eq. (52) and Lemma 4.2, we have

V̇ ≤ −2η(y,Z)σ 2||J′(r) ȳ||2 ≤ −2η(y,Z)σ 2 μ V (58)

where σ > 0 is the least singular value of Q
1
2 (r), r ∈ S .

Therefore, ||ȳ|| goes to zero exponentially fast. By injectivity of G on S , one thus
conclude that there exist positive numbers a, λ which depend only on S such that if
r(0), r∗ ∈ S ,

‖r(t) − r∗‖ ≤ a · e−λ t · ‖r(0) − r∗‖, ∀t ≥ 0. (59)

��
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4.2 Camera Almost Exactly Calibrated

The feedback law (26), in which the camera model is assumed known approximately,
is employed to te system described by Eqs. (1), (2), and (10). Theorem 4.3 states that
if the approximate camera model is close enough to the true model and the initial
positioning error is small enough, the introduced image-based control law can still
guarantee exponential convergence and precise positioning.

Theorem 4.3 (Robustness) Let η̃ be a positive number defined as

η̃
�= min

y∈B
{

η̂(y,Z)
}

. (60)

Suppose that there exists a positive number ν < η̃σ 2μ and such that for every y ∈ B
∥

∥

∥�(y)

∥

∥

∥ ≤ ν (61)

where

�(y)
�=
(

[

J◦G−1](y)
)

·
(

(

[

Q◦G−1](y)
)

·
(

[

J◦G−1( y)
)′−
([

Q◦G−1
q

]

(y)
)

·
([

Jq◦G−1
q

]

(y)
)′)

.

(62)

The solution to the system defined by Eqs. (1), (2), (10), and (26) exists globally and
r −→ r∗ exponentially if ‖ȳ(0)‖ ≤ h ρ for every h ∈ [0, 1).

Proof From Eqs. (21), (26), and (62), we have

˙̄y = η̂(y,Z) · J(r) ·
(

[

Q ◦ G−1] (y)
)

·
(

[

J ◦ G−1] (y)
)′

ȳ + η̂(y,Z) · �(y) · ȳ. (63)

In the light of Eq. (63), the differentiation of V with respect to time can be seen as
follow.

V̇ = −2η̂(y,Z) · ‖Q
1
2 (r) J′(r) ȳ‖2 + 2η̂(y,Z)ȳ′�(y)ȳ. (64)

By differentiating Eq. (51) with respect to time, we can also see that

V̇ = 2‖ȳ‖d‖ȳ‖
dt

. (65)

Therefore, from Eq. (60) and the facts that for every y ∈ B

‖Q
1
2 (r) J′(r) ȳ‖2 ≥ σ 2μ‖ȳ‖2 (66)

and

η̂(y,Z) ∈ (0, 1], (67)

it follows from Eqs. (64) and (65) that

d‖ȳ(t)‖
dt

≤ −η̃σ 2μ‖ȳ(t)‖ + ∥∥�(y(t)
)∥

∥ · ‖ȳ(t)‖. (68)

Hence, by using the variation of constant formula one concludes that

‖ȳ(t)‖ ≤ ‖ȳ(0)‖e−η̃σ 2μt +
∫ t

0
e−η̃σ 2μ(t−τ)

∥

∥�
(

y(τ )
)∥

∥ · ‖ȳ(τ )‖dτ. (69)
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Multiplying both sides by eη̃σ 2μt, we have

eη̃σ 2μt‖ȳ(t)‖ ≤ ‖ȳ(0)‖ +
∫ t

0
eη̃σ 2μτ

∥

∥�
(

y(τ )
)∥

∥ · ‖ȳ(τ )‖dτ (70)

Applying the Bellman–Gronwall Lemma [29] that is listed in the Appendix, one
further concludes that

eη̃σ 2μt‖ȳ(t)‖ ≤ ‖ȳ(0)‖e
∫ t

0‖�(y(τ ))‖dτ . (71)

Therefore,

‖ȳ(t)‖ ≤ ‖ȳ(0)‖e− ∫ t
0(η̃σ 2μ−‖�(y(τ ))‖)dτ , ∀ t ≥ 0. (72)

Henceforth, we will show that there exists a neighborhood of the origin such that if
ȳ(0) starts in that neighborhood, ȳ(t) → 0 as t → ∞. We claim that if ‖ȳ(0)‖ ≤ hρ,
for every h ∈ [0, 1), ȳ → 0 as t → ∞.

We first show that if ȳ(0) ≤ hρ, ‖ȳ(t)‖ < ρ for all t ≥ 0. By contradiction assume
that there exists some time for which ‖ȳ(t)‖ gets to be larger or equal to ρ. Let t∗ be
the first instant for which ‖ȳ(t)‖ crosses ρ, i.e.

‖ȳ(t∗)‖ = ρ and ‖ȳ(t)‖ < ρ, ∀ t ∈ [0, t∗). (73)

Therefore, one can see that
∥

∥�
(

y(τ )
)∥

∥ ≤ ν, ∀ t ∈ [0, t∗). (74)

Using this fact and Eq. (72), one concludes that

‖ȳ(t∗)‖ ≤ ‖ȳ(0)‖e− ∫ t∗
0 (η̃σ 2μ−ν)dτ ≤ ‖ȳ(0)‖ ≤ hρ < ρ (75)

which contradicts the definition of t∗.
Having proved that ‖ȳ(t)‖ < ρ for all t ≥ 0, we will show that actually ȳ → 0 as

t → ∞. To do this, note once again that

‖ȳ(t)‖ < ρ, ∀ t ≥ 0 =⇒ ∥

∥�
(

y(τ )
)∥

∥ ≤ ν, ∀ t ≥ 0. (76)

Using this together with Eq. (72) and the fact that ν < η̃σ 2μ, one concludes that

‖ȳ(t)‖ ≤ ‖ȳ(0)‖e− ∫ t
0(η̃σ 2μ−ν)dτ → 0 as t → ∞. (77)

��

Theorem 4.3 has verified the fact that exponential stability of an image-based
visual feedback system in eye-to-hand configuration can be assured provided that
the binocular model imprecision is small. Moreover, three-degree-of-freedom posi-
tioning tasks, if satisfying the invariance property (13), can be accomplished with
precision using the proposed image-based control law even if the camera calibration
is not precisely known.

5 Conclusion

Numerous vision-based robotic positioning systems have been successfully imple-
mented and validated by supporting experimental results. Nevertheless, the aim of
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the research is to provide stability analysis for a class of robotic set-point control
systems employing image-based feedback laws. In particular, as long as invariant
target maps in image space can be determined for the considered control tasks,
exponential stability of the feedback systems employing the image-based control law
can be assured.

In this paper, we have proposed a class of image-based control laws for the visual
servoing of a rigid robotic manipulator in eye-to-hand configuration. The set-point in
the system we consider is a visually determined target position. The proposed control
law is robust with respect to the camera modelling error and can exponentially
stabilize the set-point control system. Furthermore, precise positioning is guaranteed
if the desired positioning task can be encoded using the proposed image-based task
encoding approaches.

Similar stability analysis can be applied to vision-based robotic systems in eye-
in-hand configuration provided that both the end-effector and the target can be
observed by the vision system during the maneuvering of the robotic arm.

Acknowledgements The author was supported by Grants NSC-89-2218-E-259-004 and NSC-94-
2213-E-027-006 from the National Science Council of Taiwan, Republic of China.

Appendix

Proof of Theorem 4.1

Proof In the light of Eqs. (22), (28), and (29), one can write J′(r)ȳ as follows.

J′(r)ȳ = ȳ1i
f1

k′
1r

(

i1 − i′1r
k′

1r
k1

)

+ ȳ1 j
f1

k′
1r

(

j1 − j′1r
k′

1r
k1

)

+ȳ2i
f2

k′
2(r + l)

(

i2 − i′2(r + l)
k′

2(r + l)
k2

)

+ ȳ2 j
f2

k′
2(r + l)

(

j2 − j′2(r + l)
k′

2(r + l)
k2

)

(78)

By virtue of Eqs. (20) and (27), Eq. (78) can be rewritten as

J′(r)ȳ = ȳ1i

k′
1r

(

f1 i1 − (ȳ1i + y∗
1i)k1

)+ ȳ1 j

k′
1r

(

f1 j1 − (ȳ1 j + y∗
1 j)k1

)

+ ȳ2i

k′
2(r + l)

(

f2 i2 − (ȳ2i + y∗
2i)k2

)+ ȳ2 j

k′
2(r + l)

(

f2 j2 − (ȳ2 j + y∗
2 j)k2

)

.

(79)

Using this together with the fact that ‖ȳn‖2 = ‖ȳni‖2 + ‖ȳnj‖2, n = 1, 2, one can see
that

J′(r)ȳ = − 1
k′

1r

(

‖ȳ1‖2 + ȳ1i y∗
1i + ȳ1 j y∗

1 j

)

k1 + f1

k′
1r

(ȳ1i i1 + ȳ1 j j1)

− 1
k′

2(r + l)

(

‖ȳ2‖2 + ȳ2i y∗
2i + ȳ2 j y∗

2 j

)

k2 + f2

k′
2(r + l)

(ȳ2i i2 + ȳ2 j j2). (80)
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In the light of Eqs. (27), (28), and (31), we have

J′(r)ȳ = − 1
k′

1r

(‖ȳ1‖2 + ȳ′
1y∗

1

)

k1 − 1
k′

2(r + l)

(‖ȳ2‖2 + ȳ′
2y∗

2

)

k2

+ f1

k′
1r

‖ȳ1‖ w1 + f2

k′
2(r + l)

‖ȳ2‖ w2. (81)

where w1 is the unit visual error vector in image plane I1 and is thus orthogonal to z1.
(cf. Fig. 2). Similarly, w2 is the unit visual error vector in image plane I2 and is thus
orthogonal to z2.

From the definition of θn, n = 1, 2 in Eq. (32), Eq. (81) can be further written as

J′(r)ȳ = − 1
k′

1r

(‖ȳ1‖ + ‖y∗
1‖ cos θ1

) ‖ȳ1‖k1 − 1
k′

2(r + l)

(‖ȳ2‖ + ‖y∗
2‖ cos θ2

) ‖ȳ2‖k2

+ f1

k′
1r

‖ȳ1‖ w1 + f2

k′
2(r + l)

‖ȳ2‖ w2. (82)

Therefore, from the definition of αn, n = 1, 2 in Eq. (32), we conclude that

J′(r)ȳ =
[

1
k′

1r (−α1k1 + f1w1)
1

k′
2(r+l) (−α2k2 + f2w2)

]

·
[ ‖ȳ1‖

‖ȳ2‖
]

. (83)

��

Lemma A.1 (Bellman–Gronwall [29]). Assume given an interval I ⊆ R, a constant
c ≥ 0, and two functions

α,μ : I → R+ (84)

such that α is locally integrable and μ is continuous. Suppose further that for some
σ ∈ I it holds that

μ(t) ≤ ν(t)
�= c +

∫ t

σ

α(τ )μ(τ)dτ (85)

for all t ≥ σ, t ∈ I . Then, it must hold that

μ(t) ≤ ce
∫ t
σ

α(τ )dτ . (86)
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